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A molecular descriptor is a mathematical measure that associates a molecular graph with some real numbers and predicts the
various biological, chemical, and structural properties of the underlying molecular graph. Wiener (1947) and Trinjastic and
Gutman (1972) used molecular descriptors to find the boiling point of paraffin and total π-electron energy of the molecules,
respectively. For molecular graphs, the general sum-connectivity and general Randić are well-studied fundamental topological
indices (TIs) which are considered as degree-based molecular descriptors. In this paper, we obtain the bounds of the aforesaid TIs
for the generalized F-sum graphs.)e foresaid TIs are also obtained for some particular classes of the generalized F-sum graphs as
the consequences of the obtained results. At the end, 3D-graphical presentations are also included to illustrate the results for
better understanding.

1. Introduction

Amolecular descriptor called by the topological index (TI) is a
function from the set of (molecular) graphs to the set of real
numbers. TIs are studied as a subtopic of chemical graph
theory to predict the chemical reactions, biological attributes,
and physical features of the compounds in theoretical chem-
istry, toxicology, pharmaceutical industry, and environmental
chemistry, see [1]. In addition, these TIs are also used to
characterize the molecular structure with respect to quanti-
tative structure activity and property relationships which are
studied in the subject of cheminformatics, see [2]. TIs have
been classified into different classes but degree-based TIs play a
significant part in the theory of chemical structures or net-
works. Firstly, Wiener [3] used the TI to find boiling point of
paraffin. Gutman and Trinajstic calculated total π-electron
energy of the molecules by a TI that is recognized as the first

Zagreb index in the literature, see [4]. In 2009, Zhou and
Trinajstic [5] suggested the sum-connectivity index, which was
subsequently generalized in 2010 [6]. )e Randić index was
defined in 1975 [7]; later on the idea was subsequently extended
to the generalized Randić connectivity index by Li and Gut-
man, see [8]. For more studies, we refer to [9–12].

In chemical graph theory, operations of graphs are
frequently used to find the new families of graphs. Yan et al.
[13] defined the four subdivision-related operations (S11, S21,

S31, and S41) on a molecular graph M and obtained the
Wiener indices of the resultant graphs S11(M), S21(M),

S31(M), and S41(M). After that, Eliasi and Taeri [14] defined
the F-sum graph M1+F1

M2 with the help of Cartesian
product of M1 and F(M2), where F1ϵ S11, S21, S31, S41􏼈 􏼉. Deng
et al. [15] and Akhter and Imran [16] also computed the 1st
and 2nd Zagreb and general sum-connectivity indices of the
F-sum graphs, respectively. Recently, Liu et al. [17]
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generalized these subdivision-related operations and defined
the generalized F-sum graphs M1+Fk

M2 for
Fkε S1k, S2k, S3k, S4k􏼈 􏼉, where k≥ 1 is an integral value. )ey also
computed the 1st and 2nd Zagreb indices for these newly
obtained graphs. For further studies of F-sum and gener-
alized F-sum graphs, see [18–27].

Now, we extend this study by computing the bounds
(upper and lower) of the general sum-connectivity and
general Randić indices for the generalized F-sum graphs. In
the remaining paper, Section 2 consists of main results of
bounds and Section 3 has conclusion and applications of the
obtained results.

2. Preliminaries

)roughout, we consider undirected, connected, and simple
graphs with V(M) � ai: 1≤ i≤ n􏼈 􏼉 and E(M)⊆V(M) ×

V(M) as vertex and edge sets, respectively. In addition,
|V(M)| � n and |E(M)| � m are the order and size ofM. For
a vertex aεV(M) and dM(a) as a degree of a in M, ΔM �

max dM(a): aεV(M)􏼈 􏼉 and δM(a) � min dM(a): aεV􏼈

(M)} are the maximum and minimum degrees of the graph
M. )e graphs V(Pn) � ai: 1≤􏼈 i≤ n}& E(Pn) � aiai+1:􏼈 1
≤ i≤ n}, V(Cn) � ai: 1≤ i≤ n􏼈 􏼉& E(Cn) � aiai+1: 1≤􏼈 i≤ n

− 1}∪ ana1􏼈 􏼉 and V(Kn) � ai: 1≤ i≤n􏼈 􏼉 and E(Kn) � aiaj: 1􏽮

≤ i, j≤n} are called path (Pn), cycle (Cn), and complete (Kn),
respectively. For further basic terminologies, see [28].

Definition 1. For a real number α and (molecular) graph M,
the general sum-connectivity index (GSCI) and general
Randić index (GRI) are

χα(M) � 􏽘
x1 ,x2εE(M)

dM x1( 􏼁 + dM x2( 􏼁􏼂 􏼃
α
,

Rα(M) � 􏽘
x1 ,x2εE(M)

dM x1( 􏼁dM x2( 􏼁􏼂 􏼃
α
.

(1)

Moreover, α � 1, 2 and then χα(M) are known as the 1st
Zagreb index and hyper-Zagreb index. If α � (−1/2),

1, (1/2), then Rα(M); it is known as Randić, 2nd Zagreb, and
reciprocal Randić indices.

Liu [17] defined the following graphs using the gener-
alized subdivision-related operations:

(i) S1k(M) graph is obtained by inserting k-vertices in
each edge of M.

(ii) S2k(M) is obtained from S1k(M) by joining the old
vertices which are adjacent in M.

(iii) S3k(M) is obtained from S1k(M) by joining the new
vertices lying in an edge to the corresponding new
vertices of the other edge, if these edges have some
common vertexes in M.

(iv) S4k(M) is the union of S2k(M) and S3k(M) graphs.

For more details, see Figure 1 for k � 4.

Definition 2. Let M1 and M2 be two connected graphs, Fkε
S1k, S2k, S3k, S4k􏼈 􏼉 and Fk(M1) be a graph (obtained after ap-
plying the operation Fk on M1 with vertex set V(Fk(M1))

and edge set E(Fk(M1)). )en, the generalized F-sum graph
M1+Fk

M2 is a graph with vertex set V(M1 + FkM2) � V(Fk

(M1)) × V(M2) � (V(M1)∪E(M1)) × V(M2) in such a
way that (x1, y1), (x2, y2)εV(M1 + FkM2) are adjacent if
[x1 � x2 ∈ V(M1) and (y1, y2) ∈ E(M2)] or [y1 � y2 ∈ V

(M2) and (x1, x2) ∈ E(Fk(M1))], where k≥ 1 is an integral
value.

For more details, see Figures 2 and 3.

3. Main Results

In this section, we find out the sharp bounds of GSCI and
GRI of generalized F-sum graphs.

Theorem 1. For a real number α> 0 and counting number
k≥ 1, the lower and upper bounds on the GSCI and GRI of
generalized F-sum graph (M1 + S1kM2) are as follows:

(a) 2αn1m2(ΔM1
+ΔM2

)
α

+2n2m1 (ΔM1
+ΔM2

+2)
α

+4α

n2m1(k −1)≤χα(M1+S1
k
M2)≤2

α
n1m2(δM1

+δM2
)
α
+

2n2m1(δM1
+ δM2

+2)
α

+4αn2m1(k −1),

(b) n1m2(ΔM1
+ΔM2

)
2α

+2α+1
n2m1 (ΔM1

+ΔM2
)
α

+ 4α

n2m1(k −1)≤Rα(M1 + S
1
kM2)≤n1m2 (δM1

+ δM2
)2α+

2α+1
n2m1(δM1

+δM2
)
α

+4αn2m1(k −1),

where equalities hold if M1 and M2 are regular graphs.

Proof. (a) By the definition of GSCI, we have
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g2 g3

(d)

1 432

e1 e2 e3
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(e)

Figure 1: (a) M � P4, (b) S4(M), (c) R4(M), (d) Q4(M), and (e) T4(M).
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(e1, c) (e2, c) (f1, c) (f2, c) (g1, c) (g2, c)

(e1, d) (e2, d) (f1, d) (f2, d) (g1, d) (g2, d)

(4, c)

(4, b)

(4, a)

(1, d)

(1, c)

(1, b)

(4, d)

(3, a)(2, a)

(3, b)(2, b)

(3, c)(2, c)

(3, d)(2, d)

(c)

(e1, a) (e2, a) (f1, a) (f2, a) (g1, a) (g2, a)

(e1, b) (e2, b) (f1, b) (f2, b) (g1, b) (g2, b)

(e1, c) (e2, c) (f1, c) (f2, c) (g1, c) (g2, c)

(e1, d) (e2, d) (f1, d) (f2, d) (g1, d) (g2, d)

(1, a)

(4, d)

(4, c)

(4, b)

(1, d)
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(1, b)

(4, a)
(3, a)(2, a)

(3, b)(2, b)

(3, c)(2, c)

(3, d)(2, d)

(d)

Figure 2: (a) M1 � P4, (b) M2 � P4, (c) M1+S2
M2, and (d) M1+R2

M2.

Discrete Dynamics in Nature and Society 3



χα M1 + S
1
kM2􏼐 􏼑 � 􏽘

x1 ,y1( ) x2 ,y2( )εE M1+S1
k
M2( )

d M1+S1
k
M2( ) x1, y1( 􏼁 + d M1+S1

k
M2( ) x2, y2( 􏼁􏼔 􏼕

α
,

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d M1+S1
k
M2( ) x, y1( 􏼁 + d M1+S1

k
M2( ) x, y2( 􏼁􏼔 􏼕

α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )

d M1+S1
k
M2( ) x1, y( 􏼁 + d M1+S1

k
M2( ) x2, y( 􏼁􏼔 􏼕

α

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d M1+S1
k
M2( ) x, y1( 􏼁 + d M1+S1

k
M2( ) x, y2( 􏼁􏼔 􏼕

α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )

x1εV M1( ),x2εV S1
k

M1( )−M1( )

d M1+S1
k
M2( ) x1, y( 􏼁 + d M1+S1

k
M2( ) x2, y( 􏼁􏼔 􏼕

α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )

x1 ,x2εV S1
k

M1( )−M1( )

d M1+S1
k
M2( ) x1, y( 􏼁 + d M1+S1

k
M2( ) x2, y( 􏼁􏼔 􏼕

α
� 􏽘 1 + 􏽘 2 + 􏽘 3.

(2)

Consider

􏽘 1 � 􏽘

xϵV M1( )

􏽘

y1y2ϵE M2( )

d M1+S1
k
M2( ) x, y1( 􏼁 + d M1+S1

k
M2( ) x, y2( 􏼁􏼔 􏼕

α

� 􏽘

xϵV M1( )

􏽘

y1y2ϵE M2( )

2dM1
(x) + dM2

y1( 􏼁 + dM2
y2( 􏼁􏽨 􏽩

α ≤ 2αn1m2 ΔM1
+ ΔM2

􏼐 􏼑
α
.

(3)

(1, a)

(4, c)

(4, b)

(4, a)

(1, d)

(1, c)

(1, b)

(4, d)

(3, a)(2, a)

(3, b)(2, b)

(3, c)(2, c)

(3, d)(2, d)

(e1, a) (e2, a) (f1, a) (f2, a) (g1, a) (g2, a)

(e1, b) (e2, b) (f1, b) (f2, b) (g1, b) (g2, b)

(e1, c) (e2, c) (f1, c) (f2, c) (g1, c) (g2, c)

(e1, d) (e2, d) (f1, d) (f2, d) (g1, d) (g2, d)

(a)

(1, a)

(4, d)

(4, c)

(4, b)

(1, d)

(1, c)

(1, b)

(4, a)
(3, a)(2, a)

(3, b)(2, b)

(3, c)(2, c)

(3, d)(2, d)

(e1, a) (e2, a) (f1, a) (f2, a) (g1, a) (g2, a)

(e1, b) (e2, b) (f1, b) (f2, b) (g1, b) (g2, b)

(e1, c) (e2, c) (f1, c) (f2, c) (g1, c) (g2, c)

(e1, d) (e2, d) (f1, d) (f2, d) (g1, d) (g2, d)

(b)

Figure 3: (a) M1+Q2
M2. (b) M1+T2

M2.
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Since |E(S11(M1))| � 2|E(M1)| and ΔS1
k
(M1) � ΔM1

, we
have

􏽘 2 � 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )
x1εV M1( ),x2εV S1

k
M1( )−M1( )

d M1+S1
k
M2( ) x1, y( 􏼁 + d G+S1

k
M2( ) x2, y( 􏼁􏼔 􏼕

α
,

� 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )
x1εV M1( ),x2εV

S
1
k M1( 􏼁 − V M1( 􏼁􏼐 􏼑 dM1

x1( 􏼁 + dM2
(y) + dS1

k
M1

x2( 􏼁􏼔 􏼕
α

≤ 2n2m1 ΔM1
+ ΔM2

+ 2􏼐 􏼑
α

􏽘 3 � 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )
x1 ,x2εV S1

k
M1( )−M1( )

d M1+S1
k
M2( ) x1, y( 􏼁 + d M1+S1

k
M2( ) x2, y( 􏼁􏼔 􏼕

α

� 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )
x1 ,x2εV S1

k
M1( )−M1( )

[2 + 2]
α
.

(4)

Since in this case |E(S1k(M1) − E(S11))| � (k − 1)|E

(M1)|, we have

� (k − 1) E M1( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 􏽘

yεV M2( )

(4)
α

� 4α(k − 1) V M2( 􏼁‖E M1( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 � 4α(k − 1)n2m1.

(5)

Consequently,

2αn1m2 ΔM1
+ ΔM2

􏼐 􏼑
α

+ 2n2m1 ΔM1
+ ΔM2

+ 2􏼐 􏼑
α

+ 4αn2m1(k − 1)≤ χα M1 + S
1
kM2􏼐 􏼑

≤ 2αn1m2 δM1
+ δM2

􏼐 􏼑
α

+ 2n2m1 δM1
+ δM2

+ 2􏼐 􏼑
α

+ 4αn2m1(k − 1),
(6)

where equalities hold if M1 and M2 are regular graphs. □ Proof. (b) By the definition of GRI, we have

Rα M1 + S
1
kM2􏼐 􏼑 � 􏽘

x1 ,y1( ) x2 ,y2( )εE M1+S1
k
M2( )

d M1+S1
k
M2( ) x1, y1( 􏼁 + d M1+S1

k
M2( ) x2, y2( 􏼁􏼔 􏼕

α

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d M1+S1
k
M2( ) x, y1( 􏼁 + d M1+S1

k
M2( ) x, y2( 􏼁􏼔 􏼕

α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )

d M1+S1
k
M2( ) x1, y( 􏼁 + d M1+S1

k
M2( ) x2, y( 􏼁􏼔 􏼕

α

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d M1+S1
k
M2( ) x, y1( 􏼁 + d M1+S1

k
M2( ) x, y2( 􏼁􏼔 􏼕

α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )
x1εV M1( ),x2εV S1

k
M1( )−M1( )

d M1+S1
k
M2( ) x1, y( 􏼁 + d M1+S1

k
M2( ) x2, y( 􏼁􏼔 􏼕

α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )
x1 ,x2εV S1

k
M1( )−M1( )

d M1+S1
k
M2( ) x1, y( 􏼁 + d M1+S1

k
M2( ) x2, y( 􏼁􏼔 􏼕

α
� 􏽘 1 + 􏽘 2 + 􏽘 3.

(7)
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Consider

􏽘 1 � 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d M1+S1
k
M2( ) x, y1( 􏼁 + d M1+S1

k
M2( ) x, y2( 􏼁􏼔 􏼕

α

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

dM1
(x) + dM2

y1( 􏼁􏽨 􏽩 dM1
(x) + dM2

y2( 􏼁􏽨 􏽩
α

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d
2
M1

(x) + dM1
x1( 􏼁 dM2

y1( 􏼁 + dM2
y2( 􏼁􏽨 􏽩 + dM2

y1( 􏼁dM2
y2( 􏼁􏽨 􏽩

α

≤ n1m2 ΔM1
+ ΔM2

􏼐 􏼑
2α

.

(8)

Since |E (S11(M1))| � 2|E (M1)| and ΔS1
k
(M1) � ΔM1

, we
have

􏽘 2 � 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )
x1εV M1( ),x2εV S1

k
M1( )−M1( )

d M1+S1
k
M2( ) x1, y( 􏼁 + d G+S1

k
M2( ) x2, y( 􏼁􏼔 􏼕

α
,

� 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )
x1εV M1( ),x2εV S1

k
M1( )−M1( )

dM1
x1( 􏼁 + dM2

(y)􏽨 􏽩 dS1
k

M1( ) x2( 􏼁􏼔 􏼕􏼔 􏼕
α

� 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )
x1εV M1( ),x2εV S1

k
M1( )−VM1( )

ΔM1
+ ΔM2

􏼐 􏼑2􏽨 􏽩
α
≤ 2α+1

n2m1 ΔM1
+ ΔM2

􏼐 􏼑
α

􏽘 3 � 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )
x1 ,x2εV S1

k
M1( )−M1( )

d M1+S1
k
M2( ) x1, y( 􏼁 + d M1+S1

k
M2( ) x2, y( 􏼁􏼔 􏼕

α

� 􏽘

yεV M2( )

􏽘

x1x2εE S1
k

M1( )( )
x1 ,x2εV S1

k
M1( )−M1( )

[2 × 2]
α
.

(9)

Since in this case |E(S1k(M1) − E(S11))| � (k −1)|E(M1)|,
we have � (k −1)|E(M1)|􏽐yεV(M2)(4)α � 4α(k −1) n2m1.

Consequently,

n1m2 ΔM1
+ ΔM2

􏼐 􏼑
2α

+ 2α+1
n2m1 ΔM1

+ ΔM2
􏼐 􏼑

α
+ 4αn2m1 (k − 1)≤Rα M1 + S

1
kM2􏼐 􏼑

≤ n1m2 δM1
+ δM2

􏼐 􏼑
2α

+ 2α+1
n2m1 δM1

+ δM2
􏼐 􏼑

α
+ 4αn2m1 (k − 1),

(10)

where equalities hold if M1 and M2 are regular graphs. □

Theorem 2. For a real number α> 0 and counting number
k≥ 1, the lower and upper bounds on the GSCI and GRI of the
generalized F-sum graph (M1 + S2kM2) are as follows:

(a) 2α(n1m2 + n2m1)(2ΔM1
+ ΔM2

)α + 2n2m1(2ΔM1
+

ΔM2
+ 2)α + 4αn2m1(k − 1)≤ χα(M1 + S

1
kM2)≤ 2α

(n1m2 + n2m1)(2δM1
+ δM2

)
α

+ 2n2m1(2δM1
+ δM2

+

2)α + 4αn2m1(k − 1),

(b) (n1m2 + n2m1)(2ΔM1
+ ΔM2

)
2α

+ 2α+1
n2m1(2ΔM1

+

ΔM2
)α + 4αn2m1(k − 1)≤Rα(M1 + S

2
kM2)≤ (n1m2 +

n2m1) (2δM1
+ δM2

)
2α

+ 2α+1
n2m1(2δM1

+ δM2
)
α

+

4αn2m1(k − 1),

6 Discrete Dynamics in Nature and Society



where equalities hold if and only if M1 and M2 are regular
graphs.

Proof. (a) By the definition of the GSCI, we have

χα M1 + S
2
kM2􏼐 􏼑 � 􏽘

x1 ,y1( ) x2 ,y2( )εE M1+S2
k
M2( )

d M1+S2
k
M2( ) x1, y1( 􏼁 + d M1+S2

k
M2( ) x2, y2( 􏼁􏼔 􏼕

α

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d M1+S1
k
M2( ) x, y1( 􏼁 + d M1+S1

k
M2( ) x, y2( 􏼁􏼔 􏼕

α

+ 􏽘

yεV M2( )

􏽘

x1x2εE Sk M1(( )

d M1+S2
k
M2( ) x1, y( 􏼁 + d M1+S2

k
M2( ) x2, y( 􏼁􏼔 􏼕

α
� 􏽘 1 + 􏽘 2.

(11)

Consider

􏽘 1 � 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d M1+S1
k
M2( ) x, y1( 􏼁 + d M1+S1

k
M2( ) x, y2( 􏼁􏼔 􏼕

α

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

4dM1
(x) + dM2

y1( 􏼁 + dM2
y2( 􏼁􏽨 􏽩

α ≤ 2αn1m2 2ΔM1
+ ΔM2

􏼐 􏼑
α

􏽘 2 � 􏽘

xεV M1( )

􏽘

x1x2εV M1( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α

� 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )
x1,x2εV M1( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )
x1εV M1( )
x2εV S2

k
M1( )−V M1( )( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )
x1 ,x2εV S2

k
M1( )−V M1( )( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α

� 􏽘
′
2 + 􏽘
″

2 + 􏽘
″′

2.

(12)

Consider for x1x2εV(M1), we have x1x2εE (S2k(M1)) if
x1x2εE(M1); for x1εV(M1), we obtain dS21M1

(x1) �

2dM1
(x1) and for x2εV(S2kM1

) − V(M1), we have
dS2

kM1
(x2) � 2.
Now, consider

􏽘
′
2 � 􏽘

yεV M2( )

􏽘

x1x2εE M1( )
x1x2εV M1( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α

� 􏽘

yεV M2( )

􏽘

x1x2εE M1( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α

� 􏽘

yεV M2( )

􏽘

x1x2εE M1( )

2dM2
(y) + 2dM1

x1( 􏼁 + 2dM1
x2( 􏼁􏽨 􏽩

α ≤ 2αn2m1 2ΔM1
+ ΔM2

􏼐 􏼑
α
.

(13)
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Note that |E(S11(M1))| � 2|E(M1)| and if x1εV(M1),
then dS2

k
(M1)x1 � 2dM1

(x1), and if x2εV(S2k)(M1)−

V(M1), then dS2
k
(M1)x2 � 2.

􏽘
″

2 � 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )

x1εV M1( )x2εV S2
k

M1( )( )−V M1( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α

� 􏽘

yεV M2( )

􏽘

x1x2εE M1( )

x1εV M1( )x2εV M1( )−V M1( )

2dM1
x1( 􏼁 + dS2

k
M1( ) x2( 􏼁 + dM2

(y)􏼔 􏼕
α

� 􏽘

yεV M2( )

􏽘

x1x2εE M1( )( )

x1εV M1( )x2εV M1( )( )−V M1( )

2dM1
x1( 􏼁 + 2 + dM2

(y)􏽨 􏽩
α ≤ 2n2m1 2ΔM1

+ ΔM2
+ 2􏼐 􏼑

α

􏽘
″′

2 � 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )

x1 ,x2εV S2
k

M1( )( )−V M1( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α

� (k − 1) 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )

x1 ,x2εV S2
k

M1( )( )−V M1( )

dS2
k

M1( ) x1( 􏼁 + dS2
k

M1( ) x2( 􏼁􏼔 􏼕
α

� 4α(k − 1)m1n2.

(14)

Hence,

2α n1m2 + n2m1( 􏼁 2ΔM1
+ ΔM2

􏼐 􏼑
α

+ 2n2m1 2ΔM1
+ ΔM2

+ 2􏼐 􏼑
α

+ 4αn2m1 (k − 1)≤ χα

M1 + S
2
kM2􏼐 􏼑≤ 2α n1m2 + n2m1( 􏼁 2δM1

+ δM2
􏼐 􏼑

α
+ 2n2m1 2δM1

+ δM2
+ 2􏼐 􏼑

α
+ 4αn2m1(k − 1).

(15)

Equality holds if M1 and M2 are regular graphs. □ Proof. (b) By the definition of GRI, we have

Rα M1 + S
2
kM2􏼐 􏼑 � 􏽘

x1 ,y1( ) x2 ,y2( )εE M1+S2
k
M2( )

d G+S2
k
M2( ) x1, y1( 􏼁d M1+S2

k
M2( ) x2, y2( 􏼁􏼔 􏼕

α
,

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d M1+S2
k
M2( ) x, y1( 􏼁d M1+S2

k
M2( ) x, y2( 􏼁􏼔 􏼕

α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )

d M1+S2
k
M2( ) x, y1( 􏼁d M1+S2

k
M2( ) x2, y( 􏼁􏼔 􏼕

α
� 􏽘 1 + 􏽘 2.

(16)
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Consider

􏽘 1 � 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d M1+S2
k
M2( ) x, y1( 􏼁d M1+S2

k
M2( ) x, y2( 􏼁􏼔 􏼕

α
,

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

2dM1
(x) + dM2

y1( 􏼁􏽨 􏽩 2dM1
(x) + dM2

y2( 􏼁􏽨 􏽩􏽨 􏽩
α

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

4d
2
M1

(x) + 2dM1
x1( 􏼁 dM2

y1( 􏼁 + dM2
y2( 􏼁􏽨 􏽩 + dM2

y1( 􏼁dM2
y2( 􏼁􏽨 􏽩􏽨 􏽩

α

≤ n1m2 2ΔM1
+ ΔM2

􏼐 􏼑
2α

,

􏽘 2 � 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α

� 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )(

x1 ,x2εV M1( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )(

xεV M1( )

x2εV S2
k

M1( )( )−V M1( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )(

x1 ,x2εV S2
k

M1( )( )−V M1( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α

� 􏽘
′
2 + 􏽘
″

2 + 􏽘
″′

2.

(17)

Consider for x1x2εV(M1), we have x1x2εE(S2k(M1)) if
x1x2εE(M1); for x1εV(M1), we obtain dS2

k
(M1)(x1) �

2dM1
(x1) and for x2εV(S2k(M1)) − V(M1), we have

dS2
k
(M1)(x2) � 2. Now, consider

􏽘
′
2 � 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )

x1x2εV M1( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α

� 􏽘

yεV M1( )

􏽘

x1x2εE M1( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α
,

� 􏽘

yεV M2( )

􏽘

x1x2εE M1( )

dS2
k

M1( ) x1( 􏼁 + dM2
(y)􏼔 􏼕 dS2

k
M1( ) x2( 􏼁 + dM2

(y)􏼔 􏼕􏼔 􏼕
α

� 􏽘

yεV M2( )

􏽘

x1x2εE M1( )

4d M1( ) x1( 􏼁d M1( ) x2( 􏼁 + 2d M1( ) x1( 􏼁dM2
(y) + 2d M1( ) x2( 􏼁dM2

(y) + d
2
M2

(y)􏼔 􏼕
α

� 􏽘

yεV M2( )

􏽘

x1x2εE M1( )

4ΔM1
ΔM1

+ 2ΔM2
ΔM1

+ ΔM1
􏽨 􏽩 + Δ2M2

􏽨 􏽩
α
≤ n2m1 2ΔM1

+ ΔM2
􏽨 􏽩

2α
.

(18)
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Note that |E (S21(M1))| � 2|E (M1)| and if x1εV(M1),
then dS2

k
(M1)(x1) � 2dM1

(x1), and if x2εV(S2k(M1))−

V(M1), then dS2
k
(M1)(x2) � 2.

􏽘
″

2 � 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )
x1εV M1( )x2εV S2

k
M1( )( )−V M1( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α
,

� 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )
x1εV M1( )
x2εV S2

k
M1( )( )−V M1( )

dS2
k

M1( ) x1( 􏼁 + dM2
(y)􏼔 􏼕 dS2

k
M1( ) x2( 􏼁􏼔 􏼕􏼔 􏼕

α

� 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )
x1εV M1( )
x2εV S2

k
M1( )( )−V M1( )

2dM1
x1( 􏼁 + dM2

(y)􏽨 􏽩[2]􏽨 􏽩
α ≤ 2α+1

n2m1 2ΔM1
+ ΔM2

􏼐 􏼑
α

􏽘
″′

2 � 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )
x2εV S2

k
M1( )( )−V M1( )

d x1, y( 􏼁 d x2, y( 􏼁􏼂 􏼃
α
,

� (k − 1) 􏽘

yεV M2( )

􏽘

x1x2εE S2
k

M1( )( )
x1 ,x2εV S2

k
M1( )( )−V M1( )

dS2
k

M1( 􏼁 x1( 􏼁dS2
k

M1( ) x2( 􏼁􏼔 􏼕
α

� 4α(k − 1)m1n2.

(19)

Hence,

n1m2 + n2m1( 􏼁 2ΔM1
+ ΔM2

􏼐 􏼑
2α

+ 2α+1
n2m1 2ΔM1

+ ΔM2
􏼐 􏼑

α
+ 4αn2m1(k − 1)≤Rα

M1 + S
2
kM2􏼐 􏼑≤ n1m2 + n2m1( 􏼁 2δM1

+ δM2
􏼐 􏼑

2α
+ 2α+1

n2m1 2δM1
+ δM2

􏼐 􏼑
α

+ 4αn2m1(k − 1).

(20)

Equality holds if M1 and M2 are regular graphs. □

Theorem 3. For a real number α> 0 and counting number
k≥ 1, the lower and upper bounds on the GSCI and GRI of the
generalized F-sum graph (M1 + S3kM2) are as follows:

(a) 2αn1m2(ΔM1
+ ΔM2

)
α

+ 2n2m1 (3ΔM1
+ ΔM2

)α +

2 (k − 1)n1[Z1(M1)]
α

+ 4αΔαM1
n2 ((1/2)Z1(M1) +

m1)
α ≤ χα(M1 + S

3
kM2)≤ 2

α
n1m2 (δM1

+ δM1
)
α

+

2n2m1 (3δM1
+ δM2

)
α

+ 2 (k − 1)n1[Z1(M1)]
α
+
α δαM1

n2 ((1/2)Z1(M1) + m1)
α
,

(b) n1m2(ΔM1
+ ΔM2

)
2α

+ 2αn2m1 (Δ2M1
+ ΔM1
ΔM2

)α+

2(k − 1)n2Z2(M1)
α

+ 4αΔ2αM1
n2 ≤Rα(M1 + S

3
kM2)≤

n1m2 (δM1
+ δM2

)
2α

+ 2αn2m1 (δ2M1
+ δM1

δM2
)
α
+

2(k − 1)n2Z2(M1)
α

+ 4αδ2αM1
n2,

where equalities hold if and only if M1 and M2 are regular
graphs.

Proof. (a) By the definition of the GSCI, we have

χα M1 + S
3
kM2􏼐 􏼑 � 􏽘

x1 ,y1( ) x2 ,y2( )εE M1+S3
k
M2( )

d M1+S3
k
M2( ) x1, y1( 􏼁 + d M1+S3

k
M2( ) x2, y2( 􏼁􏼔 􏼕

α

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d x, y1( 􏼁 + d x, y2( 􏼁􏼂 􏼃
α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M2( )( )

d x, y1( 􏼁 + d x, y2( 􏼁􏼂 􏼃
α

� 􏽘 1 + 􏽘 2.

(21)
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Now,

􏽘 1 � 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d x, y1( 􏼁 + d x, y2( 􏼁􏼂 􏼃
α

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

2dM1
(x) + dM2

y1( 􏼁 + dM2
y2( 􏼁􏽨 􏽩

α ≤ 2αn1m2 ΔM1
+ ΔM2

􏼐 􏼑
α

􏽘 2 � 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α

� 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )
x1εV M1( )
x2εV S3

k
M1( )( )−V M1( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )
x1x2εV S3

k
M1( )( )−V M1( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α

� ′􏽘 2 + ″􏽘 2.

(22)

Now,

􏽘
′
2 � 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )
x1εV M1( )
x2εV S3

k
M1( )( )−V M1( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α
,

� 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M2( )( )
x1εV M1( )
x2εV S3

k
M1( )( )−V M1( )

dS3
k

M1( ) x1( 􏼁 + dM2
(y) + dS3

k
M1( ) x2( 􏼁􏼔 􏼕

α

� 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M2( )( )
x1εV M1( )
x2εV S3

k
M1( )( )−V M1( )

dS3
k

M1( ) x1( 􏼁 + dM2
(y) + dS3

k
M1( ) x2( 􏼁􏼔 􏼕

α
.

(23)

Note that dS3(M1)(x2) � dM1
(wi) + dM1

(wj) for
a2εV(S3(M1)) − V(M1), where a2 is the vertex inserted into
the edge wiwj of M1. )en, we have

� 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M2( )( )
x1εV M1( )x2εV S3

k
M1( )( )−V M1( )

dS3
k

M1( ) x1( 􏼁 + dM2
(y) + dM1

wi( 􏼁 + dM1
wj􏼐 􏼑􏼔 􏼕

α

≤ 2n2m1 3ΔM1
+ ΔM2

􏼐 􏼑
α

􏽘
″

2 � 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )
x1 ,x2εV S3

k
M1( )( )−V M1( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃.

(24)
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We break this sum into two parts 􏽐 2 � 􏽐 3 + 􏽐 4, where
􏽐 3 belong the S3k(M) edges and 􏽐 4 belong the S3k(M1).

􏽘 3 � 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )
x1x2εV S3

k
M1( )( )−V M1( )

dS3
k

M1( ) x1( 􏼁 + dS3
k

M1( ) x2( 􏼁􏼔 􏼕
α
,

� 2(k − 1) 􏽘

yεV M2( )

􏽘
wiwjεE(M)

dM1
wi( 􏼁 + dM1

wj􏼐 􏼑􏽨 􏽩
α
≤ 2(k − 1)n1 Z1 M1( 􏼁􏼂 􏼃

α

􏽘 4 � 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )
x1x2εV S3

k
M1( )( )−V M1( )

d x1, y( 􏼁 + d x2, y( 􏼁􏼂 􏼃
α
,

� 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )
x1x2εV S3

k
M1( )( )−V M1( )

dS3
k

M1( ) x1( 􏼁 + dS3
k

M1( ) x2( 􏼁􏼔 􏼕
α
.

(25)

Since x1 is the vertex inserted into the edge wiwj of M1
and a2 is the vertex inserted into the edge wjwk of M1,

� 􏽘

yεV M2( )

􏽘

wiwjεE M1( )

wjwkεE M1( )

dM1
wi( 􏼁 + dM1

wj + dM1
wj􏼐 􏼑 + dM1

wk( 􏼁􏼐􏽨 􏽩
α

� 􏽘

yεV M2( )

􏽘

wiwjεE M1( )

wjwkεE M1( )

dM1
wi( 􏼁 + dM1

wk + 2dM1
wj􏼐 􏼑􏼐􏽨 􏽩

α
≤ 4αkΔαM1

n2
1
2
Z1 M1( 􏼁 + m1􏼒 􏼓

α
.

(26)

Consequently, we have

2αn1m2 ΔM1
+ ΔM2

􏼐 􏼑
α

+ 2n2m1 3ΔM1
+ ΔM2

􏼐 􏼑
α

+ 2 (k − 1)n1 Z1 M1( 􏼁􏼂 􏼃
α

+ 4αΔαM1
n2

1
2
Z1 M1( 􏼁 + m1􏼒 􏼓

α
≤ χα M1 + s

3
kM2􏼐 􏼑≤ 2αn1m2 δM1

+ δM1
􏼐 􏼑

α
+ 2n2m1 3δM1

+ δM2
􏼐 􏼑

α

+ 2 (k − 1)n1 Z1 M1( 􏼁(􏼂 􏼃
α

+ 4αδαM1
n2

1
2
Z1 M1( 􏼁 + m1􏼒 􏼓

α
.

(27)

Proof. (b) By the definition of the GRI, we have

Rα M1 + S
3
kM2􏼐 􏼑 � 􏽘

x1 ,y1( ) x2 ,y2( )εE M1+S3
k
M2( )

d M1+S3
k
M2( ) x1, y1( 􏼁d M1+S3

k
M2( ) x2, y2( 􏼁􏼔 􏼕

α
,

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d x, y1( 􏼁d x, y2( 􏼁􏼂 􏼃
α

+ 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M2( )( )

d x1, y( 􏼁 d x2, y( 􏼁􏼂 􏼃
α

� 􏽘 1 + 􏽘 2.

(28)
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Now,

􏽘 1 � 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d M1+S3
k
M2( ) x, y1( 􏼁d M1+S3

k
M2( ) x, y2( 􏼁􏼔 􏼕

α
,

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

dM1
(x) + dM2

y1( 􏼁􏽨 􏽩 dM1
(x) + dM2

y2( 􏼁􏽨 􏽩
α

� 􏽘

xεV M1( )

􏽘

y1y2εE M2( )

d
2
M1

(x) + dM1
x1( 􏼁 dM2

y1( 􏼁 + dM2
y2( 􏼁􏽨 􏽩 + dM2

y1( 􏼁dM2
y2( 􏼁􏽨 􏽩

α

≤ n1m2 Δ
2
M1

+ ΔM1
2ΔM2

􏼐 􏼑 + Δ2M2
􏼐 􏼑

α
≤ n1m2 ΔM1

+ ΔM2
􏼐 􏼑

2α
,

􏽘 2 � 􏽘

yεV M2( )

􏽘

x1 ,x2εE S3
k

M1( )( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α
,

� 􏽘

yεV M2( )

􏽘

x1 ,x2εE S3
k

M1( )( )
x1εV M1( )
x2εV S3

k
M1( )( )−V M1( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α

+ 􏽘

yεV M2( )

􏽘

x1 ,x2εE S3
k

M1( )( )
x1x2εV S3

k
M1( )( )−V M1( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α

� 􏽘
′
2 + 􏽘 2.

(29)

Now,

􏽘
′
2 � 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )
x1εV M1( )
x2εV S3

k
M1( )( )−V M1( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α
,

� 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )
x1εV M1( )
x2εV S3

k
M1( )( )−V M1( )

dS3
k

M1( ) x1( 􏼁 + dM2
(y)􏼔 􏼕 dS3

k
M1( ) x2( 􏼁􏼔 􏼕􏼔 􏼕

α
.

(30)

Note that dSk
3(M1)(x2) � dM1

(wi) + dM1
(wj) for

x2εV(S3(M1)) − V(M1), where x2 is the vertex inserted into
the edge wiwj of M1. )en, we have

� 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )
x1εV M1( )x2εV S3

k
M1( )( )−V M1( )

d M1( ) x1( 􏼁 + dM2
(y)􏼔 􏼕 dM1

wi( 􏼁 + dM1
wj􏼐 􏼑􏽨 􏽩

α

≤ 2αn2m1 Δ
2
M1

+ ΔM1
ΔM2

􏼐 􏼑
α

􏽘
″

2 � 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )
x1 ,x2εV S3

k
M1( )( )−V M1( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃.

(31)

Discrete Dynamics in Nature and Society 13



We break this sum into two parts 􏽐″2 � 􏽐 3 + 􏽐 4,
where 􏽐 3 belong the S3k(M) edges and 􏽐 4 belong the
S3k(M1).

􏽘 3 � 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )

x1 ,x2εV S3
k

M1( )( )−V M1( )

dS3
k

M1( ) x1( 􏼁dS3
k

M1( ) x2( 􏼁􏼔 􏼕
α
,

� 2(k − 1) 􏽘

yεV M2( )

􏽘
wiwjεE(M)

dM1
wi( 􏼁dM1

wj􏼐 􏼑􏽨 􏽩
α
≤ 2(k − 1)n2Z2 M1( 􏼁

α

􏽘 4 � 􏽘

yεV M2( )

􏽘

x1x2εE S3
k

M1( )( )

x1 ,x2εV S3
k

M1( )( )−V M1( )

d x1, y( 􏼁d x2, y( 􏼁􏼂 􏼃
α
,

� dS3
k

M1( ) x1( 􏼁dS3
k

M1( ) x2( 􏼁􏼔 􏼕
α

dS3
k

M1( ) x1( 􏼁dS3
k

M1( ) x2( 􏼁􏼔 􏼕
α
.

(32)

Since x1 is the vertex inserted into the edge wiwj of M1
and a2 is the vertex inserted into the edge wjwk of M1,

� 􏽘

yεV M2( )

􏽘

wiwjεE M1( )
wjwkεE M1( )

dM1
wi( 􏼁 + dM1

wj􏼐 􏼑􏽨 􏽩

· dM1
wj􏼐 􏼑 + dM1

wk( 􏼁􏽨 􏽩
α
≤ 4αΔ2αM1

n2.

(33)

Consequently, we have

n1m2 ΔM1
+ ΔM2

􏼐 􏼑
2α

+ 2αn2m1 Δ
2
M1

+ ΔM1
ΔM2

􏼐 􏼑
α

+ 2 (k − 1)n2Z2 M1( 􏼁
α

+ 4αΔ2αM1
n2 ≤Rα

M1 + S
3
kM2􏼐 􏼑≤ n1m2 δM1

+ δM2
􏼐 􏼑

2α
+ 2αn2m1 δ2M1

+ δM1
δM2

􏼐 􏼑
α

+ 2 (k − 1)n2Z2 M1( 􏼁
α

+ 4αδ2αM1
n2.

(34)

Theorem 4. For a real number α> 0 and counting number
k≥ 1, the lower and upper bounds on the GSCI and GRI of the
generalized F-sum graph (M1 + S1kM2) are

(a) 2αn1m2(ΔM1
+ ΔM2

)
α

+ 2αn2m1(2ΔM1
+ ΔM2

)
α
+ 2n2

m1 (3ΔM1
+ ΔM2

)
α

+ 2(k − 1)n1[Z1(M1)]
α
+ 4αΔαM1

n2 ((1/2)Z1(M1) + m1)
α ≤ χα(M1+ S

4
kM2)≤ 2

α
n1

m2(δM1
+ δM2

)
α
+ 2αn2m1(2δM1

+ δM2
)
α
,

(b) n1m2(ΔM1
+ ΔM2

)
2α

+ 2αn2m1 (2ΔM1
+ ΔM2

)
α
+ 2αn2

m1(Δ
2
M1

+ ΔM1
ΔM2

)
α

+ 2(k− 1)n2[Z2(M1)]
α
+ 4α

Δ2αM1
n2 ≤Rα(M1+ S

4
kM2)≤ n1m2(δM1

+ δM2
)
2α

+ 2αn2

m1(2δM1
+ δM2

)
α

+ 2αn2m1(δ
2
M1

+ δM1
δM2

)
α
+ 2(k−

1) n2Z2(M1)
α

+ 4αδ2αM1
n2,

where r is the number of common neighbors of x1 and x2 in
M1.

Proof. )e proof follows by )eorem 2 and )eorem 3. □

4. Applications

For a real number α> 0, the lower and upper bounds on
GSCI and GRI of the generalized F-sum graphs obtained by
the particular classes of graphs as the consequences of the
obtained results are given in Figures 4–11.

Example 1. For M1 � Pn, M2 � Pm, and k � 4, we have

(a) mn(6.4α) + m4α − 4αn≤ χα(Pn + S14Pm)≤mn (8α+

2.6α + 3.4α) − m(2.6α − 3.4α) − 8αn., and
(b) mn(24α + 23α+1

+ 3.4α) − m(23α+1
− 3.4α) − 24α n≤

Rα(Pn + S
1
4Pm)≤mn(22α + 22α+1

+ 3.4α)− m(22α+1
−

3.4α) − 22αn.

)e graphical representation of Example 1(a) is depicted in
Figure 4, the lower bounds are represented by the blue graph
and the upper bounds are represented by the red graph. )e
graphical representation of Example 1(b) is depicted in Fig-
ure 5, the lower bounds are represented by the green graph and
the upper bounds are represented by the blue graph.
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Example 2. For M1 � Pn, M2 � Pm, and k � 4, we have

(a) mn(2.12α + 2.8α + 3.4α) − m(12α + 2.8α + 3.4α) − 12α

n≤χα(Pn + S
2
4Pm)≤mn(2.6α + 2.5α + 3.4α) − m(6α+

2.5α + 3.4α) − 6αn,

(b) mn(2.62α +3α.22α+1
+3.4α) − m(62α +3α.22α+1

+3.4α)

−62αn≤Rα(Pn + S
2
4Pm)≤mn(2.32α+ 3α.22α+1

+ 3.4α)−

m(32α +3α.2α+1
+3.4α) −32αn.

)e graphical representation of Example 2(a) is depicted
in Figure 6.)e lower bounds are represented by the Niagara
Azure graph and the upper bounds are represented by the
gold graph. )e graphical representation of Example 2(b)is
depicted in Figure 7. )e lower bounds are represented by
the pink graph and the upper bounds are represented by the
yellow graph.

Example 3. For M1 � Pn, M2 � Pm, and k � 4, we have

(a) 8α(nm − n) + 2.8α(mn − m) + 6n(4n − 6)
α

+ 8αm(3n

−4)α ≤ χα(Pn + S
3
4Pm)≤4α(nm − n) + 2.4α (mn− m)+

6n(4n − 6)
α

+ 4αm(3n − 4)
α
,

(b) 16α(nm − n) + 16α(mn − m) + 6m(4m − 6)
α

+ 16α ≤
Rα(Pn + S

3
4Pm)≤ 4α(nm − n) + 4α(mn − m)+ 6m(4m

−6)α + 4α.

)e graphical representation of Example 3(a) is depicted
in Figure 8. )e lower bounds are represented by the blue
graph and the upper bounds are represented by the green
graph. )e graphical representation of Example 3(b) is
depicted in Figure 9. )e lower bounds are represented by
the yellow graph and the upper bounds are represented by
the gray graph.

10000

20000

30000

40000

10000

60000

1 12 23 34 45 56 67 78 89 910
m n

Figure 6: Graph for (α � 2) mn(2.122 + 2.82 + 3.42) − m (122+
2.82 + 3.42) − 122n≤ χα(Pn + S24Pm)≤mn(2.62 + 2.52 + 3.42) − m

(62 + 2.52+ 3.42) − 62n.

120000

140000

100000

80000

60000

40000

20000

1
1

2
2

3
3

4 4
5 56 6

7 78 89 910 mn

Figure 7: Graph for(α� 2)mn(2.622 +32.222+1 +3.42) − m(622+
32.222+1 +3.42) −622n≤Rα(Pn + S24Pm)≤mn(2.322+ 32.222+1+ 3.42)−
m(322 +32.22+1 +3.42) −32×2n.
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Figure 4: Graphfor (α � 2) mn(6 × 42) + 42m − 42n≤ χα(Pn+

S14Pm)≤mn(82 + 2 × 62 + 3 × 42) − m(2 × 62 − 3 × 42) − 82n.
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1
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7
7
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0

Figure 5: Graph for (α � 2) mn(24
2

+ 23
2+1

+ 3.42) − m(23
2+1

−
3.42) − 24

2
n≤Rα(Pn + S

1
4Pm)≤mn (22

2
+ 22

2+1
+ 3.42)− m(22

2+1
−

3.42) − 222n.
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Example 4. For M1 � Pn, M2 � Pm, and k � 4, we have

(a) 8α(nm − n) + 12α(mn − m) + 2.8α (mn − m) + 6n

(4n − 6)
α
+ 8αm(3n − 4)

α ≤ χα(Pn + S
4
4Pm)≤ 4α(nm−

n)+ 6α(mn − m) + 2.4α(mn − m) + 6n(4n − 6)
α
+ 4α

m(3n − 4)
α
,

(b) 24α(nm − n) + 22
α
.3α(mn − m) + 24α(mn − m)+ 6m

(4m − 6)
α

+ 24αm≤Rα(Pn + S
4
4Pm)≤ 22α(nm− n)+

6α(mn − m) + 22α(mn − m) + 6m (4m − 6)
α

+ 4αm.

)e graphical representation of Example 4(a) is depicted
in Figure 10. )e lower bounds are represented by the blue
graph and the upper bounds are represented by the green
graph. )e graphical representation of Example 4(b) is
depicted in Figure 11. )e lower bounds are represented by

the yellow graph and the upper bounds are represented by
the blue graph.

5. Conclusion

In this paper, the lower and upper bounds of the general sum-
connectivity and general Randić indices of the generalized F-
sum graphs (Fk-sum graphs) are computed in terms of the
order, size, maximum, and/or minimum degree and Zagreb
indices of the factor graphs, where the Fk-sum graphs are
obtained with the help of four generalized subdivision-related
operations and the Cartesian product of graphs. However, the
problem is still open for other types of product of graphs.

200

250

150

100

50

0

22
44 66 88
mn

10
1 1

77 99 33 55

Figure 10: Graph for α � 2 82(nm − n) + 122(mn − m) + 2.82
(mn − m) + 6n (4n − 6)

2
+ 82m(3n − 4)

2 ≤ χα(Pn + S
4
4Pm)≤ 42

(nm − n) + 62(mn − m) + 2.42(mn − m) + 6n(4n − 6)
2
+ 42m (3n

−4)2.
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300
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100

0

2 24 46 68 8 10 12 14

mn

101214

Figure 8: Graph for (α � 2) 82(nm − n) + 2.82(mn − m) + 6n

(4n − 6)2 + 82m (3n − 4)2 ≤ χα(Pn + S34Pm)≤ 42 (mn − n) + 2.42
(mn − m) + 6n(4n − 6)2 + 42m(3n − 4)2.
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Figure 9: Graph for (α � 2) 162(nm − n) + 162(mn − m) + 6m

(4m − 6)2 + 162 ≤ Rα(Pn + S34Pm)≤ 42(nm − n) + 4(mn − m) + 6m

(4m − 6)2 + 42.
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Figure 11: Graph for α � 2 24
2
(nm − n) + 22

2
.32(mn − m) + 242
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2

+ 242m≤Rα(Pn + S
4
4Pm)≤ 22

2
(nm−

n)+ 62(mn − m) + 222(mn − m) + 6m(4m − 6)
2
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on general randić index for F-sum graphs,” Journal of
Mathematics, vol. 2020, Article ID 9129365, 17 pages, 2020.

[26] J.-B. Liu, S. Javed, M. Javaid, and K. Shabbir, “Computing first
general zagreb index of operations on graphs,” IEEE Access,
vol. 7, pp. 47494–47502, 2019.

[27] X. Zhang, H. M. Awais, M. Javaid, and M. K. Siddiqui,
“Multiplicative zagreb indices of molecular graphs,” Journal of
Chemistry, vol. 2019, Article ID 5294198, 19 pages, 2019.

[28] D. M. Cvetkocic, M. Doob, and H. Sachs, Spectra of Graphs:
?eory and Applications, Academic Press, New York, NY,
USA, 1980.

Discrete Dynamics in Nature and Society 17



Research Article
The Distance Laplacian Spectral Radius of Clique Trees

Xiaoling Zhang and Jiajia Zhou

School of Mathematics and Information Sciences, Yantai University, Yantai, Shandong 264005, China

Correspondence should be addressed to Xiaoling Zhang; zhangxling04@163.com

Received 7 August 2020; Revised 11 September 2020; Accepted 4 October 2020; Published 9 December 2020

Academic Editor: M Javaid

Copyright © 2020 Xiaoling Zhang and Jiajia Zhou. -is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

-e distance Laplacian matrix of a connected graph G is defined asL(G) � Tr(G) − D(G), where D(G) is the distance matrix of
G and Tr(G) is the diagonal matrix of vertex transmissions of G. -e largest eigenvalue ofL(G) is called the distance Laplacian
spectral radius of G. In this paper, we determine the graphs with maximum and minimum distance Laplacian spectral radius
among all clique trees with n vertices and k cliques. Moreover, we obtainn vertices and k cliques.

1. Introduction

In this paper, we consider simple connected graphs [1]. A
graphG is represented byG � (V(G), E(G)), in which the set
V(G) � v1, v2, . . . , vn􏼈 􏼉 represents its vertex set and E(G) is
the edge set connecting pairs of distinct vertices. -e number
n � |V(G)| is referred to as the order of G. -e distance
matrix of G is the n × n matrix D(G) � (dG(u, v))u,v∈V(G),
where dG(u, v) denotes the distance between vertices u and v

in G, i.e., the length of a shortest path from u to v in G. For
u ∈ V(G), the transmission of u in G, denoted by TrG(u), is
defined as the sum of distances from u to all other vertices of
G. Let Tr(G) be the diagonal matrix of vertex transmissions
of G. In 2013, Aouchiche and Hansen [2] first gave the
definition of distance Laplacian matrix: for a connected graph
G,L(G) � Tr(G) − D(G), whereL(G) denotes the distance
Laplacian matrix. Obviously,L(G) is a positive semidefinite,
symmetric, and singular matrix. -e distance Laplacian ei-
genvalues of G, denoted by λ1(G)≥ λ2(G)≥ · · · ≥ λn(G) � 0,
are the eigenvalues ofL(G). Especially, the largest eigenvalue
λ1(G) is the distance Laplacian spectral radius of G. -e
positive unit eigenvector, i.e., all components of the eigen-
vector are positive, corresponding to λ1(G) is called the
Perron eigenvector of L(G).

For a graph G, two vertices are called adjacent if they are
connected by an edge and two edges are called incident if
they share a common vertex. -e set of vertices that are
adjacent to a vertex v ∈ V(G) is called the neighborhood of v

and is presented by NG(v). As usual, let Kn, K1,n− 1, and Pn

denote the complete graph, the star, and the path with order
n, respectively. G is a connected graph, X ∈ V(G), G − X is
not connected, and then X is a cut-vertex set. If X has only
vertex v, then v is a cut-vertex. A block of G is a maximal
connected subgraph of G that has no cut-vertex. A block is a
clique if the block is a complete graph. A graph G is a clique
tree if each block of G is a clique. We callPn1 ,n2 ,...,nk

a clique
path if we replace each edge of Pk+1 by a clique Kni

such that
V(Kni

)∩V(Kni+1
) � vi for i � 1, 2, . . . , k − 2 and

V(Kni
)∩V(Knj

) � ∅ for j≠ i − 1, i + 1 and 2≤ i≤ k − 1. We
call Ku,n1 ,n2 ,...,nk

a clique star if we replace each edge of the star
K1,k with a clique Kni

such that V(Kni
)∩V(Knj

) � u for i≠ j

and i, j � 1, 2, . . . , k (see Figure 1).
Recently, Xing and Zhou [3] characterized the unique

graph with minimum distance Laplacian spectral radius
among all the bicyclic graphs with fixed number of vertices;
Aouchiche and Hansen [4] showed that the star K1,n is the
unique tree with the minimum distance Laplacian spectral
radius among all trees; Lin et al. [5, 6] determined the unique
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graph with minimum distance Laplacian spectral radius
among all the trees with fixed bipartition, nonstar-like trees,
noncaterpillar trees, nonstar-like noncaterpillar trees, and
the graph with fixed edge connectivity at most half of the
order, respectively; Niu et al. [7] determined the unique
graph with minimum distance Laplacian spectral radius
among all the bipartite graphs with fixed matching number
and fixed vertex connectivity, respectively; Fan et al. [8]
determined the graph with minimum distance Laplacian
spectral radius among all the unicyclic and bicyclic graphs
with fixed numbers of vertices, respectively; Lin and Zhou
[9] determined the unique graph with maximum distance
Laplacian spectral radius among all the unicyclic graphs with
fixed numbers of vertices.

In 2019, Cui et al. [10] investigated a convex combination
of Tr(G) and D(G) in the form of
Dα(G) � αTr(G) + (1 − α)D(G), 0≤ α≤ 1, which is called
the generalized distancematrix. Alhevaz et al. [11] gave some
new upper and lower bounds for the generalized distance
energy of graphs which are established based on parameters
including the Wiener index and the transmission degrees
and found that the complete graph has the minimum
generalized distance energy among all connected graphs; Lin
and Drury et al. [12] established some bounds for the
generalized distance Gaussian Estrada index of a connected
graph, involving the different graph parameters, including
the order, the Wiener index, the transmission degrees, and
the parameter α ∈ [0, 1], and characterized the extremal
graphs attaining these bounds; Alhevaz et al. [13] obtained
some bounds for the generalized distance spectral radius of
graphs using graph parameters like the diameter, the order,
the minimum degree, the second minimum degree, the
transmission degree, and the second transmission degree
and characterized the extremal graphs; Alhevaz et al. [14]
studied the generalized distance spectrum of join of two
regular graphs and join of a regular graph with the union of
two different regular graphs; Shang [15] established better
lower and upper bounds to the distance Estrada index for
almost all graphs.

-e distance Laplacian energy is defined as
DLE(G) � (1/n) 􏽐n

i�1 |λi(G) − t(G)|, where t(G) is the av-
erage transmission of G and is defined by
t(G) � (1/n) 􏽐

n
i�1 TrG(vi). Although there has been exten-

sive work done on the distance Laplacian spectral radius of
graphs, relatively little is known in regard to distance
Laplacian energy. -e distance Laplacian energy was first
introduced in [16], where several lower and upper bounds
were obtained; Das et al. [17] gave some lower bounds on
distance Laplacian energy in terms of n for graphs and trees
and characterized the extremal graphs and trees. In this

paper, first, we not only get the distance Laplacian eigen-
values of all clique stars Ku,n1 ,n2 ,...,nk

but also get their distance
Laplacian energies; second, we prove all clique stars
Ku,n1 ,n2 ,...,nk

are the graphs with minimum distance Laplacian
spectral radius among all clique trees with n vertices and k

cliques. -en, we show that the clique path Pm,2,...,2,n− m− k+3
for m≥ 3 is the graph with maximum distance Laplacian
spectral radius among all clique trees with n vertices and k

cliques.

2. Preliminaries

Let G � (V, E) be a connected graph with V(G) � v1, v2,􏼈

. . . , vn}. A column vector x � (xv1
, xv2

, . . . , xvn
)T ∈ Rn can

be considered as a function defined on V(G) which maps
vertex vi to xvi

, i.e., x(vi) � xvi
for i � 1, 2, . . . , n. -en,

x
T
L(G)x � 􏽘

u,v{ }⊆V(G)

dG(u, v) xu − xv( 􏼁
2
, (1)

and λ is a distance Laplacian eigenvalue with corresponding
eigenvector x if and only if x≠ 0, for each u ∈ V(G),

λ − TrG(u)( 􏼁xu � − 􏽘
v∈V(G)

dG(u, v)xv, (2)

or equivalently

λxu � 􏽘
v∈V(G)

dG(u, v) xu − xv( 􏼁. (3)

-e above equation is called the eigenequation of G at u.
Note that 1n � (1, 1, . . . , 1􏽼√√√√􏽻􏽺√√√√􏽽

n

)T is an eigenvector of L(G)

corresponding to λn(G) � 0. For n≥ 2, if x is an eigenvector
of L(G) corresponding to λ1(G), we have xT1n � 0.

For a unit column vector x ∈ Rn, by Rayleigh’s principle,
we have λ(G)≥xTL(G)x with equality if and only if x is an
eigenvector of L(G) corresponding to λ(G).

-e following is the well-known Cauchy interlacing
theorem.

Lemma 1 (Cauchy interlace theorem) (see [1]). Let A be a
Hermitian matrix with eigenvalues λ1 ≥ · · · ≥ λn and B be one
of its principal submatrices. Let B have eigenvalues
μ1 ≥ · · · ≥ μm. ,en, the inequalities λn− m+i ≤ μi ≤ λi(i � 1,

. . . , m) hold.

Lemma 2 (see [6]). Let G be a connected graph with three
induced subgraphs G1, G2, and G3 such that |V(Gi)|≥ 2 for
i � 1, 2, 3 and V(Gi)∩V(Gj) � u{ } for 1≤ i< j≤ 3 and
∪ 3i�1V(Gi) � V(G) (see Figure 2). For v ∈ V(G2)\ u{ } and
y ∈ V(G1)\ u{ }, let G1 � G − uω: ω ∈ NG3

(u)􏽮 􏽯 + vω: ω ∈{

Kn1

Kn1

Kn2

Kn2

Kn3

Kn3

Knk

Knk

Figure 1: A clique star and a clique path.
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NG3
(u)} and G2 � G − uω: ω ∈ NG3

(u)􏽮 􏽯 + yω: ω􏼈

∈ NG3
(u)}. If NG(u) � y, v􏼈 􏼉∪NG3

(u), then λ1(G)<
λ1(G1) or λ1(G)< λ1(G2).

3. Minimum Distance Laplacian Spectral
Radius of Clique Trees

-e diameter of a graph is the maximum distance between
any pair of vertices.

Lemma 3. Let S be a clique tree with n vertices and k cliques.
If diam(S)≥ 3, then λ1(S)> 2n − 1.

Proof. For convenience, let diam(S) � d andPn1 ,n2 ,...,nd
be a

clique path of S. Denote the cliques of Pn1 ,n2 ,...,nd
by Kn1

,
Kn2

, . . . , Knd
. Let V(Kni

)∩V(Kni+1
) � vi for i � 1, 2, . . . ,

d − 1. Let v0􏼈 􏼉 ∈ V(Kn1
)\ v1􏼈 􏼉 and vd􏼈 􏼉 ∈ V(Knd

)\ vd− 1􏼈 􏼉.
-en, v0v1 . . . vd is a diameter path of S. We can easily get

TrS v0( 􏼁≥ n1 − 2( 􏼁 + 2 n2 − 2( 􏼁 + · · · + d nd − 2( 􏼁 + 1 + 2 + · · · + d

+ 2 n − n1 − n2 − · · · − nd + (d − 1)􏼂 􏼃,

TrS vd( 􏼁≥ nd − 2( 􏼁 + 2 nd− 1 − 2( 􏼁 + · · · + d n1 − 2( 􏼁 + 1 + 2 + · · · + d

+ 2 n − n1 − n2 − · · · − nd + (d − 1)􏼂 􏼃.

(4)

-en, we have

TrS v0( 􏼁 + TrS vd( 􏼁≥ (d + 1) n1 − 2( 􏼁 + n2 − 2( 􏼁 + · · · + nd − 2( 􏼁􏼂 􏼃 + d(d + 1) + 4n

− 4 n1 − 2( 􏼁 + n2 − 2( 􏼁 + · · · + nd − 2( 􏼁􏼂 􏼃 − 8d + 4(d − 1)

� (d + 1 − 4) n1 − 2( 􏼁 + n2 − 2( 􏼁 + · · · + nd − 2( 􏼁􏼂 􏼃 + d(d + 1) + 4n − 8 d + 4(d − 1)

� (d − 3) n1 − 2( 􏼁 + n2 − 2( 􏼁 + · · · + nd − 2( 􏼁􏼂 􏼃 + d
2

+ 4n − 3d − 4> 4n + d
2

− 3d − 8.

(5)

Let M be the principal submatrix ofL(S) indexed by v0
and vd. -en,

M �
TrS v0( 􏼁 − d

− d TrS vd( 􏼁
􏼠 􏼡,

|M − λE| ��
TrS v0( 􏼁 − λ − d

− d TrS vd( 􏼁 − λ

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

� λ2 − TrS v0( 􏼁 + TrS vd( 􏼁( 􏼁λ + TrS v0( 􏼁TrS vd( 􏼁 − d
2
,

(6)

and thus

λ1(M) �
TrS v0( 􏼁 + TrS vd( 􏼁 +

����������������������

TrS v0( 􏼁 − TrS vd( 􏼁( 􏼁
2

+ 4d
2

􏽱

2

≥
TrS v0( 􏼁 + TrS vd( 􏼁 + 2 d

2
>
4n + d

2
− d − 8
2

≥
4n + 32 − 3 − 8

2
� 2n − 1.

(7)

By Lemma 2, we have λ1(S)≥ λ1(M)> 2n − 1. □

Theorem 1. Let Ku,n1 ,n2 ,...,nk
be an arbitrary clique star with n

vertices and k cliques. ,en, λ1(Ku,n1 ,n2 ,...,nk
) � 2n − 1.

Proof. Obviously, we have n1 + n2 + n3 + · · · + nk �

n + k − 1. Let x be a Perron eigenvector of L(Ku,n1 ,n2 ,...,nk
)

corresponding to λ1(Ku,n1 ,n2 ,...,nk
). By symmetry, we may

assume xv � xi for any v ∈ V(Kni
)\ u{ }, i � 1, 2, . . . , k. Let

x0 � xu, then we have

u
y y yv v v

u u

G3

G1
G2 G1 G2

G3

G1 G2

G3

G1G G2

Figure 2: A graph transformation from G to G1 and G2.
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λx0 � n1 − 1( 􏼁 x0 − x1( 􏼁 + n2 − 1( 􏼁 x0 − x2( 􏼁 + n3 − 1( 􏼁 x0 − x3( 􏼁 + · · · + nk − 1( 􏼁 x0 − xk( 􏼁,

λx1 � x1 − x0( 􏼁 + 2 n2 − 1( 􏼁 x1 − x2( 􏼁 + 2 n3 − 1( 􏼁 x1 − x3( 􏼁 + · · · + 2 nk − 1( 􏼁 x1 − xk( 􏼁,

λx2 � x2 − x0( 􏼁 + 2 n1 − 1( 􏼁 x2 − x1( 􏼁 + 2 n3 − 1( 􏼁 x2 − x3( 􏼁 + · · · + 2 nk − 1( 􏼁 x2 − xk( 􏼁,

λx3 � x3 − x0( 􏼁 + 2 n1 − 1( 􏼁 x3 − x1( 􏼁 + 2 n2 − 1( 􏼁 x3 − x2( 􏼁 + · · · + 2 nk − 1( 􏼁 x3 − xk( 􏼁,

. . .

λxk � xk − x0( 􏼁 + 2 n1 − 1( 􏼁 xk − x1( 􏼁 + 2 n2 − 1( 􏼁 xk − x2( 􏼁 + · · · + 2 nk− 1 − 1( 􏼁 xk − xk− 1( 􏼁.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

-us, λ1 is the largest root of the equation
fn1 ,n2 ,...,nk

(t) � 0, where β � 􏽐
k
i�1 ni − k and

fn1 ,n2 ,...,nk
(t) �

β − t 1 − n1 1 − n2 · · · 1 − nk

− 1 2 β − n1( 􏼁 + 3 − t 2 − 2n2 · · · 2 − 2nk

− 1 2 − 2n1 2 β − n2( 􏼁 + 3 − t · · · 2 − 2nk

⋮ ⋮ ⋮ ⋱ ⋮

− 1 2 − 2n1 2 − 2n2 · · · 2 β − nk( 􏼁 + 3 − t

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

�

− t 1 − n1 1 − n2 · · · 1 − nk

− t 2 β − n1( 􏼁 + 3 − t 2 − 2n2 · · · 2 − 2nk

− t 2 − 2n1 2 β − n2( 􏼁 + 3 − t · · · 2 − 2nk

⋮ ⋮ ⋮ ⋱ ⋮

− t 2 − 2n1 2 − 2n2 · · · 2 β − nk( 􏼁 + 3 − t

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

�

− t 1 − n1 1 − n2 1 − n3 · · · 1 − nk

− t 2 β − n1( 􏼁 + 3 − t 2 − 2n2 2 − 2n3 · · · 2 − 2nk

0 1 − 2n + t 2n − 1 − t 0 · · · 0

⋮ ⋮ ⋮ ⋮ ⋱ ⋮

0 1 − 2n + t 0 0 · · · 2n − 1 − t

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

�

− t 1 − n − t 1 − n2 1 − n3 · · · 1 − nk

− t 1 − 2t 2 − 2n2 2 − 2n3 · · · 2 − 2nk

0 0 2n − 1 − t 0 · · · 0

⋮ ⋮ ⋮ ⋮ ⋱ ⋮

0 0 0 0 · · · 2n − 1 − t

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

� (− t)(− 1)
2
(2n − 1 − t)

k− 1
(1 − 2t) +(− t)(− 1)

3
(2n − 1 − t)

k− 1
(1 − n − t)

� (2n − 1 − t)
k− 1

[(1 − 2t)(− t) +(1 − n − t)t]

� t(2n − 1 − t)
k− 1

(t − n).

(9)

-erefore, we have λ1(Ku,n1 ,n2 ,...,nk
) � 2n − 1 n and 0 are

also distance Laplacian eigenvalues of Ku,n1 ,......,ukK......
.

Combining Lemma 3 and -eorem 1, we have the
following result. □

Theorem 2. Among all clique trees with n vertices and k

cliques, the graphs attaining the minimum distance Laplacian
spectral radius are clique stars Ku,n1,n2 ,...,nk

.

Let I be the identity matrix of order n. -e charac-
teristic polynomial of L(G) can be written as
ψ(G: λ) � det(λI − L(G)). Let us label the vertices of
Ku,n1 ,n2 ,...,nk

such that u is the first vertices, and the first n1
vertices are from V(Kn1

), the following n2 − 1 vertices are
from V(Kn2

)\ u{ }, . . ., and the last nk − 1 are from
V(Knk

)\ u{ }. Let det(λI − L(Ku,n1 ,n2 ,...,nk
)) � 0. Combining

-eorem 1, by direct calculations, we get the following
result.

4 Discrete Dynamics in Nature and Society



Corollary 1. ,e distance Laplacian eigenvalues of
Ku,n1,n2 ,...,nk

are 2n − 1 of multiplicities k − 1, 2n − ni of
multiplicities ni − 2(1≤ i≤ k), n, and 0.

Theorem 3. Let Ku,n1 ,n2 ,...,nk
be an arbitrary clique star with n

vertices and k cliques. ,en, we have
DLE(Ku,n1 ,n2 ,...,nk

) � (2/n)[2n − 1 + (1/n)(k − 1 − 􏽐
k
i�1 n2

i )].

Proof. Obviously, we have n1 + n2 + n3 + · · ·+ nk � n + k − 1.
For convenience, let G � Ku,n1 ,n2 ,...,nk

. For any
v, w ∈ V(Kni

)\ u{ }, we have TrG(v) � TrG(w). Let
vi ∈ V(Kni

)\ u{ }, 1≤ i≤ k. -en, we have TrG(vi) � 2n − ni −

1 and t(G) � (1/n) 􏽐
n
i�1 TrG(vi) � (([􏽐

k
i�1((ni − 1)(2n − ni−

1)] + n − 1)/n)� ((2n 􏽐i� 1k(ni − 1) − 􏽐
k
i�1(ni − 1)(ni + 1) +

n − 1)/ n) � ((2n(n − 1) − 􏽐
k
i�1 n2

i + k + n − 1)/n) � 2n − 1 +

((k − 1 − 􏽐i� 1kn2
i )/n). By Cauchy–Schwarz inequality, we

have 􏽐
k
i�1 n2

i ≥ (n + k − 1)2 > n2. So, we get t(G)< 2n − 1+

((k − 1 − n2)/n) � n − 1 + (k − 1/n)< n. By Corollary 1, we
know λi > n> t(G) for i � 1, 2, . . . , n − 1, and λn � 0.
DLE(Ku,n1 ,n2 ,...,nk

) � (1/n) 􏽐
n
i�1 |λi(G) − t(G)| � ((􏽐i� 1n− 1

[λi(G) − t(G)] + t(G) )/n)� (􏽐
n
i�1 λi(G) + (2 − n)t(G)/n) �

(2t (G)/ n) since 􏽐
n
i�1 λi(G) is equal to the trail ofL(G), i.e.,

􏽐
n
i�1 λi(G) � 􏽐

n
i�1 TrG(vi). So, we get DLE(Ku,n1 ,n2 ,...,nk

) �

(2/n)[2n − 1 + (1/n)(k − 1 − 􏽐i� 1kn2
i )]. □

4. Maximum Distance Laplacian Spectral
Radius of Clique Trees

Lemma 4. Let H be a connected graph and S be a clique tree
with diam(S) � d. Suppose Pn1 ,n2 ,...,nd

is a clique path of S

with cliques Kn1
, Kn2

, . . ., Knd
and V(Kni

)∩V(Kni+1
) � vi for

i � 1, 2, . . . , d − 1. Let Ht be the graph obtained by identifying
a vertex v ofH and a vertex u ofKnt

, where 2≤ t≤d − 1.,en,
λ1(Hd)> λ1(Ht) or λ1(H1)> λ1(Ht).

Proof. By Lemma 2, we may assume u≠ vt− 1 or u≠ vt for
2≤ t≤ d − 1. Denote the component of S − vt− 1 which
contains vertex vt− 2 by S1 and the component of S − vt

which contains vertex vt+1 by S2. Let S1 � V(S1),
S2 � V(S2), and S3 � V(S)\(V(S1)∪V(S2)). Suppose x is
a Perron eigenvector ofL(Ht) corresponding to λ1(Ht). In
the following, we will first prove λ1(Ht+1)> λ1(Ht) or
λ1(Ht− 1)> λ1(Ht).

Case 1: 􏽐h∈V(H)\ v{ }􏽐ω∈S1(xω − xh)2 ≥􏽐h∈V(H)\ v{ }􏽐ω∈S2
(xω− xh)2. From Ht to Ht+1, we have

dHt
(ω, h) − dHt+1

(ω, h) �

− 1, ω ∈ S1 ∪ S3\ vt􏼈 􏼉, h ∈ V(H)\ v{ },

1, ω ∈ S2, h ∈ V(H)\ v{ },

0, otherwise,

⎧⎪⎪⎨

⎪⎪⎩

λ1 Ht+1( 􏼁 − λ1 Ht( 􏼁≥ x
T
L Ht+1( 􏼁 − L Ht( 􏼁( 􏼁x

� 􏽘
h∈V(H)\ v{ }

􏽘

ω∈S1 ∪ S3\ vt{ }

xω − xh( 􏼁
2

− 􏽘
ω∈S2

xω − xh( 􏼁
2⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

� 􏽘
h∈V(H)\ v{ }

􏽘
ω∈S1

xω − xh( 􏼁
2

+ 􏽘

ω∈S3\ vt{ }

xω − xh( 􏼁
2

− 􏽘
ω∈S2

xω − xh( 􏼁
2⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

≥ 􏽘
h∈V(H)\ v{ }

􏽘
ω∈S1

xω − xh( 􏼁
2

− 􏽘
ω∈S2

xω − xh( 􏼁
2⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

≥ 0.

(10)

-us, λ1(Ht+1)≥ λ1(Ht).
In the following, we will prove λ1(Ht+1)> λ1(Ht). If
λ1(Ht+1) � λ1(Ht), then 􏽐h∈V(H)\ v{ }􏽐ω∈S3\ vt{ }(xω−

xh)2 � 0, which implies xω � xh for any ω ∈ S3\ vt􏼈 􏼉,
h ∈ V(H)\ v{ }, and x is also a Perron eigenvector of
L(Ht+1) corresponding to λ1(Ht+1). For arbitrary
ω1 ∈ S1, from the eigenequations of Ht+1 and Ht at ω1,
we have

λ1 Ht+1( 􏼁xω1
� 􏽘

h∈V Ht+1( )

dHt+1
ω1, h( 􏼁 xω1

− xh􏼐 􏼑

� 􏽘

h∈V Ht( )

dHt
ω1, h( 􏼁 xω1

− xh􏼐 􏼑

+ 􏽘
h∈V(H)\ v{ }

xω1
− xh􏼐 􏼑

� λ1 Ht( 􏼁xω1
+ 􏽘

h∈V(H)\ v{ }

xω1
− xh􏼐 􏼑.

(11)
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So, we have 􏽐h∈V(H)\ v{ }(xω1
− xh) � 0. Similarly, for

arbitrary ω2 ∈ S2 and ω3 ∈ S3\ vt􏼈 􏼉, we have
􏽐h∈V(H)\ v{ }(xω2

− xh) � 0 and 􏽐h∈V(H)\ v{ }(xω3
− xh) � 0.

-en, we have xω � xw for any ω,w ∈V(Ht)\ vt􏼈 􏼉. Since
xT1|V(Ht)|

� 0, we have (|V(Ht)| − 1)xv1
+ xvt

� 0, which
implies xv1

≠0 and xvt
≠0.

From the eigenequation of Ht at v1 and v2, we have
0 � λ1(Ht)xv1

− λ1(Ht)xv2
� 􏽐h∈V(H)\ v{ }(xv1

− xh) +

xvt
� xvt

, which is a contradiction.
Up to now, we have proved λ1(Ht+1)> λ1(Ht).
Case 2: 􏽐h∈V(H)\ v{ }􏽐ω∈S1(xω − xh)2 <􏽐h∈V(H)\ v{ }􏽐ω∈S2
(xω− xh)2.

From Ht to Ht− 1, we have

dHt
(ω, h) − dHt− 1

(ω, h) �

− 1, ω ∈ S2 ∪ S3\ vt− 1􏼈 􏼉, h ∈ V(H)\ v{ },

1, ω ∈ S1, h ∈ V(H)\ v{ },

0, otherwise.

⎧⎪⎪⎨

⎪⎪⎩
(12)

-en, we have

λ1 Ht− 1( 􏼁 − λ1 Ht( 􏼁≥x
T

L Ht− 1( 􏼁 − L Ht( 􏼁( 􏼁x

� 􏽘
h∈V(H)\ v{ }

􏽘
ω∈S2

xω − xh( 􏼁
2

+ 􏽘

ω∈S3\ vt− 1{ }

xω − xh( 􏼁
2

− 􏽘
ω∈S1

xω − xh( 􏼁
2⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

≥ 􏽘
h∈V(H)\ v{ }

􏽘
ω∈S2

xω − xh( 􏼁
2

− 􏽘
ω∈S1

xω − xh( 􏼁
2⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

> 0.

(13)

-us, λ1(Ht− 1)> λ1(Ht).
In the following, we will prove λ1(Hd)> λ1(Ht) or

λ1(H1)> λ1(Ht).
If λ1(Ht+1)> λ1(Ht), we may denote the component of

S − vt which contains vertex vt− 1 by S1′ and the component
of S − vt+1 which contains vertex vt+2 byS2′. LetS1′ � V(S1′),
S2′ � V(S2′), and S3′ � V(S)\(V(S1′)∪V(S2′)). Let x′ be a
Perron eigenvector of L(Ht+1) corresponding to λ1(Ht+1).
If 􏽐h∈V(H)\ v{ }􏽐ω∈S1′(xω′ − xh

′)2 <􏽐h∈V(H)\ v{ }􏽐ω∈S2′(xω′ − xh
′)2,

then λ1(Ht) − λ1(Ht+1)≥􏽐h∈V(H)\ v{ }[􏽐ω∈S2′(xω′ − xh
′)2−

􏽐ω∈S1′(xω′ − xh
′ )2], and we can get λ1(Ht)> λ1(Ht+1), which

is a contradiction. So, we have 􏽐h∈V(H)\ v{ }

􏽐ω∈S1′(xω′ − xh
′)2 ≥􏽐h∈V(H)\ v{ }􏽐ω∈S2′(xω′ − xh

′)2. -en, we have
λ1(Ht+2) − λ1(Ht+1)≥􏽐h∈V(H)\ v{ } [􏽐ω∈S1′(xω′ − xh

′)2 − 􏽐ω∈S2′

(xω′ − xh
′)2]≥ 0, similar to case 1, and we can get the equal

sign in the above inequality does not hold. So, we have
λ1(Ht+2)> λ1(Ht+1). Repeating the above procedure, we can
get λ1(Hd)> · · · > λ1(Ht+2)> λ1(Ht+1)> λ1(Ht).

Similarly, if λ1(Ht− 1)> λ1(Ht), we can prove
λ1(H1)> · · · > λ1(Ht− 2)> λ1(Ht− 1)> λ1(Ht). □

Theorem 4. Among all clique trees with n vertices and k

cliques, the graph attaining the maximum distance Laplacian
spectral radius is Pm,2,...,2,n− m− k+3 for some m≥ 3.

Proof. Let G be the graph with maximum distance Laplacian
spectral radius among all clique trees with n vertices and k

cliques. By Lemma 4, we get G � Pn1 ,n2 ,...,nk
. Let

V(Kni
)∩V(Kni+1

) � vi for i � 1, 2, . . . , k − 1. If k≤ 2, the
result holds. Next, wemay assume k≥ 3. Suppose there exists
some 2≤ t≤ k such that nt ≥ 3. Denote the component of G −

vt− 1 which contains vertex vt− 2 by G1 and the component of
G − vt which contains vertex vt+1 by G2. Let S1 � V(G1),
S2 � V(G2), and S3 � V(G)\(V(G1)∪V(G2)), i.e.,
S3 � V(Knt

). Let

G
t− 1

� G − vvt|v ∈ V Knt
􏼐 􏼑\ vt− 1, vt􏼈 􏼉􏽮 􏽯 + uv|u ∈ V Knt− 1

􏼐 􏼑\ vt− 1􏼈 􏼉, v ∈ V Knt
􏼐 􏼑\ vt− 1, vt􏼈 􏼉􏽮 􏽯,

G
t+1

� G − vt− 1|v ∈ V Knt
􏼐 􏼑\ vt− 1, vt􏼈 􏼉􏽮 􏽯 + uv|u ∈ V Knt− 1

􏼐 􏼑\ vt􏼈 􏼉, v ∈ V Knt
􏼐 􏼑\ vt− 1, vt􏼈 􏼉􏽮 􏽯,

(14)

i.e., Gt− 1 � Pn1 ,...,nt− 2 ,nt− 1+nt− 2,2,nt+1 ,...,nk
and Gt+1 �

Pn1 ,...,nt− 1 ,2,nt+1+nt− 2,nt+2 ,...,nk
. Suppose x is a Perron eigenvector

of L(G) corresponding to λ1(G). In the following, we will
first prove λ1(Gt− 1)> λ1(G) or λ1(Gt+1)> λ1(G).

Case 1: 􏽐ω∈S2􏽐h∈S3\ vt− 1 ,vt{ }(xω − xh)2≥ 􏽐ω∈S1􏽐h∈S3\ vt− 1 ,vt{ }
(xω− xh)2.
From G to Gt− 1, we have

6 Discrete Dynamics in Nature and Society



dG(ω, h) − dGt− 1(ω, h) �

− 1, ω ∈ S2 ∪ vt􏼈 􏼉, h ∈ S3\ vt− 1, vt􏼈 􏼉,

1, ω ∈ S1, h ∈ S3\ vt− 1, vt􏼈 􏼉,

0, otherwise.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

λ1 G
t− 1

􏼐 􏼑 − λ1(G)≥x
T
L G

t− 1
􏼐 􏼑 − L(G)􏼐 􏼑x

� 􏽘

h∈S3\ vt− 1 ,vt{ }

􏽘

ω∈S2 ∪ vt{ }

xω − xh( 􏼁
2

− 􏽘
ω∈S1

xω − xh( 􏼁
2⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

� 􏽘

h∈S3\ vt− 1 ,vt{ }

􏽘
ω∈S2

xω − xh( 􏼁
2

+ xvt
− xh􏼐 􏼑

2
− 􏽘

ω∈S1

xω − xh( 􏼁
2⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

≥ 􏽘

h∈S3\ vt− 1 ,vt{ }

􏽘
ω∈S2

xω − xh( 􏼁
2

− 􏽘
ω∈S1

xω − xh( 􏼁
2⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

≥ 0,

(15)

which implies λ1(Gt− 1)≥ λ1(G). Similar to Case 1 of
Lemma 4, we can get the equal sign in the above in-
equality does not hold. So, we have λ1(Gt− 1)≥ λ1(G).

Case 2: 􏽐ω∈S2􏽐h∈S3\ vt− 1 ,vt{ }(xω − xh)2 <􏽐ω∈S1􏽐h∈S3\

vt− 1, vt􏼈 􏼉(xω− xh)2.
-en, we have

λ1 G
t+1

􏼐 􏼑 − λ1(G)≥ x
T
L G

t+1
􏼐 􏼑 − L(G)􏼐 􏼑x

� 􏽘

h∈S3\ vt− 1 ,vt{ }

􏽘

ω∈S1 ∪ vt− 1{ }

xω − xh( 􏼁
2

− 􏽘
ω∈S2

xω − xh( 􏼁
2⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

� 􏽘

h∈S3\ vt− 1 ,vt{ }

􏽘
ω∈S1

xω − xh( 􏼁
2

+ xvt− 1
− xh􏼐 􏼑

2
− 􏽘

ω∈S2

xω − xh( 􏼁
2⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

≥ 􏽘

h∈S3\ vt− 1 ,vt{ }

􏽘
ω∈S1

xω − xh( 􏼁
2

− 􏽘
ω∈S2

xω − xh( 􏼁
2⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

> 0.

(16)

-us, we have λ1(Gt+1)> λ1(G).

Doing the above graph transformations until
n2 � n3 � · · · � nk− 1 � 2, we get G as Pm,2,...,2,n− m− k+3 for
some m≥ 3. □

5. Conclusion

-is paper mainly determines the extremal graphs with
maximum and minimum distance Laplacian spectral ra-
dius among all clique trees with n vertices and k cliques.
Moreover, we get the distance Laplacian energies of all the
clique stars with n vertices and k cliques. Based on our
results, we conjecture that the line graphs of S+

n and Kin,3
are the unique graphs with minimum and maximum
distance Laplacian spectral radius among all the line
graphs of unicyclic graphs, respectively, where S+

n is the
graph obtained by adding an edge to the star K1,n− 1 of

order n and Kin,3 is the graph obtained by adding an edge
between a vertex of a triangle and a terminal vertex of a
path on n − 3 vertices. Moreover, we can study the dis-
tance Laplacian spectral radius of diclique trees in the
future.
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)e first general Zagreb (FGZ) index (also known as the general zeroth-order Randić index) of a graph G can be defined as
Mc(G) � 􏽐uv∈E(G)[dc− 1

G (u) + dc− 1
G (v)], where c is a real number. As Mc(G) is equal to the order and size of G when c � 0 and

c � 1, respectively, c is usually assumed to be different from 0 to 1. In this paper, for every integer c≥ 2, the FGZ index Mc is
computed for the generalized F-sums graphs which are obtained by applying the different operations of subdivision and Cartesian
product. )e obtained results can be considered as the generalizations of the results appeared in (IEEE Access; 7 (2019)
47494–47502) and (IEEE Access 7 (2019) 105479–105488).

1. Introduction

Graph theory concepts are being utilized to model and study
the several problems in different fields of science, including
chemistry and computer science. A topological index (TI) of
a (molecular) graph is a numeric quantity that remained
unchanged under graph isomorphism [1,2]. Many topo-
logical indices have found applications in chemistry, espe-
cially in the quantitative structure-activity/property
relationships studies; for detail, see [3–13].

Wiener index is the first TI introduced by Harry Wiener
in 1947, when he was working on the boiling point of
paraffin [14]. In 1972, Trinajstić and Gutman [15] obtained a
formula concerning the total energy of π electrons of
molecules where the sum of square of valences of the vertices
of a molecular structure was appeared.)is sum is nowadays
known as the first Zagreb index. In this paper, we are
concerned with a generalized version of the first Zagreb
index, known as the general first Zagreb index as well as the
general zeroth-order Randić index.

)ere are several operations in graph theory such as
product, complement, addition, switching, subdivision, and
deletion. In many cases, graph operations may be helpful in
finding graph quantities of more complicated graphs by
considering the less complicated ones. In chemical graph

theory, by using different graph operations, one can develop
large molecular structures from the simple and basic
structures. Recently, many classes of molecular structures
are studied with the assistance of graph operations.

In 2007, Yan et al. [6] listed the five subdivision oper-
ations with the help of their vertices and edges. )ey also
discussed the different features of Wiener index of graphs
under these operations. After that, Eliasi and Taeri [16]
introduced the F1-sum graphs Γ1+F1

Γ2 with the assistance of
Cartesian product on graphs F1(Γ1) and Γ2, where F1(Γ1) is
obtained by applying the subdivision operations S1, R1, Q1,
and T1. )ey also defined the Wiener indices of these
resulting graphs Γ1+S1

Γ2, Γ1+R1
Γ2, Γ1+Q1

Γ2, and Γ1+T1
Γ2. Later

on, Deng et al. [17] calculated the 1st and 2nd Zagreb to-
pological indices, and Imran and Akhtar [18] calculated the
forgotten topological index of the F1-sums graph. In 2019,
Liu et al. [19] computed the first general Zagreb index of
F1-sums graphs.

Recently, Liu et al. [20] introduced the generalized
version of the aforesaid subdivided operations of graphs
denoted by Sk, Rk, Qk, andTk, where k≥ 1 is counting
number. )ey also defined the generalized F-sums graphs
using these generalized operations and calculated their 1st
and 2nd Zagreb indices. In the present work, we compute the
1st general Zagreb index of the generalized F-sums graphs
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Volume 2020, Article ID 2954975, 16 pages
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Γ1+Fk
Γ2 for Fk ∈ Sk, Rk, Qk, Tk􏼈 􏼉. )e remaining work is

arranged as follows: Section 2 contains some basic defini-
tions, Section 3 contains the key outcomes, and Section 4
contains the some particular applications. Conclusions of
the obtained results are presented in Section 5.

2. Preliminaries

Let Γ � (V(Γ), E(Γ)) be a simple graph having |V(Γ)| the
order and |E(Γ)| the size of a graph, where V(Γ) is con-
sidered as node set and E(Γ)⊆V(Γ) × V(Γ) is a bond set.
Every vertex is considered as an atom in a graph, and
bonding within the two atoms is known as edge.)e valency
or degree of any node is the number of total edges which are
incident to the node. Now, few useful TI’s are explained
given below:

Definition 1. If Γ be a connected graph, then the 1st and 2nd
Zagreb topological indices as

M1(Γ) � 􏽘
uv∈V(Γ)

dΓ(u) + dΓ(v)􏼂 􏼃,

M2(Γ) � 􏽘
uv∈V(Γ)

dΓ(u)dΓ(v)􏼂 􏼃.
(1)

)ese two descriptors of the graph were introduced by
Trinajsti and Gutman [15]. Such type of TI’s have been
utilized to discuss the QSAR/QSPR of the different chemical
structures such as chirality, complexity, hetero-system, ZE-
isomers, π electron energy, and branching [9, 10].

Definition 2. If R is the real number, c ∈ R − 0, 1{ }, and Γ be
a connected graph, so the 1st general Zagreb topological
index is given as

M
c
(Γ) � 􏽘

uv∈E(Γ)
d

c− 1
Γ (u) + d

c− 1
Γ (v)􏽨 􏽩. (2)

Definition 3. If R is the real number, c ∈ R, and Γ be a
connected graph, so the general Randic

�
is given as

Rc(Γ) � 􏽘
uv∈E(Γ)

dG(u)d(v)􏽨 􏽩
c
, (3)

where R− (1/2) is considered as the classical Randic
�
connec-

tivity topological index.
)e generalized F-sums graph is defined in [20] as

follows:

(i) Sk(G) graph is obtained by inserting k vertices in
each edge of G.

(ii) Rk(G) is obtained from Sk(G) by joining the old
vertices which are adjacent G.

(iii) Qk(G) is obtained from Sk(G) by joining the new
vertices lying on edge to the corresponding new
vertices of other edge, if these edges have some
common vertex in G.

(iv) Tk(G) is union of Rk(G) and Qk(G) graphs. For
further details, see Figure 1.

Definition 4. If Γ1&Γ2 be two connected molecular struc-
tures, Fk ∈ Sk, Rk, Qk, Tk􏼈 􏼉 and Fk(Γ1) be a structure ob-
tained after using Fk on Γ1 with bonds (edges) E(Fk(Γ1))
and nodes (vertices) V(Fk(Γ1)). So, the generalized F-sums
graph (Γ1+Fk

Γ2) is a structure with nodes:

V Γ1+Fk
Γ2􏼐 􏼑 � V Fk Γ1( 􏼁( 􏼁 × V Γ2( 􏼁,

� V Γ1( 􏼁∪E Γ1( 􏼁( 􏼁 × V Γ2( 􏼁,
(4)

in such a way two nodes (a1, b1)& (a2, b2) of V(Γ1+Fk
Γ2) are

adjacent if [a1 � a2 ∈ V(Γ1)& (b1, b2) ∈ E(Γ2)] or
[b1 � b2 ∈ V(Γ2)& (a1, a2) ∈ E(Fk(Γ1))]. For more details,
see Figures 2 and 3.

Lemma 1. For Fk ∈ Sk, Rk, Qk, Tk􏼈 􏼉 and (x, y) ∈ Γ1+Fk
Γ2,

the degree of (x, y) in Γ1+Fk
Γ2 is

(i) d dΓ1+Sk
Γ2(x, y)􏼒 􏼓 �

dΓ1(x) + dΓ2(y), if x ∈ V Γ1( 􏼁∧y ∈ V Γ2( 􏼁,

2, if x ∈ V Sk Γ1( 􏼁( 􏼁 − V Γ1( 􏼁∧y ∈ V Γ2( 􏼁,
􏼨

(ii) d dΓ1+Rk
Γ2(x, y)􏼒 􏼓 �

dRk Γ1( )(x) + dΓ2(y), if x ∈ V Γ1( 􏼁∧y ∈ V Γ2( 􏼁,

2, if x ∈ V Sk Γ1( 􏼁( 􏼁 − V Γ1( 􏼁∧y ∈ V Γ2( 􏼁,

⎧⎨

⎩

(iii) d dΓ1+Qk
Γ2(x, y)􏼒 􏼓 �

dΓ1(x) + dΓ2(y), if x ∈ V Γ1( 􏼁∧y ∈ V Γ2( 􏼁,

dQk Γ1( )(x), if x ∈ V Qk Γ1( 􏼁( 􏼁 − V Γ1( 􏼁∧y ∈ V Γ2( 􏼁,

⎧⎨

⎩

(iv) d dΓ1+Tk
Γ2(x, y)􏼒 􏼓 �

dTk Γ1( )(x) + dΓ2(y), if x ∈ V Γ1( 􏼁∧y ∈ V Γ2( 􏼁,

dTk Γ1( )(x), if x ∈ V Tk Γ1( 􏼁( 􏼁 − V Γ1( 􏼁∧y ∈ V Γ2( 􏼁.

⎧⎪⎨

⎪⎩

(5)
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3. Main Results

)e main results of FGZ index of the generalized F-sum
graphs are presented in this section.

Theorem 1. Let Γ1 and Γ2 be two simple graphs and
c ∈ N − 0, 1{ }. ,e FGZ index of the generalized S-sum graph
Γ1+Sk

Γ2 is

M
c Γ1+Sk
Γ2􏼐 􏼑 � 􏽘

α

i�0

α

i
􏼠 􏼡 M

α− i
Γ1􏼐 􏼑 M

i+1
Γ2􏼐 􏼑 + nΓ2M

c

Sk Γ1( )

+ 􏽘
α

i�1

α

i
􏼠 􏼡M

i
Γ2M

c− i
Γ1 + 2α+1

(k − 1)nΓ2eΓ1,

(6)

where N is the set of natural numbers and α � c − 1.

1 32

(a)

(1, a)
(2, a)

(3, a)

(f2, a)(f1, a)(e2, a)
(e1, a)

(b)

(1, a)
(2, a)

(3, a)

(f2, a)(f1, a)(e2, a)(e1, a)

(c)

(1, a)
(2, a)

(3, a)

(f2, a)(f1, a)(e2, a)
(e1, a)

(d)

(1, a)
(2, a)

(3, a)

(f2, a)(f1, a)(e2, a)
(e1, a)

(e)

Figure 1: (a) Γ, (b). S2(Γ), (c) R2(Γ), (d) Q2(Γ), and (e) T2(Γ).
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(a)

ba

(b)

(1, a)

(2, b)

(2, a)

(3, b)(1, b)

(3, a)

(f2, b)(f1, b)(e2, b)(e1, b)

(f2, a)(f1, a)(e2, a)
(e1, a)

(c)

(1, a)

(2, b)

(2, a)

(3, b)(1, b)

(3, a)

(f2, b)(f1, b)(e2, b)(e1, b)

(f2, a)(f1, a)(e2, a)
(e1, a)

(d)

Figure 2: (a) Γ1 � P3. (b) Γ2 � P2. (c) Γ1+S2
Γ2. (d) Γ1+R2

Γ2.
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Proof. Let

M
c Γ1+Sk
Γ2􏼐 􏼑 � 􏽘

(a,b)∈V Γ1+Sk
Γ2􏼐 􏼑

d
c
Γ1+Sk
Γ2(a, b).

(7)

For α � c − 1, then the above equation is considered as

M
c Γ1+Sk
Γ2􏼐 􏼑 � 􏽘

(a,b)(c,d)∈E Γ1+Sk
Γ2􏼐 􏼑

d
α
Γ1+Sk
Γ2(a, b) + d

α
Γ1+Sk
Γ2(c, d)􏼔 􏼕

� 􏽘

a∈V Γ1( )

􏽘

b d∈E Γ2( )

d
α
Γ1+Sk
Γ2(a, b) + d

α
Γ1+Sk
Γ2(a, d)􏼔 􏼕 + 􏽘

b∈V Γ2( )

􏽘

ac∈E Sk Γ1( )( )

d
α
Γ1+Sk
Γ2(a, b) + d

α
Γ1+Sk
Γ2(b, c)􏼔 􏼕

� 􏽘

a∈V Γ1( )

􏽘

b d∈E Γ2( )

d
α
Γ1+Sk
Γ2(a, b) + d

α
Γ1+Sk
Γ2(a, d)􏼔 􏼕 + 􏽘

b∈V Γ2( )

􏽘

ac∈E Sk Γ1( )( )a∈V Γ1( ),c∈V Sk Γ1( )( )− V Γ1( )

d
α
Γ1+Sk
Γ2(a, b) + d

α
Γ1+Sk
Γ2(b, c)􏼔 􏼕

+ 􏽘

b∈V Γ2( )

􏽘

ac∈E Sk Γ1( )( )a,c∈V Sk Γ1( )( )− V Γ1( )

d
α
Γ1+Sk
Γ2(a, b) + d

α
Γ1+Sk
Γ2(b, c)􏼔 􏼕.

(8)

For every vertex a ∈ V(Γ1) and edge b d ∈ E(Γ2), then
1st term of (8) will be

􏽘

a∈V Γ1( )

􏽘

b d∈E Γ2( )

d
α
Γ1+Sk
Γ2(a, b) + d

α
Γ1+Sk
Γ2(a, d)􏼔 􏼕

� 􏽘

a∈V Γ1( )

􏽘

b d∈E Γ2( )

􏽘

α

i�0

α
i

􏼠 􏼡d
α− i
Γ1 (a)d

i
Γ2(b) + 􏽘

α

i�0

α
i

􏼠 􏼡d
α− i
Γ1 (a)d

i
Γ2(d)⎡⎣ ⎤⎦

� 􏽘

a∈V Γ1( )

􏽘

b d∈E Γ2( )

􏽘

α

i�0

α
i

􏼠 􏼡d
α− i
Γ1 (a) d

i
Γ2(b) + d

i
Γ2(d)􏽨 􏽩⎡⎣ ⎤⎦

� 􏽘

a∈V Γ1( )

􏽘

α

i�0

α
i

􏼠 􏼡d
α− i
Γ1 (a)⎡⎣ ⎤⎦ 􏽘

b d∈E Γ2( )

d
i
Γ2(b) + d

i
Γ2(d)􏽨 􏽩

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

� 􏽘

a∈V Γ1( )

􏽘

α

i�0

α
i

􏼠 􏼡d
α− i
Γ1 (a)] M

i+1
Γ2􏼐 􏼑⎡⎣ ⎤⎦

� 􏽘
α

i�0

α
i

􏼠 􏼡 M
α− i
Γ1􏼐 􏼑 M

i+1
Γ2􏼐 􏼑.

(9)

(1, a)

(2, b)

(2, a)

(3, b)(1, b)

(3, a)

(f2, b)(f1, b)(e2, b)(e1, b)

(f2, a)(f1, a)(e2 a)
(e1, a)

(a)

(1, a)

(2, b)

(2, a)

(3, b)(1, b)

(3, a)

(f2, b)(f1, b)(e2, b)(e1, b)

(f2, a)(f1, a)(e2, a)
(e1, a)

(b)

Figure 3: (a) Γ1+Q2
Γ2. (b) Γ1+T2

Γ2.
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Since |E(Sk(Γ1))| � 2|E(Γ1)|. So, for every b ∈ V(Γ2) and
ac ∈ E(Sk(Γ1)) with a ∈ V(Γ1), and c ∈ V(Sk(Γ1)) − V(Γ1);
then the 2nd term of (8) is

􏽘

b∈V Γ2( )

􏽘

ac∈E Sk Γ1( )( )a∈V Γ1( ),c∈V Sk Γ1( )( )− V Γ1( )

d
α
Γ1+Sk
Γ2(a, b) + d

α
Γ1+Sk
Γ2(b, c)􏼔 􏼕

� 􏽘

b∈V Γ2( )

􏽘

ac∈E Sk Γ1( )( )

d
α
Γ1+Sk
Γ2􏼔 􏼕(a, b) + d

α
Γ1+Sk
Γ2(b, c)

� 􏽘

b∈V Γ2( )

􏽘

ac∈E Sk Γ1( )( )

􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Sk Γ1( )(a)d

i
Γ2(b) + d

α
Sk Γ1( )(c)⎡⎣ ⎤⎦

� 􏽘

b∈V Γ2( )

􏽘

ac∈E Sk Γ1( )( )

d
α
Sk Γ1( )(a) + 􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Sk Γ1( )(a).d

i
Γ2(b) + d

α
Sk Γ1( )(c)⎡⎣ ⎤⎦

� 􏽘

b∈V Γ2( )

􏽘

ac∈E Sk Γ1( )( )

d
α
Sk Γ1( )(a) + d

α
Sk Γ1( )(c) + 􏽘

α

i�1

α

i
􏼠 􏼡d

α− i
Sk Γ1( )(a)d

i
Γ2(b)⎡⎣ ⎤⎦

� 􏽘

b∈V Γ2( )

􏽘

ac∈E Sk Γ1( )( )

d
α
Sk Γ1( )(a) + d

α
Sk Γ1( )(c)􏼔 􏼕 + 􏽘

b∈V Γ2( )

􏽘

ac∈E Sk Γ1( )( )

􏽘

α

i�1

α

i
􏼠 􏼡d

α− i
Sk Γ1( )(a)d

i
Γ2(b)⎡⎣ ⎤⎦

� 􏽘

b∈V Γ2( )

M
α+1
Sk Γ1( )􏼔 􏼕 + 􏽘

α

i�1

α

i
􏼠 􏼡 M

i
Γ2􏽨 􏽩 M

c− i

Γ1􏽨 􏽩

� nΓ2 M
c

Sk Γ1( )
􏼔 􏼕 + 􏽘

α

i�1

α

i
􏼠 􏼡 M

i
Γ2􏽨 􏽩 M

c− i

Γ1􏽨 􏽩,

(10)

and the 3rd term of equation (8) will be

􏽘

bεV Γ2( )

􏽘

acεE Sk Γ1( )( )a,cεV Sk Γ1( )( )− V Γ1( )

d
α
Γ1+Sk
Γ2(a, b) + d

α
Γ1+Sk
Γ2(c, b)􏼔 􏼕 � 􏽘

bεV Γ2( )

􏽘

acεE Sk Γ1( )( )a,cεV Sk Γ1( )( )− V Γ1( )

2α + 2α􏼂 􏼃. (11)

Since in this case |E(Sk(Γ1))| � (k − 1)|eΓ1, we have

� 2α+1
(k − 1)nΓ2eΓ1. (12)

By using (9), (10), & (12) in (8), we get

M
c Γ1+Sk
Γ2􏼐 􏼑 � 􏽘

α

i�0

α
i

􏼠 􏼡 M
α− i
Γ1􏼐 􏼑 M

i+1
Γ2􏼐 􏼑 + nΓ2M

β
Sk Γ1( )

+ 􏽘
α

i�1

α
i

􏼠 􏼡M
i
Γ2M

c− i
Γ1 + 2α+1

(k − 1)nΓ2eΓ1. (13)

Theorem 2. Let Γ1 and Γ2 be two simple graphs and
c ∈ N − 0, 1{ }. ,e FGZ index of the generalized R-sum
Γ1+Rk

Γ2 graph is

M
c Γ1+Rk
Γ2􏼐 􏼑 � 􏽘

α

i�0

α

i
􏼠 􏼡2α− i

M
α− i
Γ1 M

i+1
Γ2 + 2􏽘

α

i�0

α

i
􏼠 􏼡2α− i

M
c− i

Γ1 M
i
Γ2

+ 2αeΓ1nΓ2 + 2α+1
(k − 1)nΓ2eΓ1,

(14)

where N is the set of natural numbers and α � c − 1.

Proof. )en by definition, we have,

M
c Γ1+Rk
Γ2􏼐 􏼑 � 􏽘

(a,b)∈ V Γ1+Rk
Γ2􏼐 􏼑􏼐 􏼑

d
c
Γ1+Rk
Γ2(a, b).

(15)

For α � c − 1, the above equation is consider as
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M
c Γ1+Rk
Γ2􏼐 􏼑 � 􏽘

(a,b)(c,d)∈ E Γ1+Rk
Γ2􏼐 􏼑􏼐 􏼑

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(c, d)􏼔 􏼕

� 􏽘

a∈V Γ1( )

􏽘

b d∈ E Γ2( )( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(a, d)􏼔 􏼕 + 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(b, c)􏼔 􏼕

� 􏽘

a∈V Γ1( )

􏽘

b d∈ E Γ2( )( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(a, d)􏼔 􏼕 + 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )a,c∈V Γ1( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(b, c)􏼔 􏼕

+ 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )a∈V Γ1( )c∈V Rk Γ1( )( )− V Γ1( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(b, c)􏼔 􏼕

� 􏽘

a∈V Γ1( )

􏽘

b d∈ E Γ2( )( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(a, d)􏼔 􏼕 + 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )a,c∈V Γ1( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(b, c)􏼔 􏼕

+ 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )a∈V Γ1( )c∈V Rk Γ1( )( )− V Γ1( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(b, c)􏼔 􏼕 􏽘

bεV Γ2( )

· 􏽘

acεE Rk Γ1( )( )a,cεV Rk Γ1( )( )− V Γ1( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(c, b)􏼔 􏼕.

(16)

For every vertex a ∈ V(Γ1)& edge b d ∈ E(Γ2), then the
1st term of (16) is

􏽘

a∈V Γ1( )

􏽘

b d∈ E Γ2( )( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(a, d)􏼔 􏼕 � 􏽘

a∈V Γ1( )

􏽘

b d∈ E Γ2( )( )

􏽘

α

i�0

α

i

⎛⎝ ⎞⎠d
α− i
Rk Γ1( )(a).d

i
Γ2(b)⎡⎢⎢⎣ ⎤⎥⎥⎦ + 􏽘

α

i�0

α

i

⎛⎝ ⎞⎠d
α− i
Rk Γ1( )(a).d

i
Γ2(d)⎡⎢⎢⎣ ⎤⎥⎥⎦⎡⎢⎢⎣ ⎤⎥⎥⎦

� 􏽘
α

i�0

α

i

⎛⎝ ⎞⎠ 􏽘

a∈V Γ1( )

d
α− i
Rk Γ1( )(a) 􏽘

b d∈ E Γ2( )( )

d
i
Γ2(b) + 􏽘

α

i�0

α

i

⎛⎝ ⎞⎠ 􏽘

a∈V Γ1( )

d
α− i
Rk Γ1( )(a)

. 􏽘

b d∈ E Γ2( )( )

d
i
Γ2(d)

� 􏽘

α

i�0

α

i

⎛⎝ ⎞⎠ 􏽘

a∈V Γ1( )

2dΓ1(a)􏼐 􏼑
α− i

􏽘

b d∈ E Γ2( )( )

d
i
Γ2(b) + 􏽘

α

i�0

α

i

⎛⎝ ⎞⎠ 􏽘

a∈V Γ1( )

2dΓ1(a)􏼐 􏼑
α− i

. 􏽘

b d∈ E Γ2( )( )

d
i
Γ2(d)

� 􏽘
α

i�0

α

i

⎛⎝ ⎞⎠(2)
α− i

M
α− i
Γ1 􏽘

b d∈ E Γ2( )( )

d
i
Γ2(b) + d

i
Γ2(d)􏽨 􏽩

� 􏽘
α

i�0

α

i

⎛⎝ ⎞⎠(2)
α− i

M
α− i
Γ1 M

i+1
Γ2 .

(17)
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For every vertex b ∈ V(Γ2)& edge ac ∈ E(Rk

(Γ1)) a, c ∈ V(Γ1), then the 2nd term of (16) will be

􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(b, c)􏼔 􏼕

� 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )

􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Rk Γ1( )(a).d

i
Γ2(b)⎡⎣ ⎤⎦ + 􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Rk Γ1( )(c).d

i
Γ2(b)⎡⎣ ⎤⎦⎡⎣ ⎤⎦

� 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )

􏽘

α

i�0

α

i
􏼠 􏼡d

i
Γ2(b) d

α− i
Rk Γ1( )(a) + d

α− i
Rk Γ1( )(c)􏼔 􏼕⎡⎣ ⎤⎦

� 􏽘

ac∈ E Rk Γ1( )( )( )a,c∈V Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡 􏽘

b∈V Γ2( )

d
i
Γ2(b) d

α− i
Rk Γ1( )(a) + d

α− i
Rk Γ1( )(c)􏼔 􏼕

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

� 􏽘

ac∈ E Rk Γ1( )( )( )a,c∈V Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡M

i
Γ2 2dΓ1(a)􏼐 􏼑

α− i
+ 2dΓ1(c)􏼐 􏼑

α− i
􏼔 􏼕⎡⎣ ⎤⎦⎡⎣ ⎤⎦

� 􏽘

ac∈ E Rk Γ1( )( )( )a,c∈V Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡M

i
Γ2 (2)

α− i
d
α− i
Γ1 (a)􏼐 􏼑 +(2)

α− i
d
α− i
Γ1 (c)􏼐 􏼑􏽨 􏽩

� 􏽘
α

i�0

α

i
􏼠 􏼡M

i
Γ2 􏽘

ac∈ E Rk Γ1( )( )( )a,c∈V Γ1( )

(2)
α− i

d
α− i
Γ1 (a)􏼐 􏼑 +(2)

α− i
d
α− i
Γ1 (c)􏼐 􏼑􏽨 􏽩

� 􏽘
α

i�0

α

i
􏼠 􏼡M

i
Γ2 􏽘

ac∈ E Rk Γ1( )( )( )a,c∈V Γ1( )

(2)
α− i

d
α− i
Γ1 (a)􏼐 􏼑 +(2)

α− i
d
α− i
Γ1 (c)􏼐 􏼑􏽨 􏽩

� 􏽘
α

i�0

α

i
􏼠 􏼡M

i
Γ2(2)

α− i
􏽘

ac∈ E Rk Γ1( )( )( )a,c∈V Γ1( )

d
α− i
Γ1 (a) + d

α− i
Γ1 (c)􏽨 􏽩

� 􏽘
α

i�0

α

i
􏼠 􏼡M

i
Γ2(2)

α− 1
M

c− i

Γ1􏽨 􏽩

� 􏽘

α

i�0

α

i
􏼠 􏼡M

i
Γ2(2)

α− 1
M

c− i

Γ1 .

(18)

For every vertex b ∈ V(Γ2)& edge ac ∈ E

(Rk(Γ1)) a ∈ V(Γ1), c ∈ v(Rk(Γ1)) − V(Γ1). Since we have
dRk(Γ1)(a) � 2dΓ1(a) ∀ a ∈ V(Γ1) also dRk(Γ1)(c) � 2∀ c

∈ V(Rk(Γ1)) − V(Γ1). So the 3rd term of (16) will be

� 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )a∈V Γ1( )c∈V Rk Γ1( )( )− V Γ1( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(b, c)􏼔 􏼕

� 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )a∈V Γ1( )c∈V Rk Γ1( )( )− V Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Rk Γ1( )(a).d

i
Γ2(b) + d

α
Rk Γ1( )(c)⎡⎣ ⎤⎦,

(19)
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Here dα
Rk(Γ1) � 2α and dα− i

Rk(Γ1)(a) � (2dΓ1(a))α− i:

� 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )a∈V Γ1( )c∈V Rk Γ1( )( )− V Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡 2dΓ1(a)􏼐 􏼑

α− i
d

i
Γ2(b) + 2α⎡⎣ ⎤⎦

� 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )a∈V Γ1( )c∈V Rk Γ1( )( )− V Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡(2)

α− i
dΓ1(a)􏼐 􏼑

α− i
d

i
Γ2(b) + 2α⎡⎣ ⎤⎦

� 􏽘
α

i�0

α

i
􏼠 􏼡 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )a∈V Γ1( )c∈V Rk Γ1( )( )− V Γ1( )

(2)
α− i

d
α− i
Γ1 (a)􏼐 􏼑d

i
Γ2(b)

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

+ 􏽘

b∈V Γ2( )

􏽘

ac∈ E Rk Γ1( )( )( )a∈V Γ1( )c∈V Rk Γ1( )( )− V Γ1( )

2α⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

� 􏽘
α

i�0

α

i
􏼠 􏼡(2)

α− i
.M

i
Γ2 .M

c− i

Γ1 + 2αeΓ1nΓ2

� 􏽘
α

i�0

α

i
􏼠 􏼡(2)

α− i
.M

i
Γ2 .M

c− i

Γ1 + 2αeΓ1nΓ2,

(20)

and the 4th term of (5) is

􏽘

bεV Γ2( )

􏽘

acεE Rk Γ1( )( )a,cεV Rk Γ1( )( )− V Γ1( )

d
α
Γ1+Rk
Γ2(a, b) + d

α
Γ1+Rk
Γ2(c, b)􏼔 􏼕 � 􏽘

bεV Γ2( )

􏽘

acεE Rk Γ1( )( )a,cεV Rk Γ1( )( )− V Γ1( )

2α + 2α􏼂 􏼃. (21)

Since in this case |E(Sk(Γ1))| � (k − 1)|eΓ1, we have

� 2α+1
(k − 1)nΓ2eΓ1. (22)

Using (17), (18), (20), and (22) in (16), then we have

M Γ1+Rk
Γ2􏼐 􏼑 � 􏽘

α

i�0

α
i

􏼠 􏼡2α− i
M

α− i
Γ1 M

i+1
Γ2 + 2 􏽘

α

i�0

α
i

􏼠 􏼡2α− i
M

c− i

Γ1 M
i
Γ2

⎡⎣ ⎤⎦ + 2αeΓ1nΓ2 + 2α+1
(k − 1)nΓ2eΓ1. (23)

□
Theorem 3. Let Γ1 and Γ2 be two simple graphs and
c ∈ N − 0, 1{ }. ,e FGZ index of the generalized Q-sum
Γ1+Qk

Γ2 graph is

M
c Γ1+Qk
Γ2􏼐 􏼑 � 􏽘

α

i�0

α

i
􏼠 􏼡 M

α− i
Γ1􏼐 􏼑 M

i+1
Γ2􏼐 􏼑 + 􏽘

α

i�0

α

i
􏼠 􏼡 M

c− i

Γ1􏼐 􏼑 M
i
Γ2􏼐 􏼑 + 2nΓ2 􏽘

α

i�0

α

i
􏼠 􏼡 d

α− i
Γ1 (u).d

i
Γ1(v)􏼐 􏼑

+ nΓ2 􏽘

uv∈E Γ1( )vw∈E Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (u).d

i
Γ1(v)⎡⎣ ⎤⎦ + 􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (v).d

i
Γ1(w)⎡⎣ ⎤⎦⎡⎣ ⎤⎦

+ 2(k − 1)nΓ2 􏽘

uvεE Γ1( )

d
α
Γ1(u) + d

α
Γ1(v)􏽨 􏽩,

(24)

where N is the set of natural numbers and α � c − 1. Proof. )en by definition, we have
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M
c Γ1+Qk
Γ2􏼐 􏼑 � 􏽘

(a,b)∈V Γ1+Qk
Γ2􏼐 􏼑

d
c
Γ1+Qk
Γ2(a, b) � 􏽘

(a,b)(c,d)∈E Γ1+Qk
Γ2􏼐 􏼑

d
α
Γ1+Qk
Γ2(a, b) + d

α
Γ1+Qk
Γ2(c, d)􏼔 􏼕

� 􏽘

a∈V Γ1( )

􏽘

b d∈E Γ2( )

d
α
Γ1+Qk
Γ2(a, b) + d

α
Γ1+Qk
Γ2(a, d)􏼔 􏼕 + 􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )

d
α
Γ1+Qk
Γ2(a, b) + d

α
Γ1+Qk
Γ2(b, c)􏼔 􏼕.

(25)

For every vertex a ∈ V(Γ1)& edge b d ∈ E(Γ2), then the
1st term of (25) will be

􏽘

a∈V Γ1( )

􏽘

b d∈E Γ2( )

d
α
Γ1+Qk
Γ2(a, b) + d

α
Γ1+Qk
Γ2(a, d)􏼔 􏼕

� 􏽘

a∈V Γ1( )

􏽘

bd∈E Γ2( )

􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Qk Γ1( )(a)d

i
Γ2(b) + 􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Qk Γ1( )(a)d

i
Γ2(d)⎡⎣ ⎤⎦

� 􏽘

a∈V Γ1( )

􏽘

bd∈E Γ2( )

􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (a) d

i
Γ2(b) + d

i
Γ2(d)􏽨 􏽩⎡⎣ ⎤⎦

� 􏽘

a∈V Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (a)⎡⎣ ⎤⎦ 􏽘

bd∈E Γ1( )

d
i
Γ2(b) + d

i
Γ2(d)􏽨 􏽩

� 􏽘

a∈V Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (a)⎡⎣ ⎤⎦ M

i+1
Γ2􏼐 􏼑

� 􏽘
α

i�0

α

i
􏼠 􏼡 M

α− i
Γ1􏼐 􏼑 M

i+1
Γ2􏼐 􏼑.

(26)

For every vertex b ∈ V(Γ2)& edge
ac ∈ E(Qk(Γ1)) a, c ∈ V(Γ1), then the 2nd term of equation
(25) will be

􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )

d
α
Γ1+Qk
Γ2(a, b) + d

α
Γ1+Qk
Γ2(b, c)􏼔 􏼕

� 􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )a∈V Γ1( )c∈V Qk Γ1( )( )− V Γ1( )

d
α
Γ1+Qk
Γ2(a, b) + d

α
Γ1+Qk
Γ2(b, c)􏼔 􏼕

+ 􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )\\a,c∈V Qk Γ1( )( )− V Γ1( )

d
α
Γ1+Qk
Γ2(a, b) + d

α
Γ1+Qk
Γ2(b, c)􏼔 􏼕􏼔 􏼕.

(27)
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Now ∀ b ∈ V(Γ2), ac ∈ E(Qk(Γ1)) if a ∈ V(Γ1) and
c ∈ V(Qk(Γ1)) − V(Γ1); the 1st term of (27) will be

􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )a∈V Γ1( )c∈V Qk Γ1( )( )− V Γ1( )

d
α
Γ1+Qk
Γ2(a, b)􏼔 􏼕 + d

α
Γ1+Qk
Γ2(b, c)􏼔 􏼕􏼔 􏼕

� 􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )a∈V Γ1( )c∈V Qk Γ1( )( )− V Γ1( )

dQk Γ1( )(a) + dΓ2(b)􏼔 􏼕
α

+ d
α
Qk Γ1( )(c)􏼔 􏼕􏼔 􏼕

� 􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )a∈V Γ1( )c∈V Qk Γ1( )( )− V Γ1( )

􏽘

α

i�0

α

i

⎛⎝ ⎞⎠d
α− i
Qk Γ1( )(a).d

i
Γ2(b) + d

α
Qk Γ1( )(c)⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

� 􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )a∈V Γ1( )c∈V Qk Γ1( )( )− V Γ1( )

􏽘

α

i�0

α

i

⎛⎝ ⎞⎠d
α− i
Qk Γ1( )(a).d

i
Γ2(b)⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

+ 􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )a∈V Γ1( )c∈V Qk Γ1( )( )− V Γ1( )

d
α
Qk Γ1( )(c)􏼔 􏼕

� 􏽘
α

i�0

α

i

⎛⎝ ⎞⎠ 􏽘

b∈V Γ2( )

d
i
Γ2(b) 􏽘

ac∈E Qk Γ1( )( )a∈V Γ1( )c∈V Qk Γ1( )( )− V Γ1( )

d
α− i
Qk Γ1( )(a)

+ 􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )a∈V Γ1( )c∈V Qk Γ1( )( )− V Γ1( )

d
α
Qk Γ1( )(c)􏼔 􏼕

� 􏽘
α

i�0

α

i

⎛⎝ ⎞⎠M
i
Γ2M

c− i

Γ1 + nΓ2. 􏽘

ac∈E Qk Γ1( )( )a∈VΓ1c∈V Qk Γ1( )( )− V Γ1( )

d
α
Qk Γ1( )(c)􏼔 􏼕

� 􏽘
α

i�0

α

i

⎛⎝ ⎞⎠M
i
Γ2M

c− i

Γ1 + nΓ2 2 􏽘

uv∈E Γ1( )

dΓ1(u) + dΓ1(v)􏼐 􏼑
α⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

� 􏽘
α

i�0

α

i

⎛⎝ ⎞⎠M
i
Γ2M

c− i

Γ1 + 2nΓ2 􏽘

α

i�0

α

i

⎛⎝ ⎞⎠ 􏽘
uv∈EΓ1

d
α− i
Γ1 (u).d

i
Γ1(v􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦.

(28)

Now ∀ b ∈ V(Γ2)& edge ac ∈ E(Qk(Γ1)) if the vertex
a, c ∈ V(Qk(Γ1)) − V(Γ1). )en the 2nd term of equation

(27) splits into two parts for the vertices a and c, then the
equation will be
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� 􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )a,c∈V Qk Γ1( )( )− V Γ1( )

dΓ1+Qk
Γ2(a, b)

α
+ dΓ1+Qk

Γ2(b, c)
α

􏼔 􏼕

� 􏽘

b∈V Γ2( )

􏽘

ac∈E Qk Γ1( )( )a,c∈V Qk Γ1( )( )− V Γ1( )

dΓ1+Qk
Γ2(a)

α
+ dΓ1+Qk

Γ2(c)
α

􏼔 􏼕

� 􏽘

b∈V Γ2( )

􏽘

uv∈E Γ1( ),vw∈E Γ1( )

dΓ1(u) + dΓ1(v)􏽨 􏽩
α

+ dΓ1(v) + dΓ1(w)􏽨 􏽩
α

� cΓ2 􏽘

uv∈E Γ1( ),vw∈E Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (u) · d

i
Γ1(v)⎡⎣ ⎤⎦ + 􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (v).d

i
Γ1(w)⎡⎣ ⎤⎦⎡⎣ ⎤⎦,

(29)

􏽘

bεV Γ2( )

􏽘

acεE Qk Γ1( )( )acεV Qk Γ1( )( )− V Γ1( )

d
α
Qk Γ1( )(a) + d

α
Qk Γ1( )(c)􏼔 􏼕 � 2(k − 1) 􏽘

bεV Γ2( )

􏽘

uvεE Γ1( )

d
α
Γ1(u) + d

α
Γ1(v)􏽨 􏽩

� 2(k − 1)nΓ2 􏽘

uvεE Γ1( )

d
α
Γ1(u) + d

α
Γ1(v)􏽨 􏽩.

(30)

Using (26), (28), (29), and (30) in (25), we get the re-
quired result:

� 􏽘
α

i�0

α

i
􏼠 􏼡 M

α− i
Γ1􏼐 M

i+1
Γ2􏼐 + 􏽘

α

i�0

α

i
􏼠 􏼡M

i
Γ2M

α
Γ1

+ 2nΓ2 􏽘

α

i�0

α

i
􏼠 􏼡 􏽘

uv∈E′ Γ1( )

d
α− i
Γ1 (u).d

i
Γ1(v)􏼐 􏽩

+ nΓ2 􏽘

uv∈E′ Γ1( ),vw∈E′ Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (u).d

i
Γ1(v)􏼢 􏼣⎡⎣ ⎤⎦ + 􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (v).d

i
Γ1(w)⎡⎣ ⎤⎦ + 2(k − 1nΓ2 􏽘

uvεE Γ1( )

d
α
Γ1(u) + d

α
Γ1(v)􏽨 􏽩

� 􏽘
α

i�0

α

i
􏼠 􏼡 M

2c− 2− i

Γ1􏼐 M
2i+1
Γ2􏼐 􏼑 + 2nΓ2 􏽘

α

i�0

α

i
􏼠 􏼡 􏽘

uv∈E Γ1( )

d
α− i
Γ1 (u).d

i
Γ1(v)􏼐 􏽩 + nΓ2 􏽘

uv∈E Γ1( ),vw∈E Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (u).d

i
Γ1(v)⎡⎣ ⎤⎦⎡⎣

+ 􏽘
α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (v).d

i
Γ1(w)⎡⎣ ⎤⎦⎤⎦ + 2(k − 1)nΓ2 􏽘

uvεE Γ1( )

d
α
Γ1(u) + d

α
Γ1(v)􏽨 􏽩.

(31)

Theorem 4. Let Γ1 and Γ2 be two simple graphs. ,e FGZ
index of the generalized T-sum graph Γ1+Tk

Γ2 is

M
c Γ1+Tk
Γ2􏼐 􏼑 � 􏽘

α

i�0

α

i
􏼠 􏼡(2)

α− i
M

α− i
Γ1 M

i+1
Γ2 + 􏽘

α

i�0

α

i
􏼠 􏼡M

i
Γ2(2)

(α− i)
M

c− i

Γ1 + 􏽘

α

i�0

α

i
􏼠 􏼡(2)

α− i
M

i
Γ2M

c− i

Γ1

+ 2nΓ2 􏽘

α

i�0

α

i
􏼠 􏼡 􏽘

uv∈E Γ1( )

d
α− i
Γ1 (u).d

i
Γ1(v)􏼐 􏽩 + nΓ2

· 􏽘

uv∈E Γ1( ),vw∈E Γ1( )

􏽘

α

i�0

α

i
􏼠 􏼡 d

α− i
Γ1 (u).d

i
Γ1(v)􏼐 􏽩 + 􏽘

α

i�0

α

i
􏼠 􏼡d

α− i
Γ1 (v) + d

i
Γ1(w)⎡⎣ ⎤⎦⎡⎣ ⎤⎦⎡⎣ ⎤⎦

+ 2(k − 1)nΓ2 􏽘

uvϵE Γ1( )

d
α
Γ1(u) + d

α
Γ1(v)􏽨 􏽩,

(32)
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where c ∈ N+ − 0, 1{ } and α � c − 1.

Proof. Since we have dΓ1+Tk
Γ2(a, b) � dΓ1+Rk

Γ2(a, b) for every
vertex a ∈ V(Γ1) and b ∈ V(Γ2), also
dΓ1+Tk
Γ2(a, b) � dΓ1+Qk

Γ2(a, b) for every vertex
a ∈ V(Tk(Γ1)) − V(Γ1) and b ∈ V(Γ2), the result follows by
the proof of )eorems 2 and 3.

Theorem 5. Assume that Γ1 and Γ2 are two simple graphs
and α � c − 1, where c ∈ R − 0, N+{ } and R is a set of real
number. ,en, the FGZ index of generalized F-sum graphs
(Γ1+Sk

Γ2, Γ1+Rk
Γ2, Γ1+Qk

Γ2, and Γ1+Tk
Γ2) are

(i) M
c Γ1+Sk
Γ2􏼐 􏼑 � 􏽘

∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠ M

i
Γ1􏼐 􏼑 M

α− i+1
Γ2􏼐 􏼑 + nΓ2M

i
Sk Γ1( ) + 􏽘

∞

i�1

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠M

α− 1
Γ2 M

i+1
Γ1 + 2c+1

(k − 1)nΓ2eΓ1

(ii) M
c Γ1+Rk
Γ2􏼐 􏼑 � 􏽘

∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠2i

M
i
Γ1M

α− i+1
Γ2 + 2 􏽘

∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠2i

M
i+1
Γ1 M

α− i
Γ2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + 2c

eΓ1nΓ2 + 2c+1
(k − 1)nΓ2eΓ1

(iii) M
c

Γ1+Qk
Γ2 � 􏽘
∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠ M

i
Γ1􏼐 􏼑 M

α− i+1
Γ2􏼐 􏼑 + 􏽘

∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠ M

i+1
Γ1􏼐 􏼑 M

α− i
Γ2􏼐 􏼑 + 2nΓ2 􏽘

∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠ d

i
Γ1􏼐 􏼐u) · d

α− i
Γ1 (v)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ nΓ2 􏽘

uv∈E Γ1( ),vw∈E Γ1( )

􏽘

∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠d

i
Γ1(u) · d

α− i
Γ1 (v)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + 􏽘
∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠d

i
Γ1(v) · d

α− i
Γ1 (w)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

+ 2(k − 1)nΓ2 􏽘

uvεE Γ1( )

d
c

Γ1(u) + d
c

Γ1(v)􏽨 􏽩

(iv) M
c Γ1+Tk
Γ2􏼐 􏼑 � 􏽘

∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠2i

M
i
Γ1M

α− i+1
Γ2 + 􏽘

∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠2i

M
i+1
Γ1 M

α− i
Γ2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ 􏽘
∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠ M

i+1
Γ1􏼐 􏼑 M

α− i
Γ2􏼐 􏼑 + 2nΓ2 􏽘

∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠ 􏽘

uv∈E Γ1( )

d
i
Γ1(u) · d

α− i
Γ1 (v􏼐 􏼑

+ nΓ2 􏽘

uv∈E Γ1( ),vw∈E Γ1( )

􏽘

∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠d

i
Γ1(u) · d

α− i
Γ1 (v)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + 􏽘
∞

i�0

α

i

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠d

i
Γ1(v) · d

α− i
Γ1 (w)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ 2(k − 1)nΓ2 􏽘

uvεE Γ1( )

d
c
Γ1(u) + d

c
Γ1(v)􏽨 􏽩.

(33)
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Proof. )e above proof is similar as of )eorems 1–4.
Let Γ1 be a negative integer, so from )eorem 5, Cor-

ollary 1 is obtained.

Corollary 1. Assume that Γ1 &Γ2 are two simple graphs and
α � c − 1, where c is a negative real number. ,e FGZ index
of the generalized F-sums graphs (Γ1+Sk

Γ2, Γ1+Rk
Γ2, Γ1+Qk

Γ2,
and Γ1+Tk

Γ2) are

(i)M
c Γ1+Sk
Γ2􏼐 􏼑 � 􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡 M
i
Γ1􏼐 􏼑 M

α− i+1
Γ2􏼐 􏼑 + nΓ2M

i
Sk Γ1( ) + 􏽘

∞

i�1
(− 1)

i α + i − 1
i

􏼠 􏼡M
α− 1
Γ2 M

i+1
Γ1 + 2c+1

(k − 1)nΓ2eΓ1

(ii)M
c Γ1+Rk
Γ2􏼐 􏼑 � 􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡2i
M

i
Γ1M

α− i+1
Γ2 + 2 􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡2i
M

i+1
Γ1 M

α− i
Γ2

⎡⎣ ⎤⎦ + 2c
eΓ1nΓ2 + 2c+1

(k − 1)nΓ2eΓ1

(iii)M
c
Γ1+Qk
Γ2 � 􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡 M
i
Γ1􏼐 􏼑 M

α− i+1
Γ2􏼐 􏼑 + 􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡 M
i+1
Γ1􏼐 􏼑 M

α− i
Γ2􏼐 􏼑

+ 2nΓ2 􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡 􏽘

uv∈E Γ1( )

d
i
Γ1(u).d

α− i
Γ1 (v􏼐 􏼑 + nΓ2 􏽘

uv∈E Γ1( ),vw∈E Γ1( )

􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡d
i
Γ1(u).d

α− i
Γ1 (v)⎡⎣ ⎤⎦⎡⎣

+ 􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡d
i
Γ1(v).d

α− i
Γ1 (w)⎡⎣ ⎤⎦⎤⎦ + 2(k − 1)nΓ2 􏽘

uvεE Γ1( )

d
c
Γ1(u) + d

c
Γ1(v)􏽨 􏽩

(iv)M
c Γ1+Tk
Γ2􏼐 􏼑 � 􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡2i
M

i
Γ1M

α− i+1
Γ2 + 􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡2i
M

i+1
Γ1 M

α− i
Γ2

⎡⎣ ⎤⎦

+ 􏽘
∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡 M
i+1
Γ1􏼐 􏼑 M

α− i
Γ2􏼐 􏼑 + 2nΓ2 􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡 􏽘

uv∈E Γ1( )

d
i
Γ1(u) · d

α− i
Γ1 (v􏼐 􏼑

+ nΓ2 􏽘

uv∈E Γ1( ),vw∈E Γ1( )

􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡d
i
Γ1(u) · d

α− i
Γ1 (v)⎡⎣ ⎤⎦ + 􏽘

∞

i�0
(− 1)

i α + i − 1
i

􏼠 􏼡d
i
Γ1(v) · d

α− i
Γ1 (w)⎡⎣ ⎤⎦⎡⎣ ⎤⎦

+ 2(k − 1)nΓ2 􏽘

uvεE Γ1( )

d
c
Γ1(u) + d

c
Γ1(v)􏽨 􏽩.

(34)

4. Applications

Now, we present some examples as applications of the
obtained results )eorems 1–4. Also the numerical com-
parisons are represented in Tables 1–4, and the graphical
representations are depicted in Figures 4–7.

Example 1. Let Pm and Pn be two simple graphs with m≥ 2
and n≥ 2. )en, we have

1. M
c

Pm+Sk
Pn􏼐 􏼑 � 􏽘

c

t�0
C

c− 1
T 2c− 1− t

(m − 2) + 2􏽨 􏽩 2t+1
(n − 2) + 2􏽨 􏽩 + 􏽘

c

t�0
C

c− 1
T 2c− t

(m − 2) + 2􏽨 􏽩 2t
(n − 2) + 2􏽨 􏽩

+ n 2c
(2m − 3) + 2( 􏼁 + 4(k − 1)n(m − 1).

(35)

From Figure 4, it is clear that the behavior of FGZ index
of the generalized S-sum graph Γ1+Sk

Γ2 at t � 2 is more
better than t � 0 and t � 1:

2. M
c

Pm+Rk
Pn􏼐 􏼑 � 􏽘

c

t�0
C

c− 1
T 2c− 1− t 2c− 1− t

(m − 2) + 2􏽨 􏽩. 2t+1
(n − 2) + 2􏽨 􏽩 + 2􏽘

c

t�0
C

c− 1
T 2c− 1− t 2c− t

(m − 2) + 2􏽨 􏽩 2t
(n − 2) + 2􏽨 􏽩

+ 2(m − 1)n + 4(k − 1)n(m − 1).

(36)
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From Figure 5, it is clear that the behavior of FGZ index
of the generalized R-sum graph Γ1+Rk

Γ2 at t � 0 is more
better than t � 1 and t � 2:

3. M
c

Pm+Qk
Pn􏼐 􏼑 � 􏽘

c

t�0
C

c− 1
T 2c− 1− t

(m − 2) + 2􏽨 􏽩 2t+1
(n − 2) + 2􏽨 􏽩

+ 􏽘

c

t�0
C

c− 1
T 2c− t

(m − 2) + 2􏽨 􏽩 2t
(n − 2) + 2􏽨 􏽩

+ 2n 􏽘

c

t�0
C

c− 1
T 2c− 1− t

+(m − 2)2c− 1
+ 2t

􏽨 􏽩

+ n 􏽘

c

t�0
C

c− 1
T 2t

+ 2(m − 1)2c− 1
+ 2c− 1− t

􏽨 􏽩

· 2(k − 1)n 2α+1
(m − 2) + 2􏽨 􏽩.

(37)

Table 1: Numerical comparison for Mc(Pm+Sk
Pn).

[m, n, k] T� 0 T�1 T� 2
[1, 1, 1] − 4 − 4 − 13
[2, 2, 2] 28 28 28
[3, 3, 3] 124 124 133
[4, 4, 4] 308 308 326
[5, 5, 5] 604 604 631
[6, 6, 6] 1036 1036 1072
[7, 7, 7] 1628 1628 1673
[8, 8, 8] 2404 2404 2458
[9, 9, 9] 3388 3388 3451
[10, 10, 10] 4604 4604 4676

Table 2: Numerical comparison for Mc(Pm+Rk
Pn).

[m, n, k] T� 0 T�1 T� 2
[1, 1, 1] − 8 − 2 − 6.5000
[2, 2, 2] 36 24 18
[3, 3, 3] 164 110 90.5000
[4, 4, 4] 400 280 235
[5, 5, 5] 768 558 475.000
[6, 6, 6] 1292 968 836
[7, 7, 7] 1996 1534 1340.5
[8, 8, 8] 2904 2280 2013
[9, 9, 9] 4040 3230 2877.5
[10, 10, 10] 5428 4408 3958

Table 3: Numerical comparison for Mc(Pm+Qk
Pn).

[m, n, k] T� 0 T�1 T� 2
[1, 1, 1] 3 3 − 1.5000
[2, 2, 2] 38 38 47
[3, 3, 3] 157 157 179.5000
[4, 4, 4] 408 408 444
[5, 5, 5] 839 839 888.5000
[6, 6, 6] 1498 1498 1561
[7, 7, 7] 2433 2433 2509.5
[8, 8, 8] 3692 3692 3782
[9, 9, 9] 5323 5323 5426.5
[10, 10, 10] 7374 7374 7491

Table 4: Numerical comparison for Mc(Pm+Tk
Pn).

[m, n, k] T� 0 T�1 T� 2
[1, 1, 1] − 3 3 3
[2, 2, 2] 54 42 45
[3, 3, 3] 227 173 167
[4, 4, 4] 564 444 417
[5, 5, 5] 1113 903 843
[6, 6, 6] 1922 1598 1493
[7, 7, 7] 3039 2577 2415
[8, 8, 8] 4512 3888 3657
[9, 9, 9] 6389 5579 5267
[10, 10, 10] 8718 7698 7293
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Figure 4: Numerical behavior of Mc(Pm+Sk
Pn) using Table 1.
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Pn) using Table 2.
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From Figure 6, it is clear that the behavior of FGZ index
of the generalized Q-sum graph Γ1+Qk

Γ2 at t � 2 is more
better than t � 0 and t � 1:

4. M
c

Pm+Tk
Pn􏼐 􏼑 � 􏽘

c

t�0
C

c− 1
T 2c− 1− t 2c− 1− t

(m − 2) + 2􏽨 􏽩 2t+1
(n − 2) + 2􏽨 􏽩 + 2􏽘

c

t�0
C

c− 1
T 2c− 1− t 2c− t

(m − 2) + 2􏽨 􏽩 2t
(n − 2) + 2􏽨 􏽩

+ 2n 􏽘

c

t�0
C

c− 1
T 2c− 1− t

+(m − 2)2c− 1
+ 2t

􏽨 􏽩 + n 􏽘

c

t�0
C

c− 1
T 2t

+ 2(m − 1)2c− 1
+ 2c− 1− t

􏽨 􏽩2(k − 1)n 2α+1
(m − 2) + 2􏽨 􏽩.

(38)

From Figure 7, it is clear that the behavior of FGZ index
of the generalized T-sum graph Γ1+Tk

Γ2 at t � 0 is more
better than t � 1 and t � 2.

5. Conclusions

Now, we close our discussion with the following remarks:

(i) For positive integer k and two graphs Γ1 & Γ2, we
have computed FGZ index of the generalized
F-sums graphs Γ1+Fk

Γ2, where generalized
F-sums graphs are obtained by the different
operations of subdivision and Cartesian product
on Γ1 & Γ2.

(ii) )e obtained results are also verified and illustrated
for the particular classes of graphs.

(iii) )e behavior of FGZ index is also analyzed with the
help of numerical and graphical presentations.

(iv) However, the problem is still open to compute
the different topological indices (degree and
distance based) for the generalized F-sum
graphs.
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In this paper, a rainfall runoff pollution prediction method based on grey neural network algorithm is proposed in consideration
of the current situation that the accuracy of research results related to rainfall runoff pollution prediction needs to be improved.
Meanwhile, the characteristics of rainfall runoff pollution are analyzed from the perspectives of the main sources of rainfall runoff
pollution, the types of rainfall runoff pollution, and the initial erosion. .e neural network algorithm is optimized and trained
according to the sample data to obtain the sample features; the sample data are predicted according to the extracted sample
features, and the prediction model is generated by using the feature fusion technology for two groups of prediction results to
generate the prediction model and realize the water drop prediction. .e pollution concentration of runoff was obtained by the
exponential function method. .e experimental results show that the predicted values of discharge and pollution concentration
are well fitted with the actual values, indicating that the proposed method has high accuracy and feasibility. Finally, from the
viewpoint of non-engineering measures and engineering measures, the suggestions for treating runoff pollution and relevant
supports for ecological environment protection are given.

1. Introduction

As one of the natural disasters that threaten the public life
and property safety, the flood disaster caused by rainfall is
generating more and more serious harms in today’s society
with various types of disasters [1]. .erefore, it is of great
guiding role in ecological management by reducing the
pollution caused by flooding and erosion through improving
the accuracy of rainfall runoff pollution prediction [2].

Due to the accelerated urbanization in China, the pro-
portion of the total area of permeable ground is getting
smaller. As a result, the emergent and impactful pollutions
caused by rainfall runoff have already become the main
source of ecological environmental pollutions [3]. Due to the
large-scale pollutants contained in rainfall runoff, its initial
runoff load is much heavier than that of domestic sewage [4].
.us, the prediction and treatment of rainfall runoff pol-
lution is an urgent problem to be solved in ecological en-
vironment management, which has aroused extensive

attentions and received in-depth researches by relevant
experts and scholars [5].

By combining with strengths of relevant research
achievements, the method of rainfall runoff prediction based
on grey neural network algorithm is proposed so as to ef-
fectively enhance the prediction accuracy. At the same time,
the feasibility of this method was verified to better improve
the prediction of rainfall runoff pollution and treatment of
environmental containment.

2. Rainfall Runoff Pollution Prediction
Based on Grey Neural Network Algorithm

2.1. Characteristics of Rainfall Runoff Pollution Extract.
.e urban runoff, as being classified according to certain
principles, belongs to non-point source pollution [6]. Strictly
speaking, rainfall runoff has the characteristics of both
surface source and point source. Among them, the surface
source characteristic is mainly embodied in the following
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aspects: the pollutants accumulate on the surface on sunny
days but will be discharged to different places with the
surface runoff on rainy days, so there are intermittent
emission characteristics of surface source [7]. In regard to
the point source characteristic, the pollutants are discharged
to the storage water body, so there are the characteristics of
centralized discharge [8].

2.1.1. Main Source of Rainfall Runoff Pollution. Surface
pollution is the most important among the different sources
of rainfall runoff pollution..e following analysis focuses on
the accumulation and erosion in road surface pollution [9].

.e total content of various pollutants on the surface,
during the process of pollutant accumulation, will be af-
fected by atmospheric dustfall, land use, and traffic [10]. In
addition to particulates, dustfall also contains many types of
pollutants; the influence of land use on surface pollution is
diverse; traffic has a great impact on the cumulative rate of
pollutions in cities or adjacent road sections, such as the
toxic metal substances, especially lead, produced by friction
between the ground and vehicle exhaust as well as auto parts.
Road pollutants are also correlated with the type of urban
industry and the surrounding geological conditions. .e
particles present in the rubbish on the road are generally
transmitted from nearby soil and industrial dust by air. In
summary, the consideration shall be given to the above
factors while analyzing the accumulation of road surface
pollution [11].

During the rainfall, the surface pollutants are eroded and
there is correlation in the nature of pollutants. For example,
the reactions of washing soluble and insoluble materials are
different [12]. Besides, the water permeability of road surface
will also have a certain impact on the erosion of pollutants.
Furthermore, the differences in the depth and flow velocity
of surface runoff in different regions also directly affect the
performance of pollutant erosion.

On the impervious area, some soluble pollutants will be
eroded first by rainfall. At the beginning of rainfall, it only
moistens the road surface and the pollutants [13]. As a result,
the loose pollutants will be splashed by raindrops, thereby
enhancing the dissolution efficiency. Gradually, sufficient
rainfall wets the ground and forms runoff, so that the low-
lying places are filled and the soluble pollutants on the road
surface are dissolved, especially the location with accumulated
pollutants, such as street side ditch and roof collecting pipe
[14]..e continuous formation and flow of surface runoff will
take away large-scale soluble pollutants, while the insoluble
pollutants will only move as soon as the local surface runoff
reaches a certain speed. Once the flow rate exceeds the initial
speed, the solid particles on the road surface begin to move,
and so do the contaminants adsorbed on these particles..ere
are some differences in the movement due to the different
sizes of the particles, but these pollutants will eventually flow
into the gutter inlet with the rainfall runoff and gradually
move downward through the pipe network. In the permeable
area, some of the soluble and insoluble pollutants will adhere
to the surface particles due to the upward penetration of
rainwater, while others maymove into the groundwater along

with the seepage, so that groundwater pollution is formed.
When the surface runoff occurs as the rainfall intensity ex-
ceeds the soil infiltration performance, various soluble and
insoluble pollutants entrained during the rainfall runoff will
flow into the rainwater well [15].

2.1.2. Types of Rainfall Runoff Pollution. At present, most of
the domestic and overseas researches pay attention to the
pollutants such as suspended sediments, bacteria, and some
toxic pollutants.

.e rainfall runoff carries a lot of sediments. Generally
speaking, the soil erosion in the old city is more serious; the
mixed sediments in urban area mainly come from the various
substances generated by the rust of vehicles, thewastes generated
by motor vehicles, and the smoke exhausted from household
chimneys, especially in industrial and commercial areas, high-
ways, and some construction sites. Rainfall runoff contains
many nutrients, which, after flowing to rivers or lakes and then
into large estuaries and oceans, will lead to eutrophication of
water bodies and damage the ecological environment. .e
runoff contains large scale of various organic substances, in-
cluding domestic garbage and wastes, which will consume large
amounts of oxygen in the water once starting to decompose.
.erefore, after the rainstorm, the oxygen present in lakes or
rivers will be consumed up, of which the oxygen consumption of
runoff from the old city is the highest. Bacteria mainly come
from animals and sewer overflows..e toxic substances present
in rainfall runoff include heavymetals, pesticides, and polycyclic
aromatic hydrocarbons, where the most typical pollutants of
heavy metals derive from motor vehicles.

2.1.3. Initial Erosion. In rainfall runoff, the initial erosion
refers to the occurrence of runoff since the start of rainfall,
during which the pollutant content is the highest with large-
scale pollutants flowing into the receiving water body. As can
be observed from relevant researches, the total contents of
pollutants during initial rainfall runoff are affected by in-
dicators such as confluence area and rainfall intensity.
.erefore, the research is complex and the concept of initial
rainfall erosion remains to be determined.

2.2. Precipitation Prediction. Considering the close relation-
ship between precipitation and runoff pollution, the grey neural
network method is adopted to accurately predict rainwater
runoff pollution. At present, neural network and grey system
predictionmodels are widely adopted in various aspects. As can
be concluded from analyzing the advantages and disadvantages
of the grey waveformmethod as well as the neural network, the
grey prediction method is more suitable for small data volume
prediction because it can constantly approach the complex
nonlinear functions. However, there will be predication errors
and the prediction accuracy is low when applying the grey
prediction method to the system in poor stability. Compared
with the grey prediction method, artificial neural network is
better in nonlinear mapping, which can not only properly
predict variousmutation data through learning but also predict
some special cases. .e disadvantage is that the prediction
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accuracy of neural network is relatively low because the large-
scale representative information data are needed for practical
training during prediction, but there is no enough data in
practical application [16]. For this reason, to organically
combine the neural network with grey prediction and realize
complementarity will help overcome the limitations of the
single prediction model and prevent the loss of effective in-
formation, so that the prediction accuracy of rainfall runoff
pollution will be promoted.

With respect to the model of combining the grey model
NGM (1,1,k) with neural network WNN, it means to ef-
fectively integrate grey system theory with WNN to gain
more useful information, design and construct a grey neural
network prediction model, and then improve the prediction
accuracy. .e main combination modes are divided into
serial combination, parallel combination, grey compensa-
tion combination, and deep fusion. In the serial combina-
tion, the output result of one side is regarded as the input
data of the other side, where the output result of the latter is
the final prediction result; the parallel combination means to
separately predict the two sides, so as to obtain the combined
prediction result by weighing the weight values, which is also
the final result of prediction model; the grey compensation
combination is to acquire the mapping correlation between
grey algorithm residuals and grey prediction method after
conducting iterative training on the neural network, and
then correct the grey prediction result according to the
compensation value of neural network algorithm; in deep
fusion, the two sides are fused into a grey waveform-WNN
to achieve mutual complementarity in the prediction.

.e parallel combination mode is selected after in-depth
analysis, as shown in Figure 1. .e optimal combined
prediction model is constructed by combining the improved
grey algorithm with the neural network prediction model.

.e main ideas for designing and constructing the
combined feature extraction model are as follows:

(1) .e ant colony algorithm is applied to optimize the
neural network algorithm and conduct training
based on the sample data, so that the first group of
eigenvalues is obtained and set to
Y1 � y1i|t, n qih �1 x, 7 . . . C, ; N􏼈 􏼉, and the error set
is defined as E1 � e1i|t, n qih �1 x, 7 . . . C, ; N􏼈 􏼉.

(2) .e sample data is predicted according to the im-
proved NGM (1,1,k) method, so that the second
group of eigenvalues is obtained and set to
Y2 � y2i|t, n qih �1 x, 7 . . . C, ; N􏼈 􏼉, and the error set
is defined as E2 � e2i|t, n qih �1 x, 7 . . . C, ; N􏼈 􏼉.

(3) .e linear combination operations are performed on
the two groups of feature extraction results (1) and (2)
through feature fusion, so that a model is generated.

Among them, the feature fusion is calculated as follows.
After that, the optimal combination method is used to

solve the weight coefficients of each feature extraction
method based on the basic principle of minimum combi-
nation error value in the process of extracting features. At
the same time, the weight coefficients of each single feature
extraction method are fixed values in each prediction period.

Assume that there are currently m ways to implement
combined prediction, in which each predictionmethod has a
weight coefficient of k1, . . . , ki, . . . km and satisfies
k1, . . . , ki, . . . , km. Suppose that eit represents the error of the
i-th mode in the time buckett, and there are a total of n time
buckets; then, the total error values of the combined pre-
diction time buckets are

et � k1e1t + · · · + kieit + · · · + kmemt

� k1e1t + · · · + kieit + · · · + km− 1e(m− 1)t

+ 1 − k1 − · · · − km− 1( 􏼁emt

� k1 e1t − emt( 􏼁 + · · · + k2 e2t − emt( 􏼁 + · · · + ki eit − emt( 􏼁

+ · · · + km− 1 e(m− 1)t − emt􏼐 􏼑 + emt.

(1)

Let

fit � eit − emt|(i � 1, . . . , m − 1). (2)

.en, the equation for calculating errors is

et � k1f1t + · · · + kifit + · · · + km− 1f(m− 1)t + fmt. (3)

According to the above analysis, the prediction target is
to minimize the sum of squared errors, that is, obtaining
k1, ki, . . . , km to minimize equation (4).

Q � 􏽘

n

i�1
e2t � 􏽘

n

i�1
k1f1t + · · · + kifit + · · · + km− 1f(m− 1)t + fmt􏼐 􏼑

2
.

(4)

.eway of obtaining the extremum throughmultivariate
functions is

Input

Output

A B

Figure 1: Schematic diagram of parallel combination mode.
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Equation (5) can be presented as
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.en,

DD
T
K � − DF . (8)

Let there be no linear correlation between the above m

ways, only n≥m − 1; then, m − 1 rows of vectors are linearly
independent, so DDT is reversible; that is, there is a unique
solution in the equations, which is the form of equation (4).

As can be observed from the above, there is a unique
stagnation point K � − (DDT)− 1DF. When m � 2, the op-
timal combined coefficients for the two predictionmodes are
expressed as

K1 � −
􏽐 f1tf2t

􏽐 f
2
1t

� −
􏽐 e1t − e2t( 􏼁e2t

􏽐 e1t − e2t( 􏼁
2 �

􏽐 e
2
2t − 􏽐 e1te2t

􏽐 e
2
1t + 􏽐 e

2
2t − 2􏽐 e1te2t

,

K2 � 1 − K1.

(9)

By means of the optimal weight coefficient, the linear
combination of feature extraction results and rainfall runoff
pollution prediction based on feature fusion are realized.

2.3. Prediction of Rainfall Runoff Pollution. It is found from
analyzing the characteristics of rainfall runoff pollutions that
floating dust, surface debris, and dirt are the main sources of
runoff pollutants. Pollutants during rainfall mainly pro-
duced the rainfall runoff pollution, which is especially ob-
vious in industrial areas. .e rainfall pollutants are
composed of two contents: one is the background value of
rainfall pollutants being more stable and the other is the wet
deposition caused by the atmosphere during rainfall.
Ground pollutants are considered as a critical part of runoff
pollutants, because the pollutants accumulate in various
forms on the impervious areas such as streets, gutters, and
drainage systems. .e impact of urban sewer transport
system on water quality mainly lies in the sewage diffused
from sediments and drainage systems, of which the non-
point source pollution caused by erosion of the sewer at the
beginning of rainfall runoff is the main source. .is is be-
cause the water body remained in the sedimentation pond
from previous runoff and the solids are prone to spoilage; the
runoff generated during rainfall will take away the sediments
and sewage in the sewer.

.e main influencing factors of rainfall runoff pollution
include precipitation, surface pollutants, and land use. To
some extent, the rainfall intensity determines the ability of
the ground pollutants; the precipitation determines the
amount of diluted pollutants; the rainfall duration deter-
mines the time of pollutant erosion and the period of
transmitting pollutants to the ground; the type of land use
determines the nature and accumulation rate of pollutants;
the accumulation of ground pollutants on sunny days will
directly affect the runoff pollutions. All these indicate that
the factors affecting rainfall runoff pollutions are many and
random.
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In summary of the above analysis and calculation, the
basic characteristics and main influencing factors of
rainfall runoff pollution are obtained. .e key to gener-
ating rainfall runoff pollution depends on the accumu-
lation of surface pollutions on sunny days and the rainfall
erosion, of which the latter is directly correlated with
precipitation. .at means the erosion phenomenon only
occurs when precipitation reaches a certain level, so that
the rainfall runoff pollution is formed. .e total cumu-
lative amount of surface pollutants is correlated with the
cumulative time before rainfall pollution. .e methods for
simulating the accumulation model of pollutants on
sunny days mainly include power function method, ex-
ponential function method, and saturation function
method. For the power function method, the cumulative
pollution amount BT′ per unit area is calculated according
to the following:

BT′ � min B0, B1T′
B2

􏼒 􏼓, (10)

where T′ represents the time of pollution accumulation
before rainfall, B0 represents the maximum pollution cu-
mulative amount per unit area, B1 represents the constant of
pollution cumulative rate, and B2 represents the time index.

.e second is the exponential function method, whose
equation is

BT′ � BL + B0 − BL( 􏼁 × exp − B1 × T′( 􏼁, (11)

where BL represents the amount of pollutions that remained
on the surface before the pollution accumulation.

.e third is saturation function method, whose equation
is

BT′ � BL + B0 − BL( 􏼁
T′

B3 + T′
, (12)

where B3 represents the half-saturation constant in the
process of pollution accumulation.

In the construction of rainfall pollutant erosion model,
the index function method is compared with the calibration
curve method. In the exponential function method, the total
pollution erosion amount per unit area in unit time W is
expressed as

W � K1K2C1′q
C2′B, (13)

where C1′ represents erosion coefficient, C2′ represents ero-
sion index, and q represents total runoff per unit area.

In the calibration curve method, the total pollution
erosion amount per unit area in unit time W is expressed as

W � K1K2C1′q
C2′. (14)

.e saturation function method of total accumulative
pollution on sunny days and the rain erosion exponential
function method are calculated and analyzed as an example.
Based on equation (13),

dB � − Wdt � C1′q
C2′Bdt. (15)

To sum up, the concentration values for rainfall runoff
pollutants C′ can be obtained:

C′ � C0′ +
W

q
� C0′ + C1′q

C2′− 1
BT′ exp − C1′􏽚

t

0
q(t)

C2′dt􏼠 􏼡

� C0′ + C1′q
C2′− 1

BL + B0 − BL( 􏼁
T′

B1 + T′
􏼠 􏼡

× exp − C1′􏽚
t

0
q(t)

C2′dt􏼠 􏼡,

(16)

where C0′ represents the total concentration of atmospheric
pollutants contained before the falling of raindrops and q(t)

represents the function of rainfall runoff generated under
time variation.

3. Experimental Results and Analysis

.e urban non-point source includes the erosion and
washing of rainfall runoff. Mainly in the form of confluence
system and discharged by drainage system, the rainfall
runoff pollution plays a significant role in the initial stage. In
the process of verifying the rainfall runoff pollution pre-
diction method based on the grey neural network algorithm,
the corresponding analysis and calculation are performed
after a typical heavy rain, and the experimental platform is
built on Mathematica. Figure 2 shows the process curve of
rainstorm. Figure 3 presents the results of simulating the
whole process of rainstorm runoff in the confluence area, the
pollution factors, and indicators under urban non-point
source pollution. In order to reduce the experiment com-
plexity, the fitting between the actual situation and the
predicted SS as well as COD pollution values is taken as the
representative to verify the accuracy of proposed method.

Due to the poor water permeability at water-logged area
with relatively large rainfall runoff coefficient, the rainfall
runoff is formed quickly and the total runoff at initial stage
increases dramatically, reaching the peak in a relatively short
period of time. .e overall changes of SS and COD are
basically the same. .e calculated values of water volume
and quality are roughly consistent with the actual amount
with strong fitting. .e calculated error in water quality, that
is, the predicted value of rainfall runoff pollution concen-
tration, is small, and the accuracy can meet the actual en-
gineering demands.

For the sake of verifying the practicability of the pro-
posed method, the experiment was carried out in a specific
simulation scenario on the test platform. First, the pre-rain
drought period in the water quality simulation hypothesis
area was set at 8 days, the accumulated rainfall was set at
72mm, 120min of rainfall duration was set as the standard
parameter, and the annual rainfall was set at 1875.4mm. For
the evaporation amount, solar radiation, and cloud cover,
the real-time data of the National Meteorological Obser-
vatory was taken as the reference. .e specific pollutant
calculation formula is shown in Table 1.
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Figure 3: Results of rainfall runoff pollution prediction based on grey neural network algorithm. (a) Predicted flow value and fitting with
actual value, (b) predicted SS concentration value and fitting with actual value, (c) predicted COD concentration value and fitting with actual
value.
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Figure 2: Diagram of rainstorm process curve.
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.e variation range of the above five pollutants is col-
lected as the accumulated pollution. Under the above-
mentioned scenario, the continuous increase of precipita-
tion triggers the increase of runoff amount. Meanwhile,
comparative test is carried out by predicting the accumu-
lated pollution load. Figure 4 shows the results of comparing
the experimental results with the prediction methods in
literature.

According to Figures 4 and 5, in the prediction curve of
the accumulated pollution load based on the proposed
method, with the increase of accumulated runoff, the higher
predicted cumulative pollution load can be reached under
the condition of less accumulated runoff, which explains that
the proposed method can prevent the loss of effective and
available information. Although the designed rainfall only
starts from the rainfall event control rate without giving
consideration to the specific water quality conditions, the
above pollution load will be affected by the original water
quality since the concentration of runoff pollutants will
usually decrease in the latter stage. However, all of the three
prediction methods are conducted in the same parameter
setting, indicating that the proposed prediction method not
only overcomes the limitations of single prediction model
but also improves the accuracy of rainfall runoff pollution
prediction and enhances the practicability as well as
robustness.

4. Suggestions on Pollution Control

After a long time study and exploration of measures for
treating the runoff pollution, developed countries have
designed and developed systematic control as well as
technical system. Among them, the engineering and non-
engineering measures are most representative..e following
is the analysis of these two measures, respectively.

4.1. Non-Engineering Measures. With the focuses on the
source of control, the natural and ecological governance
options, and non-engineering approaches, these measures
intend to achieve ecological pollution control through the
enhanced management. .e detailed plans include the
prevention and control via diversion system, increase of
urban greening area, cleaning of sewage pipeline system,
waste sorting, reduction of garbage dumping, efficient
management of construction site and machinery repair
plant, and scientific control of urban greenfield fertilization
and pesticide use. In addition to formulating the reasonable
policies, it is also necessary to strengthen the publicity and
education on public ecological environmental protection.

4.2. EngineeringMeasures. .e source control shall not only
cover management measures, that is, non-engineering
measures, but also focus on the measures for reducing heavy
pollutants in runoff. Street runoff usually flows directly into
the drainage network system, so it is of great significance in
reducing and controlling the pollutants by selecting the
appropriate gullies, such as applying the water quality-based
gullies to filter out various sediments and oils in road runoff.
In regard to the control of the runoff of community road
surface, it is suggested to increase the community green area
and enhance the water permeability and then collect and
simply process the internal runoff for watering green space
and spraying road surface. Considering that the roof runoff
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Figure 4: Prediction results of real-time pollution simulation
through the proposed method.
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Figure 5: Prediction results of real-time pollution simulation
through methods in the literature.

Table 1: Calculation formula for five pollutants.

Contaminant Formula R2

TN y � 0.7646x − 0.8886 0.9971
TP y � 0.1602x 0.9708
CODcr y � 10.879x + 9.8454 0.9869
SS y � 71.488x 0.9538
NH3 − N y � 0.362x 0.9707
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pollution is affected by dust and roofing materials, the green
space or artificial soil layer may be utilized to penetrate
underground, so as to reduce rainfall runoff pollution in
urban areas.

By means of adopting appropriate treatment programs
based on the basic principle of rainfall runoff pollution
transmission and diffusion, the discharge of pollutants into
underground or surface water bodies can be efficiently re-
duced. For the precipitation runoff that does not flow into
the sewer, the forest grass buffer area may be constructed
through natural channels and constructed wetlands so as to
significantly reduce the total amount of pollutants in transit.
Because the drainage system in urban areas is one of the key
approaches to spread pollution, the planning and control of
rainwater pipelines shall be effectively integrated with the
urban runoff source control system as well as the terminal
treatment system.

.e old drainage systems in many domestic cities adopt
the combined system, which means that the rainwater and
sewage are parallel to the drainage pipe. As a result, the
normal treatment of the sewage will be seriously affected due
to the high fluctuation of rainwater, so the straight drainage
often occurs in combined pipelines. .e intercept combined
drainage system is usually applied in the process of opti-
mizing the old combined flow system, which can transfer the
initial rainwater and street waste water to the sewage
treatment plant. .e diversion system is superior to the
combined system in terms of operational performance, so it
is generally adopted in China’s new urban areas.

.e above-mentioned terminal treatment means
achieving effective degradation of runoff pollutants by uti-
lizing natural ecological technology or artificial purification
technology..emain measures include rainwater regulation
tanks, storage ponds, and constructed wetlands. Among
them, the load of various pollutants in the water storage
pond is very high, but the pond can form an ecosystem based
on the contained floating matter and aquatic plants to de-
grade and digest various pollutants in the runoff, thereby
improving the water storage in the pond and optimizing the
overall ecological environment around. Rainwater regula-
tion tank is a widely used rainfall runoff pollution control
solution, which can effectively prevent and control rainfall
runoff pollution through physical, chemical, and biological
methods. .e rainwater regulation tank is generally com-
posed of a water storage tank and a sedimentation tank,
where the former is usually added subsequently for
recycling.

5. Conclusions

A rainfall runoff pollution prediction method based on
feature fusion is proposed for the prediction and treatment
of rainfall runoff pollution. On the basis of analysis, the
characteristics of rainfall runoff pollution are extracted
through combining with the grey algorithm and neural
network method, which are further organically integrated
via feature fusion so as to construct a model of rainfall runoff
pollution prediction. As proved by the experiment, the
proposed method can effectively predict runoff pollution

with good fitting between the predicted value and the actual
value. For the sake of better strengthening the urban eco-
logical construction and providing a reliable basis for non-
point source pollution control, the rainfall runoff pollution
process will be simulated, and the performance of the
proposed method will be further verified via different rain
types.
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Neural networks in which communication works only among the neighboring units are called cellular neural networks (CNNs).
)ese are used in analyzing 3D surfaces, image processing, modeling biological vision, and reducing nonvisual problems of
geometric maps and sensory-motor organs. Topological indices (TIs) are mathematical models of the (molecular) networks or
structures which are presented in the form of numerical values, constitutional formulas, or numerical functions. )ese models
predict the various chemical or structural properties of the under-study networks. We now consider analogous graph invariants,
based on the second connection number of vertices, called Zagreb connection indices. )e main objective of this paper is to
compute these connection indices for the cellular neural networks (CNNs). In order to find their efficiency, a comparison among
the obtained indices of CNN is also performed in the form of numerical tables and 3D plots.

1. Introduction

A neural system that consists of a multidimensional cluster
of neurons and neighborhood-connected associations be-
tween the cells is called a cellular neural network (CNN) as
shown in Figure 1. )is kind of system presented in [1] is a
consistent time network in the form of an n × m rectangular
matrix array having n rows and m columns (see Figures 1–3
for some values of m and n).

A component of the rectangular array corresponds to a
cell in a neural arrangement. But it is noted that the ge-
ometry exhibited requires not only to be rectangular, but
also such shapes can be triangles or hexagons [2]. Multiple
clusters can be represented with a proper interconnected
structure to construct a multilayered cell neural system
(Figure4).

A cell C(h; k), where 1≤ h≤ n and 1≤ j≤m with its lth
neighborhood, can be presented as Nr(h; k) and is described
as the set of cells C(p; q), where 1≤p≤ n and 1≤ q≤m, such
that |p − h|≤ l and |q − k|≤ l. )e cells in lth neighborhood
of a cell C(h, k) are directly interconnected with cell C(h, k)

through A(p, q, h, k), A(h, k, p, q), B(p, q, h, k), and
B(h, k, p, q), where A(p, q, h, k) and A(h, k, p, q) are known

as the feedback weights and B(p, q, h, k) and B(h, k, p, q)

known as the feedforward weights.)e index pair (p, q, h, k)

describes the direction of signal from C(h, k) to C(p, q). )e
cell C(h, k) is connected directly with its adjacent cells
C(p, q) ∈ Nr(h, k). Since every C(p, q) has its adjacent cells,
the cell C(h, k) can also be linked with all other cells in-
directly as shown in Figure 5.

)e CNN has a lot of applications that are indicated by
their spatial dynamics. )e filtering image processing is one
of the good applications of CNN [3]. For more related works
about CNN and PNN, one can consult the references [4–13].

)oroughly, we take the graph G � (V, E) which does
not contain loops and multiple or directed edges, where the
sets V and E⊆V × V are of vertices and edges, respectively.
)e length of the shortest path from u to v (denoted by
d(u, v)) is called its distance and du � |N| is known by the
degree of u, where N � v ∈ V: d(v, u) � 1{ }. A topological
index (TI) defined with the help of the degrees of nodes of
the (molecular) network is a class of indices which are used
to find out and model the certain properties of the chemical
compounds of the (molecular) networks (see [14–16]). In
particular, the degree-based topological properties for the
CNN are studied in [17].
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)e first Zagreb index is studied for the total π-electron
energy [18], and the second Zagreb index appeared to
compute molecular branching [19]; they are denoted by M1
and M2, respectively:

M1(G) � 􏽘
u∈V(G)

du􏼂 􏼃
2
,

M2(G) � 􏽘
u∈E(G)

dudv.
(1)

In relation to the above equations, the first and second
Zagreb connection indices (ZCIs) have been put forward in
[20, 21] independently:

ZC1(G) � 􏽘
u∈V(G)

τu( 􏼁
2
,

ZC2(G) � 􏽘
uv∈E(G)

τuτv,

ZC
∗
1 (G) � 􏽘

u∈V(G)

duτu,

(2)

where τu denotes the number of vertices v ∈ G such that
d(u, v) � 2. It has been proved by Ali and Trinajstic [20] that
the topological index ZC∗1 can be written as

ZC
∗
1 (G) � 􏽘

uv∈E(G)

τu + τv( 􏼁. (3)
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Figure 1: Cellular neural network CNN(3, 3) (a) and CNN(4, 3) (b).
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In [17], the authors checked the chemical applicability of these
three Zagreb connection indices on the set of octane isomers, and
they found that ZC∗1 (G) has better correlating ability than the
other two Zagreb connection indices in the cases of entropy,
enthalpy of vaporization, standard enthalpy of vaporization, and
acentric factor. Basavanagoud and Jakkannavar checked the
chemical applicability of ZC1 and found that the index has a very
good correlationwith physical properties of chemical compounds
such as boiling point, entropy, enthalpy of evaporation, standard
enthalpy of vaporization, and acentric factor (see [23]).

Ali and Trinajstic [20] checked the chemical applicability of
ZC∗1 , and they found that this TI correlates well with the
entropy and acentric factor of octane isomers. A large number of
networks has been studied with the help of connection number-
based TIs such as T-sum networks [24], resultant networks
[25, 26], connected networks [27, 28], alkanes [22, 29, 30],

dendrimer nanostars [31], trees, and unicyclic networks [32] and
subdivided and semitotal point networks [33].

2. Main Results and Discussion

Let ck(G) denote the number of vertices in G with con-
nection number k and mk,l(G) denote the number of edges
in G whose vertices have connection numbers k and l.

)e following formulas for the ZCIs are equivalent to the
previous definitions:

ZC1(G) � 􏽘
0≤ k≤ n−2

ck(G)k
2
, (4)

ZC2(G) � 􏽘
0≤ l≤ k≤ n−2

mk,l(G)(k.l), (5)
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Figure 4: Cellular neural network.
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ZC
∗
1 (G) � 􏽘

0≤ l≤ k≤ n−2
mk,l(G)(k + l). (6)

From Figure 1 and definition of the ZCIs, we have the
following:

(1) For m � 3 and n � 3,

(a) ZC1(CNN(3, 3)) � 100
(b) ZC2(CNN(3, 3)) � 156
(c) ZC∗1 (CNN(3, 3)) � 88

(2) For m � 4 and n � 3,

(a) ZC1(CNN(4, 3)) � 280
(b) ZC2(CNN(4, 3)) � 555
(c) ZC∗1 (CNN(4, 3)) � 258

(3) For m � 4 and n � 4,

(a) ZC1(CNN(4, 4)) � 584
(b) ZC2(CNN(4, 4)) � 1634
(c) ZC∗1 (CNN(4, 4)) � 524

Theorem 1. Let m≥ 5 and CNN(m, 3) be the CNN. 0en,

(1) ZC1(CNN(m, 3)) � 198m − 512
(2) ZC2(CNN(m, 3)) � 360m − 840
(3) ZC∗1 (CNN(m, 3)) � 102m − 144

Proof. In order to prove our result, we will compute ck, the
number of vertices of connection number k, and yk,l(G) is
the edge of CNN(m, 3) whose vertices have connection
numbers k and l. It is easy to see from the structure of
CNN(m, n) that c3 � 4, c5 � 4, c6 � m, and c9 � 2m − 8.
)us, from equation (4), we have the following:

ZC1(CNN(m, 3)) � 􏽘
0≤ k≤ n−2

ck(G)k
2

� c3 32􏼐 􏼑 + c5(5)
2

+ c6(6)
2

+ c9(9)
2

� 36 + 100 + 36m + 81(2m − 8)

� 198m − 512.

(7)

)e edge set of CNN(m, 3) can be partitioned into
different classes depending upon the edge types of yk,l(G) as
listed in Table 1.

From the definition of the second ZCI and substitution
of yk,l from Table 1 in (5), it follows that

ZC2(CNN(m, 3)) � y3,5(3 × 5) + y3,6(3 × 6) + y3,9(3 × 9)

+ y5,6(5 × 6) + y6,6(6 × 6) + y6,9(6 × 9)

� 8(15) + 8(18) + 4(27) + 4(30)

+(m − 1)(36) +(6m − 24)(54)

� 360m − 840.

(8)

Similarly, from substitution of yk,l(G) from Table 1 in
(6), we have

ZC
∗
1 (CNN(m, 3)) � y3,5(3 + 5) + y3,6(3 + 6) + y3,9(3 + 9)

+ y5,6(5 + 6) + y6,6(6 + 6) + y6,9(6 + 9)

� 8(8) + 8(9) + 4(12) + 4(11)

+(m − 1)(12) +(6m − 24)(15)

� 102m − 144.

(9)

Theorem 2. Let m≥ 5 and CNN(m, 4) be the CNN. 0en,

(1) ZC1(CNN(m, 4)) � 404m − 1032
(2) ZC2(CNN(m, 4)) � 1361m − 3940
(3) ZC∗1 (CNN(m, 4)) � 266m − 540

Proof. It is easy to see from the structure of CNN(m, 4) that
c5 � 4, c6 � 8, c7 � 4, c9 � 2m − 8, and c11 � 2m − 8. )us,
from equation (4), we have the following:

ZC1(CNN(m, 4)) � 􏽘
0≤ k≤ n−2

ck(G)k
2

� c5(5)
2

+ c6(6)
2

+ c7(7)
2

+ c9(9)
2

+ c11(11)
2

� 4(25) + 8(36) + 4(49) +(2m − 8)(81)

+(2m − 8)(121) � 404m − 1032.

(10)

)e edge set of CNN(m, 4) can be partitioned into
different classes depending upon the edge types of yk,l(G) as
listed in Table 2.

From the definition of the second ZCI and substitution
of yk,l from Table 2 in (5), it follows that

ZC2(CNN(m, 4)) � y5,6(5 × 6) + y5,7(5 × 7) + y6,6(6 × 6) + y6,7(6 × 7) + y6,9(6 × 9)

+ y6,11(6 × 11) + y7,7(7 × 7) + y7,9(7 × 9) + y7,11(7 × 11) + y9,9(9 × 9) + y9,11(9 × 11) + y11,11(11 × 11)

� 8(30) + 4(35) + 6(36) + 12(42) + 4(54) + 4(66) + 2(49) + 4(63) + 8(77) +(2m − 10)(81)

+(6m − 28)(99) +(5m − 24)(121) � 1361m − 3940.

(11)
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Similarly, from substitution of yk,l(G) from Table 2 in
(6). we have

ZC
∗
1 (CNN(m, 4)) � y5,6(5 + 6) + y5,7(5 + 7)

+ y6,6(6 + 6) + y6,7(6 + 7)

+ y6,9(6 + 9) + y6,11(6 + 11)

+ y7,7(7 + 7) + y7,9(7 + 9)

+ y7,11(7 + 11) + y9,9(9 + 9)

+ y9,11(9 + 11) + y11,11(11 + 11)

� 8(11) + 4(12) + 6(12) + 12(13)

+ 4(15) + 4(17)

+ 2(14) + 4(16) + 8(18)

+(2m − 10)(18) +(6m − 28)(20)

+(5m − 24)(22)

� 266m − 540.

(12)

(1) ZC1(CNN(m, n)) � 256mn − 700m − 700n + 1448

(2) ZC2(CNN(m, n)) � 1024mn − 2808m − 2808n +

7474
(3) ZC∗1 (CNN(m, n)) � 128mn − 246m − 246n − 100

Theorem 3. Let m, n≥ 5 and CNN(m, n) be the CNN. 0en,

Proof. In order to prove our result, we will compute ck, the
number of vertices of connection number k, and yk,l(G) is
the edge of CNN(m, n) whose vertices have connection
numbers k and l. It is easy to see from the structure of
CNN(m, n) that c5 � 4, c6 � 8, c7 � 4, c9 �

2m + 2n − 16, c11 � 2m + 2n − 16, and c16 � (m − 4)(n − 4).
)us, from equation (4), we have the following:

ZC1(CNN(m, n)) � c5(5)
2

+ c6(6)
2

+ c7(7)
2

+ c9(9)
2

+ c11(11)
2

+ c16(16)
2

� 4(25) + 8(36) + 4(49)

+(2m + 2n − 16)(81) +(m − 4)

· (n − 4)(256) +(2m + 2n − 16)(121)

� 256mn − 700m − 700n + 1448.

(13)

)e edge set of CNN(m, n) can be partitioned into
different classes depending upon the edge types of yk,l(G) as
listed in Table 3.

From the definition of the second ZCI and substitution
of yk,l from Table 3 in (5), it follows that

Z2(CNN(m, n)) � y5,6(5 × 6) + y5,7(5 × 7) + y6,6(6 × 6) + y6,7(6 × 7) + y6,9(6 × 9)

+ y6,11(6 × 11) + y7,9(7 × 9) + y7,11(7 × 11) + y7,16(7 × 16) + y9,9(9 × 9) + y9,11(9 × 11)

+ y11,11(11 × 11)y11,16(11 × 16) + y16,16(16 × 16) � 8(30) + 4(35) + 4(36) + 8(42) + 8(54)

+ 8(66) + 8(63) + 8(77) + 4(112) +(2m + 2n − 20)81 + 99(6m + 6n − 56) + 121(2m + 2n − 16)

+(6m + 6n − 56)(176) +(4mn − 19m − 19n + 90)(256) � 1024mn − 2808m − 2808n + 7474.

(14)

Table 1: Partition of edge set of CNN(m, 3).

Edges of type yk,l Number of edges

y3,5 8
y3,6 8
y3,9 4
y5,6 4
y6,6 m − 1
y6,9 6m − 24

Table 2: Partition of edge set of CNN(m, 4).

Edges of type yk,l Number of edges

y5,6 8
y5,7 4
y6,6 6
y6,7 12
y6,9 4
y6,11 4
y7,7 2
y7,9 4
y7,11 8
y9,9 2m − 10
y9,11 6m − 28
y11,11 5m − 24

Table 3: Partition of edge set of CNN(m, n).

Edges of type yk,l Number of edges

y5,6 8
y5,7 4
y6,6 4
y6,7 8
y6,9 8
y6,11 8
y7,9 8
y7,11 8
y7,16 4
y9,9 2m + 2n − 20
y9,11 6m + 6n − 56
y11,11 2m + 2n − 16
y11,16 6m + 6n − 56
y16,16 4mn − 19m − 19n + 90

Discrete Dynamics in Nature and Society 5
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Figure 6: Differences of indices for CNN(m, n).

Table 4: Differences of indices for CNN(m, 3).

m ZC1 ZC2 ZC∗1

5 478 960 366
6 676 1320 468
7 874 1680 570
8 1072 2040 672
9 1270 2400 774
10 1468 2760 876
11 1666 3120 978
12 1864 3480 1080
13 2062 3840 1182
14 2260 4200 1284
15 2458 4560 1386

Table 5: Differences of indices for CNN(m, 4).

m ZC1 ZC2 ZC∗1

5 988 2865 790
6 1392 4226 1056
7 1796 5587 1322
8 2200 6948 1588
9 2604 8309 1854
10 3008 9670 2120
11 3412 11031 2386
12 3816 12392 2652
13 4220 13753 2918
14 4624 15114 3184
15 5028 16475 3450
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Similarly, from substitution of yk,l(G) from Table 3 in
(6), we have

Z
∗
1 (CNN(m, n)) � y5,6(5 + 6) + y5,7(5 + 7) + y6,6(6 + 6) + y6,7(6 + 7) + y6,9(6 + 9) + y6,11(6 + 11)

+ y7,9(7 + 9) + y7,11(7 + 11) + y7,16(7 + 16) + y9,9(9 + 9) + y9,11(9 + 11)

+ y11,11(11 + 11) + y11,16(11 + 16)

+ y16,16(16 + 16) � 8(11) + 4(12) + 4(12) + 8(13) + 8(15) + 8(17) + 8(16) + 8(18) + 4(23)

+(2m + 2n − 20)18 + 20(6m + 6n − 56) + 22(2m + 2n − 16) + 27(6m + 6n − 56)

+ 32(4mn − 19m − 19n + 90)

� 128mn − 246m − 246n − 100.

(15)

3. Numerical and Graphical Comparisons

In this section, we will give numerical and graphical com-
parisons of the Zagreb connection indices with respect to the
cellular neural network. Maple software is used to construct a
simple comparison of the Zagreb connection indices related to
the cellular neural network into 3D plots (Figures 5 and 6).)e
numerical comparison is given in Tables 4–6. We can see from
the 3D plots and numerical tables that the second Zagreb index
is always greater than the other two indices.

4. Conclusion

)e Zagreb connection indices for the cellular neural system
on a rectangular grid have been computed. Later on, the
obtained results for the Zagreb connection indices, has an
application; with the help of numerical tables and 3D plots,
the determination of detailed comparisons among these
indices of CNN has been outlined. It is notable that the
obtained results for these networks are all quadratic in terms
of the order of the network, which showed that one can build
efficient graph algorithms to compute the indices within
polynomial time.

Data Availability

All the data are included within this paper. However, the reader
may contact the corresponding author for more details of the
data.

Conflicts of Interest

)e authors declare no conflicts of interest.

Acknowledgments

Zahid Raza has been funded during this work by the
University of Sharjah under Project #1802144068 and
MASEP Research Group.

References

[1] L. O. Chua and L. Yang, “Cellular neural networks: )eory,”
IEEE Transactions on Circuits and Systems, vol. 35, no. 10,
pp. 1257–1272, 1988.

[2] T. Roska and L. O. Chua, “Cellular neural networks with non-
linear and delay-type template elements and non-uniform
grids,” International Journal of Circuit 0eory and Applica-
tions, vol. 20, no. 5, pp. 469–481, 1992.

[3] T. Matsumoto, T. Yokohama, H. Suzuki, and R. Furukawa,
“Several image processing examples by CNN,” in Proceedings
of the IEEE International Workshop on Cellular Neural Net-
works and their Application, pp. 100–111, Budapest, Hungary,
December 1990.

[4] L. C. Jain and V. R. Vemuri, Industrial Applications of Neural
Networks, CRC Press, Boca Raton, FL, USA, 1988.

[5] A. Slavova and V. Mladenov, Cellular Neural Networks:
0eory and Applications, Nova Publishers, Hauppauge, NY,
USA, 2004.

Table 6: Differences of indices for CNN(m, n).

(m, n) ZC1 ZC2 ZC∗1

(5, 5) 848 4994 640
(6, 5) 1428 7306 1034
(7, 5) 2008 9618 1428
(8, 5) 2588 11930 1822
(9, 5) 3168 14242 2216
(10, 5) 3748 16554 2610
(6, 6) 2264 10642 1556
(7, 6) 3100 13978 2078
(8, 6) 3936 17314 2600
(9, 6) 4772 20650 3122
(10, 6) 5608 23986 3644

Discrete Dynamics in Nature and Society 7



[6] M. Javaid and J. Cao, “Computing topological indices of
probabilistic neural network,” Neural Computing and Ap-
plications, vol. 30, no. 12, pp. 3869–3876, 2018.

[7] J.-B. Liu, J. Zhao, S. Wang, M. Javaid, and J. Cao, “On the
topological properties of the certain neural networks,” Journal
of Artificial Intelligence and Soft Computing Research, vol. 8,
no. 4, pp. 257–268, 2018.

[8] M. Javaid, M. Abbas, J.-B. Liu, W. C. Teh, and J. Cao, “To-
pological properties of four-layered neural networks,” Journal
of Artificial Intelligence and Soft Computing Research, vol. 9,
no. 2, pp. 111–122, 2019.

[9] S. Chen and Kandlur, “Addressing, routing, and broadcasting
in hexagonal mesh multiporcessors,” IEEE Transections and
Computations, vol. 39, no. 6, pp. 10–18, 1990.

[10] G. Ducoffe, G. R. Marinescu, C. Obreja, A. Popa, and
R. M. Tache, “Extremal graphs with respect to the modified
first Zagreb connection index,” in Proceedings of the 16th
Cologne-Twente Workshop on Graphs and Combinatorial
Optimization, CNAM, pp. 65–68, Paris, France, June 2018.

[11] L. N. Lester and J. Sandor, “Computer graphics on a hex-
agonal grid,” Computers & Graphics, vol. 8, no. 4, pp. 401–409,
1984.

[12] D. Maji and G. Ghorai, “A novel graph invariant: the third
leap Zagreb index under several graph operations,” Discrete
Mathematics, Algorithms and Applications, vol. 11, no. 5,
Article ID 1950054, 2019.

[13] F. G. Nocetti, I. Stojmenovic, and J. Zhang, “Addressing and
routing in hexagonal networks with applications for tracking
mobile users and connection rerouting in cellular networks,”
IEEE Transactions on Parallel and Distributed Systems, vol. 13,
no. 9, pp. 963–971, 2002.

[14] A. T. Balaban, “Chemical graph theory and the Sherlock
Holmes principle,” International Journal for Philosophy of
Chemistry, vol. 9, no. 1, pp. 107–137, 2013.

[15] A. T. Balaban, “Can topological indices transmit information
on properties but not on structures?” Journal of Computer-
Aided Molecular Design, vol. 19, no. 9-10, pp. 651–660, 2005.

[16] D. Basak and B. Subhash, “Use of graph invariants in
quantitative structure-activity relationship studies,” Croatica
Chemica Acta, vol. 89, no. 4, pp. 419–429, 2016.

[17] M. Imran, M. K. Siddiqui, A. Q. Baig, W. Khalid, and
H. Shaker, “Topological properties of cellular neural net-
works,” Journal of Intelligent & Fuzzy Systems, vol. 37, no. 3,
pp. 3605–3614, 2019.

[18] I. Gutman and N. Trinajstić, “Graph theory and molecular
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Educational management and social psychology researchers have frequently suggested that job burnout and even turnover
intention of college teachers can be induced by stress, which is an inherent part of fast-changing environments and advanced
educational technology. However, studies about the contingency effect remain limited. We articulate the effect of role stress and
technostress by integrating organizational behaviour and educational management literature. Particularly, this study tries to
investigate the moderating effect of teacher agility and leader-member exchange differentiation on suppressing burnout.
According to the job demands-resources model, we proposed that the negative effect of stress on burnout depends on the degree of
agility and leader-member change quality (LMXD). A study of 271 samples supports the propositions. Specifically, the adverse
effect of role stress on job burnout is strengthened by both employee agility and LMXD. We further elaborate theoretical
implications on educational management, social psychology, and job demands-resources model.

1. Introduction

Job burnout refers to a series of negative mental experiences
from chronic exposure to stress [1]. Prior job burnout lit-
erature was involved in social psychological research [2, 3]
and organization behavior research [1]. Some studies started
to explore the influencing factors and functional mecha-
nisms in a special organization, such as in the healing do-
main [4, 5], and the accounting field [6, 7]. Recently, some
scholars emphasized teacher job burnout [8, 9], yet we still
know little about how it occurs and how to constrain teacher
occupational burnout.

Prior studies demonstrated that burnout was frequently
associated with negative outcomes, such as turnover in-
tention [10, 11], negative emotions [12, 13], poor task
performance [14], and commitment to the organization [15].
Likewise, teacher burnout brings about psychological dis-
order [7] and emotional exhaustion [16, 17]. Teachers’ be-
liefs, attitudes, and emotions affect teaching behaviors and
students profoundly [18]. It is not hard to imagine how deep

the despair of an “audience” full of eagerness and curiosity is
when confronting an “actor” of emotional exhaustion [14].
*us, it is extremely essential to be aware what factors ac-
count for the occurrence of burnout and it is necessary to
investigate what factors can suppress the adverse effect

Burnout is an inherent part of stress [5], which will
happen naturally while teachers are exposed to chronic
pressure [15]. Some teachers deal with pressure successfully.
Yet, for some teachers, burnout might be inevitable because
they fail to successfully manage the stress [16]. To reduce and
alleviate the negative effect, some researches explore the role
of security-related stress on constraining burnout [19],
which is verifies as an important factors affecting an em-
ployee’s perception of burnout [20], including two di-
mensions, security-related role stress (SRRS) and security-
related technostress (SRTS).

Prior studies emphasize that the efficacy of stress on
burnout is contingent on the context. However, the con-
tingent effect has only received scarce research attention.
According to the job demands-resources model [21],
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security-related stresses are considered as “job demands”
and leader-member change quality (LMXD) and teacher
agility as “job resources.” *ereby, we examined the con-
tingency effect of LMXD and teacher agility on the role of
security-related stress in suppressing teacher job burnout.

*us, our study makes several contributions to psy-
chological research and to education management lit-
erature. First, we extend the JD-R model, and we provide
a more comprehensive understanding on the efficacy of
the stress on teacher burnout that is moderated by the
value of teacher-subjective effort and the leader-member
relationship. Second, we remind teachers and their ad-
ministrators of potential countermeasures and policies
based on different kinds of personal characteristics and
interpersonal relationships. Our study sheds a new light
on the differential coping strategies in constraining job
burnout under various types of stress that teachers suffer
from.

2. Theory and Hypotheses Development

*e JD-R model was developed to perceive the causes and
consequences of burnout. Reference [22], which was first
raised by Evangelia Demerouti in Journal of Applied
Psychology. *is theory further indicates two types of
working conditions: JDs (job demands) and JRs (job re-
sources). JDs are regarded as “negative factor” [21], which
refers to the physical or psychological aspect of the job,
and JDs are frequently related to the physical and/or
mental costs. In addition, JRs are viewed as “positive
factors” [21], which refers to the physical or mental aspect
of a job, and they contribute to accomplish work targets,
reducing JDs, or aspects relating to physical or physio-
logical expenses and promoting personal working
performance.

In our study, security-related stresses correspond with
JDs’ definition, which take up teachers’ precious time and
efforts. Meanwhile, teacher agility and LMXD pertain to the
concept of JRs, which are beneficial for teachers in order to
gain necessary resources and make right decision to com-
plete tasks and accomplish targets. Inherent in the definition
of JRs is the assumption that JRs may buffer the influence of
JDs on job burnout [23]. Teacher agility and LMXD, which
are types of JRs, can contribute to prevent and reduce
burnout [12].

Our study develops a mathematic model, and the
equations of teacher job burnout (TJB) can be written as
equation (1) [24]. SRRS and SRTS are considered as an-
tecedents of TJB. Teacher agility (TA) and leader-member
exchange differentiation (LMXD) indicate the moderating
effect on the impacts of TJB. Age, Edu, Acat, and Ole are
demographic variables. Based on the job demands-re-
sources model, we try to achieve these following research
targets: (1) to elaborate the SRRS and SRTS as essential
antecedents to understand teacher burnout; and, specifi-
cally, (2) to explore moderating variables changing the
extent of efficacy to which SRRS and SRTS impact on
teacher burnout.

TJB � α + β1SRRS + β1SRTS + β1LMXD + β1TA

+ β1(SRRS∗LMXD) + β1(SRRS∗TA)

+ β1(SRTS ∗LMXD) + β1(SRTS∗TA) + β1Age

+ β1Edu + β1Acat + β1Ole + μ.

(1)

2.1. Role Stress, Technostress, and Job Burnout. Burnout is a
condition where an employee’s physical, emotional, and
mental energies exhaust or run out [25]. *ere is a strong
connection between pressure and burnout [26]. Teacher
burnout is consequent when exposed to chronic pressure or
when there is a lack of job security [10, 27]. Severe occu-
pational stress may obsessively exhaust teachers’ energy and
related JRs and eventually result in a severe status of oc-
cupational burnout [15, 28, 29].

Security-related stress is divided into two concepts, se-
curity-related role stress (SRRS) and security-related tech-
nostress (SRTS) [20]. SRRS is workers’ response to the
situations where multiple roles are provided [20], which is
associated with poorer decision-making [4]. Teachers fre-
quently have to do a lot of work besides teaching and sci-
entific research, e.g., the administrative task [25, 29].
Teachers experience role stress and are consequently unsure
of their superiors’ expectations and how they will judge the
outcomes of their decisions. Teachers will “hesitate to make
decisions and will have to rely on a trial and error approach.”
Teachers with ambiguous roles would waste more time in
struggling to define and understand their own roles, which is
bad for decision-making and problem-solving [26], resulting
in increasing job burnout.

SRTS is “a kind of modern social disease for technology
inadaptation,” when the new technologies cannot be mastered
and applied while working [20]. *e lack of applying various
technologies into educational environment has been consid-
ered as a key obstacle to their development [25] and teachers’
capability of integrating the technology into their daily ped-
agogical work is beneficial for personal development and
improvement [30]. More and more teachers are increasingly
dependent on education-related technologies. However, at the
same time, they are inclined to feel more stressed in a situation
where various education-related technologies emerge succes-
sively and change rapidly [31]. *us, as teachers strive to
change conventional occupational practices and habits [32], it
is inevitable that teachers will experience SRTS, which results in
losing confidence and missing the previous catching-up op-
portunity through mastering educational technologies [20, 32],
resulting in increasing job burnout. *erefore, we propose the
following hypotheses.

(i) H1a: SRRS is related to teacher burnout positively.
(ii) H1b: SRTS is related to teacher burnout positively.

2.2. Moderating Effect of Teachers’ Agility. Employee
agility, a vital job resource, means a competence to respond
promptly and accurately to variation [33, 34] and avail
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themselves of chances emerging from the changes. When
encountering role stress, teachers with high agility will ac-
tively seek for solutions and leader support to break through
the role dilemma and make decisions effectively and effi-
ciently [35]. Meanwhile, those teachers with high agility are
more adept at capitalizing on an emerging chance, in the
ever-changing situation of education-related technologies
[36]. Agility adapts teachers to ever-changing technological
environments and avails them to modify themselves to
better adapt to them.*us, agility is beneficial for teachers to
function efficiently when they are under technostress [37].

Drawing on the JD-R model [23], we propose that
teachers with a high level of agility will weaken the efficacy of
role stress and technostress, leading to a suppressing of
teacher burnout. *erefore, this study attempts to explore
the moderating effect of teacher agility on the link of se-
curity-related role stress and technostress on teacher
burnout. Based on the agreement above, when teacher agility
is high, role stress and technostress are less salient in in-
triguing burnout. *erefore, we propose the following
hypotheses.

(i) H2a: the negative efficacy of SRRS on teacher
burnout is weaker when teachers’ agility is high
rather than low.

(ii) H2b: the negative efficacy of SRTS on teacher
burnout is weaker when teachers’ agility is high
rather than low.

2.3. 0e Moderating Effect of LMXD. Leader-member ex-
change quality differentiation (LMXD) was regarded as the
extent of differentiation to which superiors develop distinct
quality relationships with their staff [38]. A low LMXD value
means a favorable leader-member relationship and a crucial
job resource [39]. Prior studies report evidence that LMXD
generates negative mood, for instance, distrust or disgust
[40], group conflict [39], poor coordination [41], and as-
sistance [42] from both leaders and colleagues.

A high LMXD value further strengthens the adverse effect
of stress on job burnout. Firstly, when LMXD is high, for the
relationship boundaries, it is unlikely for some teachers to
receive resources and leader support [43], yet they receive
passive information regarding role differentiation [44]. *us,
for those teachers who are suffering from role stress, it is more
difficult to get out of their own role dilemma and to make a
right decision. Secondly, when LMXD is high, it is more
difficult for some teachers to obtain critical help and support
from leaders or other teachers who might have been proficient
at some cutting-edge education-related technologies [45], and
thus they might fell more insecure.

Drawing on the JD-R model, we propose that the
presence of differentiation in the relationship quality with
supervisors will strengthen security-related role stress and
technostress in aggravating teacher burnout. We attempt to
explore the moderating effect of LMXD upon the link of
SRRS and SRTS on teacher burnout. Based on the above
agreement, when LMXD is high, SRRS and SRTS are more
salient in burnout. *erefore, we propose that

(i) H3a: compared with being low, the negative effect of
SRRS on job burnout is more salient when LMXD is
high.

(ii) H3b: compared with being low, the negative effect of
SRTS on job burnout is more salient when LMXD is
high.

3. Methodology

3.1. Sample and Data Collection. Our research sample frame
came from high educational teachers located in China,
whose majors are economics, management, engineering,
science, philosophy, and literature. To test the hypotheses,
we integrated some previously validated items and designed
an original questionnaire. With the assistance of some
university pro vice-chancellors, in charge of teaching and
learning, we conducted in-depth interviews about job
burnout with some departmental director and teachers,
respectively. Based on the proceeding literature review and
field interviews, we redesigned and modified our
questionnaire.

Data collection involves two kinds, an online survey and
an offline survey. First, we emailed electronic questionnaires
to 524 teachers directly, and we received 56 feedbacks.
Table 1 presents the profile of the sample. Secondly, with the
support of some pro vice-presidents, we effectively adopted
the on-site questionnaire distribution and collection. We
collected 243 valid questionnaires of 400 distributed ques-
tionnaires, of which 28 were removed for being incomplete.
Finally, we got 271 samples, with response rate of 28.3%.

3.2. Measures. To validate the conceptual model, our study
conducted an empirical investigation and developed the
survey instrument in three steps. First, we adapted the
measures from preceding studies and then translated the
English questionnaire into Chinese while assuring con-
ceptual precision [46]. Second, we asked three academic
researchers with expertise in high education research to
evaluate the questionnaire for questionnaire flow, design,
and content validity.*ird, we pilot-tested the questionnaire
with 20 teachers and revised the survey instrument based on
the feedback received.

3.2.1. Job Burnout. We measured job burnout with 9 items
adapted from Chong et al. [6, 47], which is regarded as a
series of negative mental experiences from chronic exposure
to organizational stress. Example items included “I sense
burned out from my work.”

3.2.2. Technostress and Role Stress. We adopted scales from
Hwang and Cha [20] to measure SRRS and SRTS [20]. SRRS
was measured with 8 items, which is associated with
workers’ response to the situations where multiple roles are
provided [20]. Examples included “I often receive assign-
ments without adequate resources and materials to execute
them.” SRRS was defined as the complexity or uncertainty of
education-related technology which induce teacher mental
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pressure [26]. Example items included “I am forced by ed-
ucation-related technology to work much faster than before.”

3.2.3. LMXD. We measured LMXD adapted from Chiniara
and Bentein [38] which was evaluated for 3 items on the
degree of differentiation of the exchange quality between
superiors and their staff [38, 42]. Examples include “Some
departmental members have a positive working relationship
with my leader while other team members do not.”

3.2.4. Teacher Agility. We measured the teacher agility
adapted from Pitafi et al. [34], which was assessed for 15
items on the capability of a teacher to respond and ac-
commodate themselves to variation rapidly and correctly
[34]. Examples include “I search for the chances to improve
myself at my work.”

4. Result

4.1.ConstructValidity. We applied SPSS 21 and Lisrel in our
study. Our CFA is to evaluate construct validity, and its
results revealed that the measurement model fits the data
well as advised (c2/df� 2347.25/1016� 2.31, CFI� 0.94,
IFI� 0.94, NNFI� 0.93, RMSEA� 0.07). All item loadings
were statistically significant. Meanwhile, the value of
Cronbach’s α and CR were all higher than 0.7. *e results of
our research further showed good convergent validity and
discriminant validity as well, because all values of the square
root of the average variances extracted exceeded the
thresholds of 0.70 [48] and were higher than the correlations
with other constructs [49] (see Table 2). *erefore, in our
study, our measures have appropriate reliability and validity.

4.2. CommonMethod Bias. We conducted one post hoc test
to alleviate common method bias. *e results of Harman’s
single-factor test displayed the first factor only contributed
to 19.18 percent of the total variance, indicating a lack of
evidence of common method bias. Moreover, the single-
factor model showed unacceptable fit indices (c2/
df� 1130.88/170� 6.65, CFI� 0.79, IFI� 0.79, NNFI� 0.77,
RMSEA� 0.19, SRMR� 0.12), which were worse than that of
our measurement model. Hence, common method bias was
not likely to become a major issue.

4.3. Hypothesis Testing. To test the hypotheses in our study,
we applied hierarchical regression because it is a usual way
recommended to measure moderating effects. In order to
reduce concerns of multicollinearity, we standardized all
hypothesized variables. *e results showed that multi-
collinearity was not a serious issue because all variance
inflation factors (VIF) are less than 7, which is well below the
acceptable maximum cutoff value of 10 [50].

In H1a and H1b, we anticipated that role stress and
technostress associate positively to teacher burnout. Model
2, in Table 3, indicated that role stress (β� 0.46, p< 0.001,
0.000) and technostress (β� 0.17, p< 0.01, 0.005) both have
a significant effect on teacher burnout (see Figure 1).
Moreover, compared to technostress, role stress exerted a
more salient impact on teacher burnout. *erefore, H1a and
H1b were both supported (see Figure 1).

H2a and H2b anticipated the significant moderating
impact of teacher agility upon the connection between se-
curity-related stress and teacher burnout. We predicted that
teacher agility would weaken the effectiveness of role stress
in constraining teacher burnout in H2a. On the contrary, the
regression results indicated that the interactions of teacher
agility with SRRS aggravating teacher burnout (β� 0.18,

Table 1: Sample demographic (N� 271).

N Percentage (%)
Gender
Male 77 28.4
Female 194 71.6

Age
20–30 89 32.8
30–40 116 42.8
40–50 48 17.7
50–60 16 5.9
≥60 2 0.7

Education (Edu)
Below bachelor 19 7.0
Bachelor 82 30.3
Master 142 52.4
Doctor 28 10.3

Academic title (Acat)
Research assistant 72 26.6
Lecturer 103 38.0
Associate professor 68 25.1
Professor 28 10.3

Overseas learning experience (Ole)
Yes 41 15.1
No 230 84.9
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p< 0.05, 0.03), which fails to support H2a. Figure 2 reveals
that role stress has stronger negative effects on teacher
burnout when there is high (β� 0.61, p< 0.001, 0.000) than
when there is low teacher agility (β� 0.48, p< 0.001, 0.000).
In H2b, although we predicted that teacher agility would
weaken the effectiveness of technostress in suppressing
teacher burnout, the regression result shows their interac-
tions between teacher agility with SRTS on teacher burnout
is not significant (β� 0.02, p> 0.05, 0.80), which fails to
support H2b.

H3a and H3b anticipated a positive and significant
moderating impact of LMXD upon the connection between
role stress, technostress, and teacher burnout. *e interac-
tion between LMXD and role stress on teacher burnout is
significant (β� 0.15, p< 0.05, 0.03; see Table 3, Model 4),
supporting H3a. Model 4, in Table 3, showed higher levels of
LMXD strengthening the negative effects of role stress on
teacher burnout, in support of H3a. Figure 3 reveals that role
stress has stronger negative effects on teacher burnout when

there is high LMXD (β� 0.53, p< 0.001, 0.000) than when
there is low LMXD (β� 0.47, p< 0.001, 0.000). In H3b,
although we predicted that LMXD would strengthen the
efficacy of technostress on teacher burnout, the regression
result showed that interaction between LMXD and SRTS on
teacher burnout is not significant (β� −0.08, p< 0.05, 0.24),
which fails to support H3b.

5. Discussion and Implication

5.1. 0eoretical Implications. Teacher occupational burnout
and stress have attracted attention from theoretical research
and management practice, complicating social educational
management research [14, 19] and setting higher require-
ments for the competencies of educational administrators
[10]. Although there is widespread recognition of the role of
stress, including role stress and technostress, in suppressing
teacher burnout, the influences of the leader-member re-
lationship quality and teacher subjective initiative in shaping

Table 2: Descriptive statistics and correlations.

Variable 1 2 3 4 5 6 7 8 9 10
1. JB —
2. TS 0.36 0.79
3. RS 0.54 0.46 0.77
4. LMXD −0.21 −0.06 −0.1 0.87
5. EA −0.10 0.22 0.20 0.16 0.82
6. Gendera 0.08 −0.14 −0.03 0.08 −0.04 —
7. Agea 0.02 0.04 −0.04 −0.11 −0.04 0.29 —
8. Edua 0.06 0.02 0.01 0.01 0.01 0.27 0.34 —
9. Titlea 0.08 −0.02 −0.02 0.02 −0.05 0.32 0.60 0.53 —
10. Expa 0.01 0.08 −0.07 0.16 0.03 0.17 0.13 0.24 0.35 —
M 3.00 3.41 3.23 1.71 3.82 0.28 1.99 2.66 2.19 0.15
SD 0.59 0.51 0.65 0.68 0.57 0.45 0.90 0.76 0.95 0.36
Note. *e diagonal elements (i.e., italic values) are the square roots of average variances extracted (AVEs). *e absolute value of the correlations above 0.14 is
statistically significant at p< 0.05 (two-tailed tests). aDummy variable.

Table 3: Hierarchical regression results.

DV: teacher burnout
Model 1 Model 2 Model 3 Model 4

Security-related technostress (SRTS) 0.17∗ 0.20∗∗∗ 0.21∗∗∗
Security-related role stress (SRRS) 0.46∗∗∗ 0.48∗∗∗ 0.40∗∗∗
LMXD −0.13∗∗ −0.17∗∗
Teacher agility (TA) −0.21∗∗∗ −0.14∗∗
SRTS× LMXD −0.08
SRRS× LMXD 0.15∗
SRTS×TA 0.02
SRRS×TA 0.18∗∗
Gender 0.07 0.10 0.12∗ 0.11∗
Age −0.06 −0.05 −0.07 −0.09
Education 0.01 −0.01 −0.01 0.02
Academic title 0.10 0.10 0.08 0.12
Experience −0.04 −0.02 0.01 −0.03
R2 −0.01 0.30 0.38 0.41
ΔR2 0.31 0.07 0.04
F 6.82 17.828∗∗∗ 18.428∗∗∗ 15.348∗∗∗
ΔF 59.933∗∗∗ 14.243∗∗∗ 5.536∗∗∗

Note.∗p< 0.05; ∗∗p< 0.01; ∗∗∗p< 0.001; All tests are two-tailed. (N� 271)
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their roles remain underexplored. With a survey of 271
teacher samples in China, we found that role stress plays a
stronger role in deteriorating teacher burnout than tech-
nostress. LMXD enhances role stress in alleviating job
burnout. What is surprising and interesting is that teacher
agility also worsens job burnout, which is distinct from what
we anticipated above. *ese findings make several contri-
butions to the education management literature.

First, we provided a leadership contingent view of ed-
ucation management by explicating the moderating role of
leader-member exchange quality differentiation. Some re-
searches center on the impact of superior leadership [14, 45],
but our study represents the first trial to investigate how the
relationship of SRRS and SRTS and teacher burnout vary
with different levels of leader-member exchange differen-
tiation. When LMXD is high [44], role stress turns more
effective in irritating teacher occupational burnout, because
an unequal working situation restrains to pursue necessary
resources imaginable for university teachers and conse-
quently worsens the level of burnout.

Second, our study enriches the contingent view of JD-R
by accounting for different levels of teacher agility. Unlike
LMXD, teacher agility varies from person to person
[21, 43, 45]. Perhaps most of teachers may make wrong
efforts for the lack of appropriate supervision and instruc-
tion. Our findings show that role stress has a more salient
role in teacher burnout when the level of agility is high for
aggravating teacher burnout. Our studies also discovered
that the interplay of teacher agility with technostress has a
nonsignificant effect on teacher burnout, perhaps because
teachers may not be able to overcome technical obstacles
only with their own endeavour [25]. Our findings extend
prior literature by showing that teacher agility may worsen
teacher burnout rather than restrict it.

5.2. Practical Implications. Our study provides several
guidelines for practitioners of educational management.
Firstly, to lighten the negative efficacy, educational managers
should attach emphasis on security-related stress and ought
to take effective measures to reduce the adverse effect. Se-
curity-related stress, including role stress and technostress,
both have a significant negative implication on job burnout.
Secondly, role stress has a more salient negative influence
than technostress does, especially when LMXD is high.
University administrators should prioritize teachers’ con-
fusion regarding their role requirements, particularly when
leader-member relationship quality is low. However, when
teachers are stuck in the technostress, if universities try to
optimize the leader-member relationship, the results may
disappoint them.

Our findings also have important implications for
teachers themselves. Some teachers are struggling from
security-related stress [29], such as a large workload, role

Technostress

Role stress

Job burnout

Teachers’ agility LMXDSecurity-related 
stress 

0.46∗∗∗ 

0.17∗

0.18∗∗

0.15∗

–0.08

0.02

Figure 1: Path analysis of the research model. ∗p< 0.05; ∗∗p< 0.01; ∗∗∗p< 0.001;
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Figure 2: Role stress and teacher agility. *e moderating effect of
teacher agility on role stress-job burnout link.
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Figure 3: Role stress and LMXD. *e moderating effect of LMXD
on role stress-job burnout link.
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conflict or ambiguity, education-related technology com-
plexity, and leader-member exchange relationship, all of
which cause psychological and physical passive and ex-
haustion perception toward work [23]. Our finding confirms
stress as a direct cause of job burnout among teachers. *us,
teachers shall take both role stress and technostress seriously
and actively [51]; otherwise, they might lose their enthusi-
asm for educational research and teaching and suffer severe
job burnout. As our findings indicate, teachers should attach
more emphasis to develop their own agility toward the
correct direction. Teachers who have been stuck in role stress
may not be clear about what they can or should do.*us, the
more efforts they make, perhaps the more confused they get,
and the less progress they will make naturally.

5.3. Limitation and Future Research. Our research consists
of two limitations. *e impact of agility may vary with time
and person. Firstly, the cross-sectional data cannot support
us to test the causal link in our concept model. Longitudinal
studies might capture the dynamic effects of teacher agility
on suppressing the negative impacts between security-re-
lated stress and job burnout. Secondly, we gathered data by
the virtue of convenient sample methods, and thus we
cannot collect data of teachers who are experiencing a
distinct degree of security-related stress. Teachers with
different experiences show different levels of agility, so the
interaction of teacher agility with security-related stress
displays distinct characteristics and effects. *e teacher’s
capability to apply education-related technology and getting
support from their superiors vary tremendously with de-
velopment levels of the university and the local economy
development [25]. We could conduct stratified sampling
studies with large-scale participants in the future in order to
gain more sound conclusions and thorough understanding.
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In this article, we present a novel aerial robot with a suspended saw (ARSS) for pruning trees that are close to electric power lines.
,e Robot’s movement process includes free flight and aerial pruning. We first established a dynamic model and designed a
controller based on the Active Disturbance Rejection Control (ADRC) on the model. Aiming at the problem of saw swing and
residual oscillation during the free flight movement, we adopt the linear state feedback to design a swing angle controller. Finally,
we use Matlab/Simulink and CoppeliaSim for simulation, and the simulation results verify the effectiveness and feasibility of
the controller.

1. Introduction

As Aerial Robots are increasingly deployed in a broad
spectrum of real-world, there is a growing demand to
broaden their application scenario [1]. ,e Robot has the
advantages of small size, strong maneuverability, and the
ability to hover at a fixed point. It has become an excellent
aerial work platform, and it has been used in cargo trans-
portation [2], spraying pesticides [3], etc. Tree barrier
pruning is a new application of aerial robots. A tree barrier is
a tree that grows near the power line. Its branches will grow
between the power lines and may cause a short circuit on the
power line. ,ese problems are caused due to contact tree
branches with wires of power towers. ,is contact is one of
the significant reasons for interrupting power services. ,e
traditional method is that a person carries a pruning tool to
climb the tree to cut the branches that will cause a short
circuit of the power line. ,is method is hazardous and
quickly causes personal injury. However, using aerial robots
to carry pruning tools and fly to the vicinity of the branches
to be cut will improve work efficiency and safety.

Moreover, the installation position of the cutting tool on
the aerial Robot will cause differences in modeling and

control. To the best of our knowledge, the pruning tool can
be installed on the top [4–6], front [7], and bottom of the
fuselage [8].,e branches that need to be cut are generally at
the crown of the tree. Moving the drone to the top of the tree
can improve the pruning efficiency. ,erefore, our design is
to install the pruning tool under the fuselage through a rope
hanging method. ,is installation method is the mode for a
multirotor helicopter with suspended loads [9]. When the
robot performs tasks, there are several difficulties to over-
come. First, because of the movement of the fuselage and its
own inertia, the load will swing in the air. ,e swing will
increase the control difficulty and model uncertainty of the
robot. Second, due to the limited space under the fuselage
and the problem that the shape of the load does not match
the fuselage, there are a lot of restrictions on the choice of
load.

To the best of our knowledge, research on the multirotor
helicopter with suspended loads has been receiving atten-
tion, and many effective control methods have been pro-
posed. In [10], a nonlinear controller based on the
backstepping control algorithm is designed so that the drone
can still perform a good trajectory tracking when the
hanging load swings significantly; Alothman and Gu [11]
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uses a differential smoothing method to design a four-rotor
UAV controller with suspended load, which realizes the
trajectory generation and tracking of this system; Faust et al.
[12] denotes an iterative linear-quadratic optimal controller,
which realizes the trajectory tracking control of the UAV
and suppresses the swing of the hanging load. Palunko et al.
[13] adopts a reinforcement learning method to train the
helicopter flight control system and realize the trajectory
planning of hanging load. In [14], the researchers studied the
take-off process of a quadcopter drone with a load. Yang
et al. [15] solved the problem of the quadrotor achieving safe
take-off under the condition that the hanging load is un-
known, and the simulation results confirmed the effec-
tiveness of its algorithm. Complex network theory [16, 17]
can plan the tasks of aerial robots.

However, the research results of multirotor drones with
hanging systems are remarkable, but many methods still
have some limitations. ,e controller designed in [10] can
achieve reasonable trajectory tracking control but does not
control the position of the hanging load.,e control effect of
the controller designed in [11, 12] is significant, but the
controller is complex and requires high computing resources
for the onboard computer. ,e controller in [13] can only be
used under a load of a specific weight. When changing the
load, reinforcement learning is required again, and the
portability is not good.,e authors of [14, 15] focused on the
take-off and landing issues, but did not focus on the entire
flight process. References [16, 17] only analyze and prove
mission planning but do not involve specific controller
design.

In this article, we present the ARSS, an Aerial Robot with
Suspended Saws. ARSS can use the hanging saw to cut and
clean horizontally growing tree barrier. In order to solve the
model uncertainty and disturbance in the execution of aerial
pruning tasks, we used the Active Disturbance Rejection
Control (ADRC) [18] to design the controller. ,e main
components of ADRC include Tracking-Differentiator (TD)
[19], Extended State Observer (ESO) [20, 21], and Nonlinear
State Error Feedback (NLSEF) [22], all of which we have
covered. We summarize the contributions as follows:

(1) A novel a novel aerial robot can prune trees well.
(2) As the position and attitude are controlled by the

ADRC method without linearizing the system
model, this robot system can achieve better control
results when it is far from the equilibrium point, and
the system has high robustness.

(3) In addition, the controller has a simple structure and
does not require high calculation speed of the
onboard microprocessor.

In the rest of the article, we first discuss the dynamic
model of ARSS; next, the controller based on ADRC is
introduced including attitude control, position control and
control allocation. We also verified the entire Robot under
Matlab/Simulink and CoppeliaSim. Finally, we give some
conclusions and future work.

2. Mathematical Model

2.1. Coordinates and Conventions. Overall, two coordinate
frames were used. ,e inertial frame E OE, XE, YE, ZE􏼈 􏼉 is
fixed on the ground, and its z axis points upward. And the
body frame B OB, XB, YB, ZB􏼈 􏼉 is fixed on the COG, the z axis
of the frame points upward, as seen in Figure 1. ,e Sus-
pended Saws system is shown in Figure 2, L is the length of
the rope, and l is the distance from the motor axis to the
COG. ϕL is the angle between the projection of the con-
necting rod in the ObXbZb plane and the zb axis, θL is the
angle between the connecting rod and the above projection.

2.2. Assumptions. For the sake of model simplicity and al-
gorithm efficiency, the following assumptions were made:

(1) ,e body structure is rigid and symmetric
(2) ,e geometric center and CoG of the Robot are the

same
(3) ,e rope is rigid, non-stretchable, and of no quality
(4) ,e load is always under the body

2.3. Notation. ,roughout the article, we use right-hand
rules for the coordinate system. ,e attitude angles of the
body are [θ, ϕ,ψ]T ∈ R3 including Pitch angle θ, Roll angle
ϕ, and Yaw angle ψ, and [p, q, r]T ∈ R3 denote the angular
velocity in the body frame. [x, y, z]T ∈ R3 denotes the
position in the inertial frame.

,e matrix B
ER stands for the rotation matrix that rotates

a vector represented in the inertial frame E{ } to the body
frame B{ }. ,e rotation matrix is defined as

B
ER �

cθcψ cθsψ − sθ

sθsφcψ − cφsψ sθsφsψ + cφcψ cθsφ

sθcφcψ + sφsψ sθcφsψ − sφcψ cθcφ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (1)

where B
ER ∈ SO(3), SO(3)≜ R|RTR � I3, det(R) � 1,􏼈

R ∈ R3×3} with s(·) representing the sine and c(·) the cosine.

2.4. Body Dynamic Model. For the modeling of the body
dynamics, the Newton–Euler formalism was used. ,e
Equilibrium equation is as follows:

M €x €y€z􏼂 􏼃 �

Fx

Fy

Fz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Ib

_p

_q

_r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

p

q

r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ × Ib

p

q

r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

τx

τy

τz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(2)

withM being themass of the aerial Robot and Ib the moment
of inertia. Ib is defined as follows:
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Ib �

I11 − I12 − I13

− I12 I22 − I23

− I13 − I23 I33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (3)

where I12, I13, I23 are smaller than I11, I22, I33, respectively.
Define

Ix � I11,

Iy � I22,

Iz � I33.

(4)

,e solution to equation (3) is

Ib � diag Ix, Iy, Iz􏼐 􏼑. (5)

According to equation (4), the forces
BF � Fx Fy Fz􏽨 􏽩

T
and torques τB � τx τy τz􏽨 􏽩

T ∈ R3

act on the COG of the body. ,en the relation between

angular velocity [p, q, r]T and attitude angle [θ, ϕ,ψ]T can
expressed as

p

q

r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� Rc

_ϕ

_θ

_ψ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Rc �

1 0 − sin θ

0 cosϕ sinϕ cos θ

0 − sinϕ cos ϕ cos θ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(6)

Regardless of external disturbances, the aerial Robot is
mainly subjected to the gravity in the negative direction of
the OeXe axis and the lift Fi, i � 1, 2, 3, 4 generated by the
four rotors pointed by the positive direction of theObZb axis.
Fi is related to lift coefficient CT and rotating speedωi, which
is given by

OE

ZE

YE

XE

OB
XB

ω4

ω3

ω1

F1

F3
F4

F2

ω2

YB

ZB

Figure 1: ,e inertial and body frames.

OE

ZE

YE

XE

ZB

OB

YB

XB

ϕLθL

Figure 2: ,e suspended saws system.
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Fi � CTω
2
i . (7)

,erefore, let Ft be the total lift so that

Ft � 􏽘
4

i�1
Fi � CT 􏽘

4

i�1
ω2

i . (8)

According to equation (1), BF � Fx Fy Fz􏽨 􏽩
T
is ob-

tained as follows:

Fx

Fy

Fz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

B
ER

T

0

0

− Ft

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

0

0

mg

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

− (cosϕ sin θ cosψ + sinϕ sinψ)Ft

− (cosϕ sin θ sinψ − sinϕ cosψ)Ft

mg − cosϕ cos θFt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(9)

Based on assumption (2), the resultant torque is mainly
generated by the lift and counter torque at the rotor that does
not pass through the center of mass, while gravity does not
produce torque. ,e torque generated by the rotor lift
constitutes themoment around theObXb andObYb axis, and
the antitorque of the rotor constitutes the moment around
the ObZb axis, given by

τx � L − F1 + F2 + F3 − F4( 􏼁,

τy � L F1 + F2 − F3 − F4( 􏼁,

τz � CM ω2
1 − ω2

2 + ω2
3 − ω2

4􏼐 􏼑,

(10)

where L is the distance between the center point of the rotor
and the centroid of the Robot.

On the basis of Equations (8) and (10), one has

τx

τy

τz

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
�

− CTL CTL CTL − CTL

CTL CTL − CTL − CTL

CM − CM CM − CM

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

ω2
1

ω2
2

ω2
3

ω2
4

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (11)

By combining Equations (2), (9), and (11), the body
dynamic model is expressed as

€x � − (cos ϕ sin θ cosψ + sinϕ sinψ)
Ft

m
,

€y � − (cos ϕ sin θ sinψ − sinϕ cosψ)
Ft

m
,

€z � g − cosϕ cos θ
Ft

m
,

_p �
Iy − Iz

Ix

qr +
1
Ix

τx,

_q �
Iz − Ix

Iy

pr +
1
Iy

τy,

_r �
Ix − Iy

Iz

pq +
1
Iz

τz.

(12)

2.5. Suspended Saws Model. For the modeling of the saws
dynamics, the Lagrange formalism was used. Its general
form is the following:

d
dt

zL

z _Θ
􏼠 􏼡 −

zL

zΘ
� Q, (13)

where L(Θ, _Θ) � k(Θ, _Θ) − u(Θ), k(Θ, _Θ) represents the
kinetic energy and u(Θ) expresses potential energy; Θ de-
notes the generalized coordinate and Q is generalized forces.

As shown in Figure 1, the equation set from Saws po-
sition (xL, yL, zL) to the body position (x, y, z) is further
obtained as

xL � x + l cos θL sinϕL,

yL � y + l sin θL,

zL � z − l cos θL cosϕL,

(14)

where l represents the rod length.
Combining equation (14), kinetic energy k(Θ, _Θ) is

expressed as

k(Θ, _Θ) �
1
2

M _x
2

+ _y
2

+ _z
2

􏼐 􏼑 +
1
2

m _x
2
L + _y

2
L + _z

2
L􏼐 􏼑. (15)

,en potential energy is

u(Θ) � Mgz + mgzL. (16)

Among the saws dynamic model, generalized coordinate
Θ � [x, y, z, θL, ϕL]T and generalized forces
Q � [Fx, Fy, Fz, 0, 0]T. By combining equations (13)–(17),
the ARSS dynamic model is expressed as

M(Θ)€Θ + C(Θ, _Θ) + G(Θ) � Q, (17)
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where

M(Θ) �

M + m 0 0 mlcθL
cϕL

− mlsθL
sϕL

0 M + m 0 0 mlcθL

0 0 M + m mlcθL
sϕL

mlsθL
cϕL

mlcθL
cϕL

0 mlcθL
sϕL

ml
2
c
2
θL

0

− mlsθL
sϕL

mlcθL
mlsθL

cϕL
0 ml

2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

C(Θ, _Θ) �

0 0 0 − ml cθL
sϕL

_ϕL + sθL
cϕL

_θL􏼐 􏼑 − ml sθL
cϕL

_ϕL + cθL
sϕL

_θL􏼐 􏼑

0 0 0 0 − mlsθL

_θL

0 0 0 ml cθL
cϕL

_ϕL − sθL
sϕL

_θL􏼐 􏼑 − ml sθL
sϕL

_ϕL − cθL
cϕL

_θL􏼐 􏼑

0 0 0 − ml
2
cθL

sϕL

_θL − ml
2
cθL

sϕL

_ϕL

0 0 0 ml
2
cθL

sϕL

_ϕL 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

G(Θ) � 0 0 (M + m)g mglcθL
sϕL

mglsθL
cϕL

􏽨 􏽩
T
,

Q �

B
ER

T
0 0 Ft􏼂 􏼃

T

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� Fx Fy Fz 0 0􏽨 􏽩

T
,

(18)

€x �
ml

M + m
c
3θsϕ _ϕ2 + cθsϕ _θ

2
􏼒 􏼓 +

1
M

M + m − m sin2 ϕ cos2 θ􏼐 􏼑

−
m

M
sin θ cos θ sinϕFy +

m

M
sinϕ cos ϕcos2 θFz,

€y �
ml

M + m
cos2 θ sin θ _ϕ2 + sin θ _θ

2
􏼒 􏼓 −

m

M
sin θ cos θ sinϕFx

+ 1 +
m

M
cos2 θ􏼒 􏼓Fy +

m

M
sin θ cos θ cosϕF,

€z � −
ml

M + m
cos3 θ cosϕ _ϕ

2
+ cos θ cos ϕ _θ

2
􏼒 􏼓 +

m

M(M + m)
sinϕ cos ϕcos2 θFx

−
m

M(M + m)
sin θ cos θ cos ϕFy +

1
M(M + m)

M + m − m cos2 ϕ cos2 θ􏼐 􏼑Fz − g,

(19)

L cos θL
€ϕL − 2l sin θL

_θL
_ϕL + cosϕL€x +(€z + g)sin ϕL � 0,

L€θL + l sin θL cos θL
_ϕ2

L + g cos ϕL sin θL − sinϕL sin θL€x + cos θL€y + cos ϕL sin θL€z � 0.
(20)

3. Controller Design

,e general aerial Robot only needs to control the position
and attitude, and ARSS not only needs to control the
position and attitude, but also needs to control the swing
angle of suspended saw. ,e position change of the Robot
will cause the saw swing. If the swing angle is not con-
trolled, the saw may swing violently, affecting the robot
stability, so it is necessary to control the swing angle of the
suspended saw. ADRC has the advantages of low model

dependence and strong anti-disturbance, and it has good
applicability to ARSS with complex model and large
disturbance.

In this section, we present a baseline controller for the
ARSS platform. ,e controller is based on ADRC including
attitude and position control, and uses a linear state feedback
to design the swing angle controller. ,e controller is a
double-loop structure, the outer loop is position control, and
the inner one is attitude control. Control structure shown in
Figure 3.
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3.1. Attitude Control. ,e attitude controller controls the
attitude angle a, so equation (6) needs to be transformed to
obtain the expression of Euler angle. Because the expres-
sion contains a large number of non-linear elements and
coupling terms, a common solution is the small angle
approximation method, which limits the attitude angle
change in a small range, so that the Euler angle change
( _ϕ, _θ, _ψ) is approximately equal to the angular velocity
(p, q, r). However, such a processing method can only
allow the controller to have a good control effect within a
small range of attitude angle changes. If the attitude angle
changes too much, the performance of the controller will be
greatly reduced. ,e other method is to add a layer of
angular velocity loop on the basis of the small angle ap-
proximation method to make the attitude controller into a
double-loop structure. Although this method has a certain
effect, it will make the structure of the controller very
complicated and many parameters, it is difficult to adjust
the parameters.

ADRC can solve this problem well. ADRC has low
dependence on the mathematical model of the controlled
object. It can treat the coupling item as an unmodeled part of
the system and compensate the coupling item by Extended
State Observer (ESO). ,erefore, we adopt ADRC to design
ARSS attitude controller.

First, the derivative of equation (6) can be obtained:

_p

_q

_r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � Rc

€ϕ
€θ
€ψ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

0 − cos θ 0

− sinϕ − sinϕ sin θ cosϕ cos θ

− cos ϕ − sinϕ cos θ − cos ϕ sin θ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

_ϕ _θ
_θ _ψ
_ϕ _ψ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(21)

,en, combining equations (3)–(5) with equation (21),
one has

_p

_q

_r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � I
− 1
b diag Iy − Iz, Iz − Ix, Ix − Iy􏼐 􏼑

qr

pr

pq

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + I
− 1
b

τx

τy

τz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(22)

Consequently,
€ϕ
€θ
€ψ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� R− 1

c I− 1
b diag Iy − Iz, Iz − Ix, Ix − Iy􏼐 􏼑

qr

pr

pq

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + R− 1
c I− 1

b

τx

τy

τz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

− R− 1
c

0 − cos θ 0

− sinϕ − sinϕ sin θ cosϕ cos θ

− cosϕ − sinϕ cos θ − cosϕ sin θ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

_ϕ _θ
_θ _ψ
_ϕ _ψ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(23)

where Rc is reversible and k is an integer when θ≠ (2k +

1)π/2 and ϕ≠ (2k + 1)π/2.
Equation (23) is very complicated and there are non-

linear and coupling terms, it is very difficult to design the
controller directly for this model. ADRC can simplify the
model and treat the nonlinear and coupling terms as
unmodeled parts. Consequently, the equation (23) becomes

€ϕ
€θ
€ψ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

s1(p, q, r, ϕ, θ,ψ, _ϕ, _θ, _ψ)

s2(p, q, r, ϕ, θ,ψ, _ϕ, _θ, _ψ)

s3(p, q, r, ϕ, θ,ψ, _ϕ, _θ, _ψ)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

u1

u2

u3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

u1

u2

u3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � R− 1
c I− 1

b

U2

U3

U4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(24)

where (s1, s2, s3) denote coupling and nonlinear part,
(u1, u2, u3) are virtual control and the relationship with
input torque is shown in equation (24). From this, the
desired control input can be obtained

U2

U3

U4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � IbRc

u1

u2

u3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

Ix 0 − Ix sin θ

0 Iy cos ϕ Iy sinϕ cos θ

0 − Iz sinϕ Iz cos ϕ cos θ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

u1

u2

u3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(25)

Here, the math model required by the attitude controller
can be obtained, the decoupling of pitch, roll and yaw is

Orientation

Position
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controller

Swing
angle

controller

Control
trans

Control
trans
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+
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Figure 3: ,e control diagram of ARSS.
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completed, and this multiple input multiple output (MIMO)
model is converted into three single-input single-output
(SISO) subsystems. From equation (25), these subsystems
are second-order linear systems.

Taking the roll angle θ for example, we established the
ADRC attitude controller to roll motion, and the structure
diagram is shown in Figure 4.

When z1 � θ, _z1 � _θ, equation (24) is rewritten as

_z1 � z2,

_z2 � s2(p, q, r,ϕ, θ,ψ, _ϕ, _θ, _ψ) + u2 + wθ,

θ � z1,

(26)

where wθ represents the disturbance to θ;
s2(p, q, r, ϕ, θ,ψ, _ϕ, _θ, _ψ) + wθ represents the sum of internal
and external disturbances estimated by the Expanded State
Observer (ESO). Equation (26) complies with the second-
order form of the ADRC standard and can be designed as a
second-order attitude controller. ,e specific design steps
are as follows:

3.1.1. Design TD. TD is shown in equation (27):

v1(k + 1) � v1(k) + Tv2(k),

v2(k + 1) � v2(k) + Tfh,

fh � fhan v1(k) − v(k), v2(k), r, h( 􏼁,

(27)

where v(k) is the desired pitch angle θd which is given by the
position controller, v1(k) is the tracking signal of θd, and
v2(k) is the derivative of v1(k). T is the sampling period of
the discrete signal, fhan(v1(k) − v(k), v2(k), r, h) is the
nonlinear function, and its expression is as follows:

d � rh,

d0 � dh ,

y � v1(k) − v(k) + hv2(k),

a0 � d
2

+ 8r|y|􏼐 􏼑
(1/2)

,

a �

v2(k) +
a0 − d( 􏼁

2
, |y|>d0,

v2(k) +
y

h
, |y|≤d0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

fhan �

−
ra

d
, a≤d0,

− rsgn(a), a>d0,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(28)

where r and h are adjustable gains. r is called the fast factor,
and a suitably large one can achieve a faster tracking speed; h
is called the filter factor, and the larger the h, the better the
filtering effect. But the increase of h will bring about an
increase in phase delay, generally h takes 5 ∼ 10 T.

3.1.2. Design ESO. ,e ESO is as shown in equation (29)

e � z1(k) − y(k),

z1(k + 1) � z1(k) + T z2(k) − β01e􏼂 􏼃,

z2(k + 1) � z2(k) + T z3(k) − β02fal e, α1, δ( 􏼁 + bu(k)􏼂 􏼃,

z3(k + 1) � z3(k) − Tβ03fal e, α2, δ( 􏼁,

(29)

where y(k) denotes the actual pitch angle of θ; z1 is the
estimated value of θ, z2 is the estimated value of _θ, z3 is the
estimated value of total disturbance; u represents the virtual
control u2 which mentioned in equation (24), and b � 1.

3.1.3. Design SEF. We use the fastest control synthesis
function, which is expressed as

u0 � − fhan e1, ce2, r, h( 􏼁, (30)

where r and h are consistent with the description in equation
(29), c denotes damping coefficient. When c ∈ (0, 1), the
system. Underdamped; when c> 1, the system overdamped.

From equation (30), the control output u0 of SEF can be
obtained，then combining equation (31) to compensate for
disturbances observed by ESO, we get the total control
output u2 of the rolling channel. Equation (31) is

u � u0 −
z3

b
􏼒 􏼓, (31)

where z3 and b are the same as equation (29)
Using the same method, the control outputs u1, u3 of the

roll, yaw channel attitude controllers can be obtained, re-
spectively. In this case, according to equation (25), the
control input [U2, U3, U4]

T is acquired. ,e attitude con-
troller is shown in Figure 5.

3.2. Position Control. When designing a position controller,
we need to control the position of the aerial Robot and
suspended saw. ,e position change will cause the swing of
the saw. If the swing angle is not controlled, the saw may
swing violently, affecting the stability of the aerial Robot, so
it is necessary to control the swing angle of the hanging saw.
ADRC has the advantages of low model dependence and
strong anti-disturbance, and it has good applicability to
ARSS with more complex models and larger disturbances.

Similar to the attitude controller, equation (12) is re-
written as

TD

N
L
S
E
F

ESO

Control
trans Dynamicsθd

v1 e1 u0 u2
U3

v2 e2

1/b2

b2

z3
z1

z2

θ+

+

+
–

–
–

Figure 4: Structure diagram in rolling channel.
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€x €y€z( 􏼁 �

s1(θ, _θ, ϕ, _ϕ)

s2(θ, _θ, ϕ, _ϕ)

s3(θ, _θ, ϕ, _ϕ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ +

u1

u2

u3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (32)

where

u1

u2

u3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ � T

− 1

Fx

Fy

Fz

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (33)

T is defined as follows:

T �

1
M

M + m − ms
2ϕLc

2θL􏼐 􏼑 −
m

M
sθL

cθL
sϕL

m

M
sϕL

cϕL
c
2θL

−
m

M
sθL

cθL
sϕL

1 +
m

M
c
2θL

m

M
sθL

cθL
cϕL

m sϕL
cϕL

c
2θL􏼐 􏼑

M(M + m)

m sθL
cθL

cϕL
􏼐 􏼑

M(M + m)

M + m − mc
2ϕLc

2θL

M(M + m)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (34)

During the flight of the Aerial Robot, the swing angle of
the suspended saw is small. According to the Small-Angle
Approximation, the approximate solution is given by

sinϕL ≈ ϕL,

cos ϕL ≈ 1,

sin θL ≈ θL,

cos θL ≈ 1.

(35)

,us, equations (19) and (20) are simplified as

€x + l€ϕL + gϕL � 0,

€y + l€θL + gθL � 0.
(36)

,e ARSS is decomposed into the aerial robot part of the
standard second-order model and the suspended saw part of
the linear model. Position control is changed to control the
aerial Robot while ensuring the stability of the linear part, so
that the saw swing during flight is gradually reduced.

First, design the position controller of the aerial robot
part. Similar to the attitude controller, equation (32) is

converted into three SISO subsystems, and these subsystems
are second-order standard.

Taking x for example. When z1 � x and _z1 � _x, equation
(32) is rewritten as

_z1 � z2,

_z2 � u1 + wx,

x � z1,

(37)

where wx represents the disturbance to x and u1 denotes
virtual control. Similar to the attitude controller, the specific
design steps are as follows.

3.2.1. Design TD. TD is defined as

v1(k + 1) � v1(k) + Tsv2(k),

v2(k + 1) � v2(k) + Tsfh,

fh � fhan v1(k) − v(k), v2(k), r, h( 􏼁,

(38)

ADRC in roll

ADRC in pitch

ADRC in yaw

Control
Trans

u1

ϕd

ϕ

θd

θ

ψd

ψ

u2

u3 U4

U3

U2

Figure 5: Attitude controller structure diagram.
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where v(k) is the desired position xd which is given by the
position controller, v1(k) is the tracking signal of xd, and
v2(k) is the derivative of v1(k). Ts is the sampling period of
the discrete signal. r and h are adjustable gains. fhan(v1(k) −

v(k), v2(k), r, h) is the non-linear function, and its expres-
sion is as follows:

d � rh,

d0 � dh ,

y � x1 + hx2,

a0 � d
2

+ 8r|y|􏼐 􏼑
1/2

,

a �

x2 +
a0 − d( 􏼁

2
, |y|>d0,

x2 +
y

h
, |y|≤d0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

fhan �

−
ra

d
, a≤ d0,

− rsgn(a), a> d0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(39)

3.2.2. Design ESO. ,e ESO is shown as

e � z1(k) − y(k),

z1(k + 1) � z1(k) + T z2(k) − β01e􏼂 􏼃,

z2(k + 1) � z2(k) + T z3(k) − β02 fal e, α1, δ( 􏼁 + bu(k)􏼂 􏼃,

z3(k + 1) � z3(k) − Tβ03 fal e, α2, δ( 􏼁,

(40)

where y(k) denotes the actual position x; z1 is the estimated
value of x, z2 is the estimated value of _x, and z3 is the
estimated value of total disturbance wx; u represents the
virtual control u1 and b � 1; β01, β02, β03, α1 and α2 are
parameters.

fal(∗ ) is a non-linear function, and its expression is
shown as

fal(e, α, δ) �

e

δ1− α, |e|≤ δ,

|e|
αsign(e), |e|≤ δ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(41)

where α and δ are parameters, with 0< α< 1 and δ > 0.

3.2.3. Design State Error Feedback (SEF). ,e position
control does not have strict requirements for fast response,
so a linear SEF with simple structure and easy parameter
adjustment can be used. We have

u0 � β1 fal e1( 􏼁 + β2 fal e2( 􏼁, (42)

where β1 and β2 are parameters.

From equation (40), we compensate the disturbances
observed by ESO, we get the total control output u2 of the
channel x. With the same method, the output and of the
other two channels can be obtained, and the required control
amount can be obtained according to equation (25). ,e
position controller structure is shown in Figure 6.

3.3. SuspendedSawController. In the Suspended Sawmodel,
ϕL and θL describe the swing state of the suspended saw. ϕL

denotes the angle between the projection of the connecting
rod in the ObXbZb plane and the zb axis, the acceleration of
the aerial Robot in the x and z axes will affect ϕL. Similarly,
the acceleration in the y-axis and z-axis directions will affect
θL. ,e height and horizontal position are generally not
controlled at the same time, so the influence of the accel-
eration in the z-axis direction on the swing angle can be
ignored. Considering that ARSS performs position control,
it also needs to control swing angle, equation (36) is re-
written as

u1′ � u1 − K1
_ϕL − K2ϕL,

u2′ � u2 − K3
_θL − K4θL.

(43)

When designing the position controller, the linear dy-
namic compensation method of ADRC is used to transform
the non-linear model of the aerial Robot into a series model,
that is,

€x � u1′,

€y � u2′.
(44)

,en, combining equations (43) and (44) with equation
(36), the system is described by

l€ϕL − K1
_ϕL + g − K2( 􏼁ϕL � 0,

l€θL − K3
_θL + g − K4( 􏼁θL � 0,

(45)

where Ki, i � 1, . . . , 4 are gains.
For this linear closed-loop system, sufficient and nec-

essary conditions for its asymptotic stability are that all the
characteristic roots are in the left half of the complex plane;
that is, the real parts of all the characteristic roots are all
negative. According to the Routh criterion, its characteristic
roots are all in the left half of the complex plane and need to
satisfy

l> 0,

− K1 > 0,

g − K2 > 0,

− K3 > 0,

g − K4 > 0.

(46)

As long as the parameter Ki satisfies, the swing angle of
the hanging saw can be gradually stabilized.
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4. Evaluation

In this section, we present our experiment. In each exper-
iment, we simulate a complete tree-barrier removal task.
Each task is divided into two stages: free flight and aerial
pruning.,e controller was tested in simulation, which used
CoppeliaSim [23] as a physics environment and to model the
Robot. ,e controller is programmed under MATLAB/
Simulink. Table 1 summarizes the numerical values used to
simulate, and Table 2 shows the controller parameters. ,e
parameters in Table 2 are adjusted by a parameter self-
learning algorithm CARLA-ADRC [24].

All experiments have considered numerical indicators,
including integral of squared of tracking error, integral of
squared of control signal. In the next section, we will choose
one experiment sample to explain.

4.1. Attitude Control Experiment. First, verify the attitude
controller and design the attitude tracking experiment. For
example, the desired signals of roll, pitch, and yaw of 10° are
given in the first, fourth, and seventh seconds, respectively.
,e experiment result is shown in Figure 7.

It can be seen from Figure 7 that the attitude controller
can quickly track the desired signal, in which the tracking
response time of pitch and roll angle is 1 s, the tracking
response time of the yaw angle is 1.3 s, and there is no
overshoot in each channel of the attitude angle. It proves that
the attitude controller has good speed and stability.

4.2. Free-Flight Experiments. When performing the pruning
task, we first fly ARSS to a desired position close to the tree.
Suppose that in an experiment, the ARSS is controlled to fly
to the desired position [2, 2, 1.5]T ∈ R3 in the inertial frame.
At 0 s, give an 1.5m step signal in the z axis; at 5 s, give a 2m
step signal in the x-axis; at 10 s, give a 2m step signal in the y-
axis, and then keep hovering.,e simulation duration is 25 s
in total. ,e curves of position and swing angle during the
simulation are shown in Figure 8.

It can be seen from Figure 8(a) that because the swing of
the saw cannot be too large, the aerial Robot cannot fly too
fast, so the transition process of the TD link arrangement is

relatively smooth. ,e response curve shows that the po-
sition error in the x and y axes is always kept within 0.4m,
and there is no overshoot; the error in the x-axis is kept
within 0.05m, and there is no overshoot. It is verified that
the position controller has faster tracking speed and
accuracy.

Figure 8(b) shows the tracking response curve of the
swing angle. It can be seen that the swing angle is always
controlled within 6°. ,e maximum swing angle appeared in
8 s and 13 s, respectively, reached 5.7°. ,is is because the
deceleration occurs when the ARSS is close to the expected
position at this time. After 2 s, the swing angle has dropped
to within 2°, and when ARSS hovers, it can gradually stabilize
to the equilibrium point and remain stable. ,is shows that
the swing angle controller can well reduce the swing am-
plitude of the saw and can gradually stabilize after reaching
the destination.

4.3. Aerial Pruning Experiments. ,e purpose of ARSS is to
perform tree pruning operations. ,e pruning process is
difficult to describe accurately, and the cutting process is not
exactly the same for tree bars of different thickness. ,is
experiment will simulate the cutting of a 6 cm diameter tree
branch growing laterally to verify the controller. In the early
stage, through the actual branch cutting experiment on the
ground, the test results were counted and empirical con-
clusions were drawn: to cut a tree branch with a diameter of
6 cm, a squeezing force of 2N is required between the saw
and the branch, and contact with the tree barrier 2 s, the
swing angle reaches − 11.5 deg. It can be calculated from this
that the body needs to be 20 cm ahead of COG of the saw in
the direction of advancement. Considering that the saw

ADRC in X

ADRC in Y

ADRC in Z

Control
trans

xd
u1

u2

φd

θd

U1

u3

zd

z

yd

y

x

Figure 6: Position controller structure diagram.

Table 1: Simulation parameters.

Parameter Value
M 8.5 kg
l 0.4m
m 1.0 kg
L 1.0m
g 9.81m/s2

Table 2: Controller parameters.

ADRC ϕ θ ψ x y z

TD-r 3000 3000 3000 4 4 4
TD-h 0.01 0.01 0.01 0.01 0.01 0.01
ESO-β01 1000 1000 1000 1000 1000 1000
ESO-β02 19764 19764 19764 19764 19764 19764
ESO-β03 462902 462902 462902 462902 462902 462902
ESO-α1 0.5 0.5 0.5 0.5 0.5 0.5
ESO-α2 0.25 0.25 0.25 0.25 0.25 0.25
ESO-δ 0.001 0.001 0.001 0.001 0.001 0.001
ESO-b 1 1 1 1 1 1
SEF-c 0.95 1.05 0.95 — — —
SEF-r 108.73 108.73 108.73 — — —
SEF-h 0.05 0.05 0.05 — — —
SEF-k1 — — — 50 50 400
SEF-k2 — — — 41 41 50
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diameter used in this article is 14 cm and the branch di-
ameter is 6 cm, so during the cutting process, the flying
platform needs to be 0.1m in front of the tree branch. In this
process, the saw will also receive a cutting force of 50N.

Based on the above analysis, the cutting process can be
approximated as follows: the saw is in continuous contact
with the branch for 2 s at a swing angle of − 11.5 deg and
disturbed by a cutting force of 50N. ,e experimental
process is designed as follows: the initial state of ARSS is
hovering, and a tree barrier is placed at a distance of 1m
from the ARSS. On the 0 s, give a step signal of 1.1m in the x-
axis and set the desired swing angle to − 11.5 deg. After the
aerial Robot reaches the desired position, hover for 2 s and
then perform the cutting operation. During this process, a
cutting force of 50N is applied to the saw, and then a step
signal of 2m on the x-axis is given and the desired swing
angle is set to 0°, leaving the Working area. ,e entire
simulation process lasts 20 s. ,is test mainly tests the po-
sition of the X direction and the performance of the swing
angle controller, so only the curve of the x-axis position and

the swing angle during the simulation process is given, as
shown in Figures 9 and 10.

In order to more intuitively explain the simulation re-
sults, the simulation process is divided into four stages, as
shown in Figure 11.

From Figure 11, ARSS made contact with the tree
barrier in 2.2 s, and the swing angle before contact was
2 deg (in Figure 11(a)). After the contact, due to the tree
barrier blocking the saw, the saw stayed at the position of
1m, while the flying platform continued to fly, reached
1.1 m in the 3.2 s and hovered, the swing angle gradually
increased to − 11.5 deg, and keep the angle until 5.2 s (in
Figure 11(b)). After the pruning is completed, due to the
loss of the barrier to the saw, the saw quickly swings
forward. Under the action of the swing angle controller, it
reaches a maximum of 7 deg, and stays within 7 deg when
going to the destination (in Figure 11(c)), and it can
gradually stabilize after reaching the destination (in
Figure 11(d)). In terms of position control, the Robot can
always quickly track the desired position, and the
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maximum tracking error is within 0.4 m. After reaching
the destination, due to the need to control the swing angle,
there is an overshoot of 0.1 m, which can gradually sta-
bilize after a period of time. ,e experiments demon-
strated that the position controller and the swing angle
controller can complete the task of aerial pruning well.

5. Discussion and Conclusions

,roughout the development of ARSS, a range of issues were
encountered on which we are developing a novel aerial
platforms. While building the novel robot for the tree
pruning has a range of advantages, it also has the following
limitations:

(1) Physical testing still needs to be carried out in future
research.

(2) ,e control of the swing angle is linearized by a
Small-Angle-Approximation to the dynamic model,
and the model uncertainty cannot be completely
solved.

(3) ,e knife and saw will generate force after contact
with the tree. ,e research does not directly control
the force, but indirectly realizes the force control
through the control of the position, attitude and
swing angle.

However, the article introduces how a novel aerial robot
can realize flying motion and aerial pruning and designs a
position and attitude controller based on the ADRCmethod,
and a swing angle controller via the linear SEF method. ,e
methodology not only realize the fast, accurate, and stable
flight movement to the specified position, but also effectively
suppress the swing of the hanging load and the residual
oscillation after reaching the specified position. ,e control
effect is remarkable, with good speed and robustness.
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0is paper mainly studies to explore a three-dimensional geometric model including three modules of a sandcastle foundation
with optimal stability. Firstly, based on the knowledge of streamline structure, structural mechanics, and fluidmechanics, the most
stable sand pile foundation model under the action of tidal current and wave is established. Secondly, by limiting the degree of
allowable aggregation, the discrete global optimization algorithm based on the continuous descent method is adopted to find out
the optimal water-sand ratio. Finally, we apply the above results to verify the reliability of the optimal model by comprehensively
considering the influence of rainfall factors on sandcastles.

1. Introduction

Playing is the nature of humans, but it is not easy to come to
a kind of inspiration while playing. 0ere are castles of
various shapes on the beach; how to make our castles more
durable is a question that most people are curious about.
0ere are numerous factors which influence the firmness of
sandcastles [1], such as sand-to-water mixture proportion,
the type of sand, weather, etc. In this paper, we attempt to
explore a three-dimensional geometric model of a sandcastle
foundation having the best stability.

Our model is formulated on a certain theoretical basis.
After consulting a lot of literature, we carefully selected the
parameters of the model. In this way, we can make our
model as close to reality as possible [2]. Based on the
streamlined structure and the knowledge of structural
mechanics and fluid mechanics, the most stable sand pile
foundation model under the action of tides and waves is
established. 0e water-sand ratio is limited to a reasonable
range by limiting the degree of allowable polymerization.
0e discrete global optimization algorithm based on suc-
cessive descent method was used to efficiently find the
optimal water-sand mix ratio [3]. Meanwhile, we divide the
impact of rain on sandcastles into two parts: scour and

infiltration. 0rough the calculation and analysis of the
model, it is found that the sandcastle with streamlined
structure is still themost durable, which proves the reliability
of the model.

2. Basic Assumptions

In order to solve the problem, we make assumptions as
follows: (i) it is assumed that, in the process of natural
erosion, one should ignore the situation of huge waves and
winds sweeping the sandcastle far from the original location.
(ii) It is assumed that there is no significant difference in the
sand quality of our sandcastle foundation. (iii) It is assumed
that there is negligible chemical erosion of sandcastle
foundations. (iv) 0ere are no unexpected factors affecting
our assessment during the study period.

3. Construction of the Best Sandcastle Shape
Model Based on Dynamics

3.1. Sandcastle-Erosion Model. Based on the streamlined
structure, the most durable sand pile foundation model
under the action of tides and waves is established by the
optimization model. Based on the knowledge of structural
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mechanics and fluid mechanics, this method can mitigate
the impact of water flow on sandcastle as much as possible.
Under certain conditions such as sandcastle base volume
and distance from the sea, the ratio of the horizontal impact
force to the volume of sandcastle can be as small as feasible,
which can reduce the loss of sand grains and ensure its
stability [4].

3.1.1. Model Preparation. 0e damage of waves and tides on
the foundation of sandcastle is mainly manifested as the
tangential impact force parallel to the beach and the impact
force close to the horizontal direction. 0e smaller the
projected area of wave front influence is, the smaller the
impact force of the entire foundation will be. 0e water
flowed along the side of the sandcastle foundation. 0e
smaller the angle between the water flow and the contact
surface, the smaller the local impact force. 0e sand base is
subject to the impact force of the water flow [5]. For ex-
ample, when the tangential force of the sand element is
greater than the adhesion force between the sand grains,
the sand grains will go with the water flow and the
sandcastle will be destroyed. In order to guarantee the
stability of the foundation, we change the shape of the
foundation to reduce the resultant force of water flow in the
tangential direction.

3.1.2. Model Establishing and Solving. Sand under certain
water flow under the force is divided into two kinds: the
friction force and pressure difference; the friction is caused
by fluid viscosity, close to flow around objects surface
boundary layer, within the scope of the boundary layer
thickness; flow around fluid velocity increased dramatically
by objects close to the wall of a stationary speed where V0 is
outflow velocity; thus, the object surface has larger friction
shear stress.

On the other hand, when there is a relative motion and
fluid flow field around the quantities that causes disturbance,
surface pressure distribution of symmetry is broken, the
unbalanced pressure leads to flow around objects flow pe-
riod, and period of pressure difference exists in the object
moving direction; through the above analysis, the friction
force and differential pressure can be expressed as follows.
As shown in Figure 1, ds is an area of an object’s surface, T is
friction shear stress, and P is the compressive stress.

Friction and differential pressure force, respectively, are
as follows:

Ff � 􏽚
S
τ cos αds,

FP � 􏽚
S
P sin αds.

(1)

From formula (1), we get the total force:

F � Ff + FP � 􏽚
S
τ cos αds + 􏽚

S
P sin αds. (2)

It is assumed that the water flowing towards each part of
the sand base at high tide is the same in nature, and the

smaller the ratio between the resistance of the part in contact
with the sea water and the base volume is, the smaller the
amount of sand taken away by the sea water after the impact
can be regarded as the smallest damage caused by the sea
water impact on the sand base and the most stable in nature
[6]. Since the streamlined structure is subject to less resis-
tance in the water, the streamlined structure of sand in-
frastructure can mitigate the impact of waves and tides on
the sandcastle. From the kinetic energy loss of water flow in
the process of high tide to low tide, we preliminarily
designed the structure of sandcastle as a semi-elliptic and
parabolic streamlined semi-rotating body. 0e top view is
shown in Figure 2.

0e streamline inlet section of the sand pile foundation
close to the sea water is a semi-ellipse, which can be
expressed as follows:

y � ±
K0

2Lz

������

L
2
z − x

2
􏽱

. (3)

In formula (3), the variable K0 represents the maximum
cross section diameter of the rotary body, and the variable Lz
represents the length of incoming flow segment; the units are
mm. 0e seawater first passes through the incoming flow
section and then through the outgoing flow section. 0e
outgoing flow section is a parabola, which can be expressed
as follows:

y � ±
K0

2
1 −

x
2

L
2
Y

􏼠 􏼡. (4)

In formula (4), LY represents the length of the outlet
section; the units are mm. Since only the influence of the
basic shape on its stability is considered, we assume that the
water flow is laminar for the convenience of calculation. For
a semi-rotary body, it is necessary to integrate the march
surface in the direction of its length when calculating its
frictional resistance; since the cross section of a rotary body
is a semicircle, it is only necessary to integrate the function of
the length in the y direction [7–9]:

F � 2π 􏽚
l

0
rτ0dx. (5)

For incoming flow segments,

r �
K0

2Lz

������

L
2
z − x

2
􏽱

. (6)

0e friction shear force of the laminar flow on the plate is
expressed as follows:

τ0 � 0.343ρV
2
0

���
1
Re

􏽲

. (7)

In the formula, the variable V0 represents the coming
flow speed, the units are m/s, and Re represents Reynolds
number; it is a dimensionless quantity; then, the laminar
frictional resistance in the incoming flow section is
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FLZ
�
0.343πK0

�����

μρV
3
0

􏽱

LZ

􏽚
0

−LZ

���������

L
2
z − x

2

x + LZ

dx

􏽳

. (8)

In the formula, the Gauss three-point interpolation
formula with fifth-degree algebraic precision was used for an
approximate calculation, and the laminar frictional resis-
tance in the incoming flow segment was obtained as follows:

FLZ
� 0.5145πK0

�������

μρV
3
0LZ

􏽱

. (9)

0erefore, the frictional resistance in the reaching flow
section is

FLY
� 2π 􏽚

LY

0
0.343

�����

μρV
3
0

x
·

􏽳

K0

2
1 −

x
2

L
2
Y

􏼠 􏼡dx. (10)

Finally, from formula (5) to formula (10), the total
frictional resistance of semi-elliptic and parabolic stream-
lined rotating bodies under laminar flow is obtained as
follows:

FL � FLZ
+ FLY

� 0.05145πK0

�������

μρV
3
0LZ

􏽱

+ 0.5488πK0

�������

μρV
3
0LY

􏽱

.

(11)

As the flow velocity, Reynolds number, and other pa-
rameters are all certain, and only the influence of the
foundation shape on stability is considered, ρ, μ, V0 values
are set to 1, and the total frictional resistance of the rotary
body is as follows:

F � 0.5145πK0
���
LZ

􏽰
+ 0.5488πK0

���
LY

􏽰
. (12)

From formula (11) to formula (12), the optimal solution
is obtained by calculation: X� 0.63, Y� 0.22.

0erefore, the function expression of the basic model is
as follows:

f(x, y) �
30.87

��
x

√
+ 32.928

�����
1 − x

√

xy + 4y
. (13)

3.1.3. Result Analysis. 0e effect of waves and tides on the
stability of a sandcastle foundation is converted into a

functional relationship between the impact force and vol-
ume ratio of sandcastle foundation and the three-
dimensional shape parameters of sandcastle foundation, and
the minimum ratio of impact force and volume is obtained
[10].

0ree-dimensional shape parameters of sand fort
foundation: in order to mitigate the effects of water flow on
the sand, as best as possible to reduce the loss of sand, on the
basis of sandcastle simple structural mechanics and fluid
mechanics analysis, the optimal model determines the best
3D sand foundation model.

3.2.OptimalWater-to-SandMixtureProportion. 0e ratio of
water to sand will directly affect the antierosion ability of
sandcastle foundation. By introducing the relation equation
between water-sand polymerization degree and water-sand
ratio, we limited the allowable range of polymerization
degree to obtain a reasonable range of water-sand ratio and
then solved the optimal water-sand ratio through models
[11, 12].

3.2.1. Model Preparation. We considered the aggregation of
water and sand, leading to the concept of the degree of
aggregation of water and sand [13]. We defined the degree of
water and sand polymerization according to the volume
change of water and sand specific gravity before and after
polymerization:

W � 1 −
M1/C1( 􏼁 + M2/C2( 􏼁( 􏼁

M1 + M2( 􏼁
􏼠 􏼡 × 100%, (14)

where M1 and M2 represent the volume of sand and water
before mixing and C1 and C2 represent water absorption
coefficient and water solubility coefficient, respectively. Let
us use these two coefficients to express the polymerization
capacity of water and sand.

3.2.2. Model Establishing and Solving. Let us use water-sand
ratio NR to simplify this equation:

W � 1 −
NR/C1( 􏼁 + 1/C2( 􏼁( 􏼁

NR + 1( 􏼁
􏼠 􏼡 × 100%. (15)

From formula (13) to formula (15), MATLAB was used
to solve the equation, and the relation curve between water-
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Figure 1: Simplified diagram of sandcastle model section.

Lz Ly

K0

Figure 2: Top view of sandcastle structure.
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sand polymerization degree and water-sand ratio was ob-
tained, as shown in Figure 3.

With the increase of water-sand ratio, the polymeriza-
tion degree of water-sand increases. In order to ensure the
longest erosion resistance time of sandcastles, not only the
relatively larger adhesion but also the optimization of
erosion resistance performance should be considered. In
combination with the actual situation, the two-point interval
with a wide viscosity range as shown in the figure was se-
lected as the optimization parameter [14, 15].

Based on the optimal proportion of the best shape se-
lected above and the initial value of water-sand ratio NR as a
variable, the target T was discretized in the same way.
According to the variation of foundation ΔS and Δh, the
relationship between the damage index and time, the con-
straint is added:

0.7<NR< 0.85.
Obtain the continuous schedule record ofNR equidistant

points, as shown in Table 1.
Using the above model, we can get that when the water-

sand ratio is NR � 0.74, under the condition of good shape
adhesion, the maximum service life of sandcastle foundation
can be achieved.

3.3. Sandcastle-Rain-Erosion Model. When considering
rainfall, a sandcastle-rain-erosion model is established, and
the influence of rainfall is directly superimposed with that of
seawater; that is, the rainfall directly affects the sandcastles
eroded by seawater. Suppose the raindrops were particles of
mass, hitting the sandcastle vertically, with the same force as
the waves [16–18].

3.3.1. Model Preparation. To study the effect of rain on
sandcastles, we first need to understand some of the motion
characteristics of rain. Let us say the rain falls straight down.
Raindrops have a lot of kinetic energy [19]. When they hit a
sandcastle, they destroy the structure of the sandcastle and
change the water content of the sandcastle. 0erefore, we

divide the impact of rain on sandcastles into two parts: scour
and infiltration [20, 21].

Formula for calculating the final velocity of raindrop is as
follows.

If d≤ 3mm, we have

Vmax �

�����������������������

38.9
v

d
􏼒 􏼓

2
+ 2400g d − 38.9

v

d

􏽳

. (16)

If 3mm< d≤ 6mm, we have

Vmax �
d

(0.113 + 0.845 d)
. (17)

In the formula, v is the viscosity coefficient of air motion.
When T� 293K, v � 1.810741555×10−5 Pa·S.

0ink of raindrops as spheres. According to the mo-
mentum formula q � mVmax and energy formula
E � (mV2

max)/2, the momentum and energy contained in
each raindrop can be obtained, and then the relationship
between raindrop diameter and momentum and energy can
be obtained [22–24].

3.3.2. Model Establishing and Solving. However, in the ac-
tual calculation of rainfall characteristics such as rainfall
kinetic energy, only the data of rainfall or rainfall intensity are
usually available, and the observed data of raindrop diameter
are not available. In order to facilitate production and appli-
cation, the final raindrop velocity can be expressed as a function
of rain intensity [25]. According to the analysis of themeasured
data, there is a power function relationship between themedian
raindrop diameter and rainfall intensity:

dm � 2.52i
0.32

. (18)

In the formula, dm represents median diameter of
raindrops; the units are mm. i represents rain intensity; the
units are mm/min. 0e final velocity of raindrop is deter-
mined by rainfall intensity through substitution and
calculation.

If i≤ 2.13, we have

Vmax �

���������������������

1.544
v

i0.23􏼒 􏼓
2

+ 6.048gi
0.23

􏽳

− 1.544
v

i
0.23.

(19)

If 2.13< i≤ 43.46, we have

Vmax �
i
0.23

0.0448 + 0.0845i
0.23

􏼐 􏼑
. (20)

From formula (16) to formula (20), the relationship
between precipitation and raindrop velocity, energy, and
momentum is calculated, as shown in Figures 4–6.

After understanding the motion parameters of rain-
drops, we also need to analyze the influence of raindrops on
sandcastles [26]. 0e Sartor–Boyd scour model is mainly
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Figure 3: Convergence of water and sand.

Table 1: Different water-sand ratios correspond to duration.
Water-sand ratio 0.70 0.72 0.74 0.76 0.78 0.80 0.82 0.84
Duration 4.7 4.9 5.2 4.8 5.1 5.0 4.6 4.4
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applicable to the rainfall process with initial scour effect, as
shown in the following equation:

dVp

dt
� KeVpRp. (21)

In formula (21), Ke represents the erosion coefficient, the
units are mm−1;Vp represents the volume of sandcastle at the
beginning, the units are m3; Rp represents rainwater runoff
per unit time per unit area, the units are mm/min; t rep-
resents time, the unit is min. In our model, take Ke as 0.2 to
get the change of sand grain quantity washed away by
precipitation, as shown in Figure 7.

3.3.3. Result Analysis. When the sandcastle is affected by
rainfall, MATLAB is used to fit the relationship between the
internal friction angle and water content of the sandcastle, as
shown in Figure 8.
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Figure 5: Relationship between precipitation and raindrop energy.
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In the precipitation model, we get the formula for cal-
culating the final velocity of raindrop. 0en, the water
content of sandcastle and the angle of internal friction
during rainfall are calculated. Finally, compare the rela-
tionship between the two and draw a conclusion. 0e results
show that the rain has a certain effect on the structural
stability of the sandcastle. 0rough the establishment and
solution of the above model, we find that streamline is still
the optimal geometric shape, which verifies the reliability of
the model.

4. Conclusions

On the basis of the simulation results, the destructive power
of seawater, rainy days, and other environments is sum-
marized, which is an important threat to the sandcastle
foundation [27–31]. Several models established in the de-
tailed mathematical analysis provided answers to the re-
quired questions, including a view of the exterior of the
sandcastle with the longest period of stability in the natural
state.

In general, a sandcastle foundation with a gentle slope is
good at resisting seawater erosion, while a foundation with a
large top is good at resisting rain. After many iterations, all
initial sandcastle foundation transfers have similar struc-
tures. As mentioned earlier, the optimal sand-water mixture
ratio is about 0.74. Due to the trade-off between friction and
fluidity, three measures can be taken to strengthen the
sandcastle foundation, such as adjusting construction time,
adding support structure, and improving the building.0ose
are all practical measures one can take in order to obtain a
better sandcastle foundation.

Data Availability

0e data in this paper come from Question B of the 2020
American College Students Mathematical Modeling
Competition.

Conflicts of Interest

0e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

0is study was funded by the Humanities and Social Sciences
Research Major Project of the Education Department of
Anhui Province (SK2017A0452), the Teaching and Research
Fund Project of the Education Department of Anhui
Province (2018jyxm1305), and the Teaching and Research
Fund Project of the Anhui University of Finance and
Economics (acxkjsjy201803zd and acjyyb2020011).

References

[1] J. P. Bouchaud, M. E. Cates, J. R. Prakash, and S. F. Edwards,
“Hysteresis and metastability in a continuum sandpile
model,” Physical Review Letters, vol. 74, no. 11, pp. 1982–1985,
1995.

[2] Y. L. Chen, G. Y. Liu, N. Li, X. Du, S.-R. Wang, and R. Azzam,
“Stability evaluation of slope subjected to seismic effect
combined with consequent rainfall,” Engineering Geology,
vol. 266, Article ID 105461, 2020.

[3] M. Pakpour, M. Habibi, P. Møller, and D. Bonn, “How to
construct the perfect sandcastle,” Scientific Reports, vol. 2,
no. 1, pp. 1–3, 2012.

[4] S. Dumont and I. Noureddine, “On a dual formulation for the
growing sand pile problem,” European Journal of Applied
Mathematics, vol. 20, no. 2, pp. 169–185, 2009.
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With the rapid development of intelligent transportation, intelligent algorithms and path planning have become effective methods
to relieve traffic pressure. Intelligent algorithm can realize the priority selection mode in realizing traffic optimization efficiency.
However, there is local optimization in intelligence and it is difficult to realize global optimization. In this paper, the antilearning
model is used to solve the problem that the gray wolf algorithm falls into local optimization. -e positions of different wolves are
updated. When falling into local optimization, the current position is optimized to realize global optimization. Extreme Learning
Machine (ELM) algorithm model is introduced to accelerate Improved Gray Wolf Optimization (IGWO) optimization and
improve convergence speed. Finally, the experiment proves that IGWO-ELM algorithm is compared in path planning, and the
algorithm has an ideal effect and high efficiency.

1. Introduction

Traffic congestion has become a common problem faced by
many cities and even most countries in the world. Traffic
congestion will not only increase the waiting time people
spend on the road and cause urban traffic paralysis but also
aggravate environmental pollution. According to under-
standing, when vehicles are in traffic jams, gasoline is not
fully burned in the engine due to the low speed of the vehicle,
resulting in pollutants that are several times higher than that
when driving at normal speed. Path planning plays an
important role in the urban transportation system. A well-
planned transportation system can not only reduce the
pressure of urban traffic but also bring great convenience to
people’s travel, and it has a great role in improving the urban
landscape, enhancing the image of the city, and providing
people with a good working and learning environment [1].
-emain purpose of path planning is to design a traffic route
that best meets the actual needs of travelers, provide travelers
with the most time-saving and least expensive route, reduce

traffic congestion, improve road traffic conditions, and re-
alize urban traffic continued development [2]. As artificial
intelligence plays an increasingly obvious role in traffic
forecasting, it can plan the traffic path and greatly reduce the
time of congestion on the road.

Path planning has been widely used in high technology,
daily life, decision management, and other fields [3–6].
According to different classification types, the classification
of path planning is also different. When classified according
to the degree of mastery of the current path, it is mainly
divided into two parts: global path planning and local path
planning. As the core of autonomous planning and navi-
gation technology for mobile intelligent vehicles, researchers
at home and abroad have done a lot of research in recent
years. Mrazovic et al. [7] used big data analysis technology to
calculate the current vehicle circulation and parking utili-
zation rate and developed a multivehicle routing algorithm
to reduce road congestion caused by parking or specific
areas. In this paper, a two-layer local search algorithm
(greedy random adaptive) is used to train a large number of
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historical data collected. -rough algorithm optimization
comparison and analysis, urban road optimization man-
agement and reasonable route planning are realized.
Gündüz et al. [8] proposed a new path planning method
based on an improved genetic algorithm. -e evaluation
index and optimization function are given through path
length and path energy. -e three-dimensional path layer
structure is established based on fuzzy neural network, and
then the genetic algorithm is used to solve the optimal path.
Lin et al. [9] proposed a path optimization algorithm for
dynamic programming based on PSO, which adopts mul-
tiobjective PSOmethod and can realize parallel processing of
different optimization objectives. Ant colony algorithm
adopts a positive feedback mechanism, and the search
process converges continuously. It has parallelism and
greatly improves the operation efficiency of the algorithm.
Heuristic probabilistic search has better global optimization
ability. However, the disadvantage of ant colony algorithm is
that the computation is large [10]. Mauricio et al. [11]
adopted a particle swarm optimization method to solve the
nonuniform vehicle routing problem with terminal.
-rough adaptive inertia weight and local search strategy, a
better vehicle route scheme is solved. Experimental results
show that this method can effectively save the total delivery
cost and the number of vehicles required for distribution.
Vareias et al. [12] proposed a random time vehicle routing
optimization method, which assigns corresponding time to
vehicles to solve the optimization problem. -e time-con-
suming and time-consuming of vehicles in the planned route
are evaluated, a time window is set for each vehicle, and a
penalty and restraint mechanism is set for vehicles late and
early. A two-level solution method is implemented, and the
cost of the path is optimized and the time window is
decomposed into subwindows to evaluate the optimization
effect. Hiraishi [13] proposed a route optimization scheme
with passengers as the criteria for judging the vehicle status.
-e route is planned by judging the passenger status. For
example, if the passenger is judged to be tired, a time-
consuming route is planned. Saeed et al. [14] used memory
storage mode through the optimal route, adaptive decision-
making cognitive framework; this method can memorize,
store, and optimize the route of vehicle information and
update the optimal route mode through continuous learn-
ing. -ese algorithms have a certain ability to intelligently
process and optimize information, but they do not evaluate
historical time and consumption. -e restraint mechanism
and real-time road conditions cannot be better evaluated,
and the road conditions cannot be predicted in real time.-e
above-mentioned documents have certain advantages in
solving real-time path optimization and have a good pre-
diction effect in a short time.

2. GrayWolfOptimizationAlgorithmStrategies

2.1. Standard Wolf Optimization Algorithm. Gray Wolf
Optimization (GWO) algorithm is a population intelligence
algorithm proposed by Mirjalili Seyedali inspired by gray wolf
predation behavior in 2014. -e gray wolf pack has a 4-layer
hierarchical mechanism of α, β, δ, and ω. Among them, wolf α

is the leader with the best adaptability among the gray wolves. β
and δ are the two individuals with the second best fitness.-eir
task is to assist wolf α in managing the wolf pack and making
decisions in the hunting process. ω is the remaining common
wolf pack. -e predation process is described as follows: first,
wolf α leads the gray wolves to search, track, and approach their
prey; then, wolves β and δ besiege the prey under the command
of wolf α and summon ordinary wolves to attack the prey until
they capture the prey. GWO algorithm completes the predation
behavior by imitating the predation tasks such as gray wolf
surrounding, hunting, and attacking, thus realizing the process
of global optimization.

2.2. Mathematical Model of GWO. In GWO’s leadership
system, wolf α has the highest level, and wolves β and δ led by
wolf α are also better individuals. Wolf ω searches paths
under wolf α, wolf β, and wolf δ. As ω continuously opti-
mizes the target, while α, β, and δ wolves continuously
update the location information, other ω also continuously
optimize the target.

Assuming that in D-dimensional space, the gray wolf
pack Xi, i � 1, 2, . . . , N􏼈 􏼉 consists of N gray wolves. -e
GWO algorithm is described as follows:

Encirclement stage: after the wolves determine the
position of their prey, they first encircle the prey. -e
mathematical description is as follows:

D � C · Xp(t) − X(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

X(t + 1) � Xp(t) − A · D,
(1)

where D is the distance between the gray wolf and its
prey; Xp(t) is the position of the prey after the t-th
iteration (the current optimal solution); X(t) is the
position of the gray wolf (the position of the feasible
solution) after the t-th iteration; A and C are coefficient
factors, defined as follows:

A � 2a × r1 − a,

C � 2 × r2,
(2)

where r1 and r2 are random numbers within [0, 1]; t is
the number of iterations of the algorithm; and max is
the maximum number of iterations. a � 2⟶ 0 with
the increase of iteration times t:

a � 2 − 2
t

max
􏼒 􏼓. (3)

Hunting stage: wolf α can quickly find the position of
the prey and search for the prey. When wolf α finds the
position of the prey, wolves α, β, and δ have a certain
understanding of the position of the prey and require ω
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to approach the position of the prey. -is is the prey
process of wolves.

After the siege phase is completed, wolf α leads wolves β
and δ to hunt down their prey. In the process of hunting, the
position of individual wolves will move with the escape of
prey:

X1 � Xα − A1 C1Xα(t) − X(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌,

X2 � Xβ − A2 C2Xβ(t) − X(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

X3 � Xδ − A3 C3Xδ(t) − X(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌,

(4)

where Xα, Xβ, and Xδ represent the current positions of
wolves α, β, and δ; X(t) indicates the current gray wolf
position; C1, C2, C3 are random vectors.

Update the location of wolf ω:

X(t + 1) �
X1 + X2 + X3

3
. (5)

By continuously updating the location information, ω
wolf continuously updates the location to obtain the optimal
location information.-e candidate solution in the gray wolf
algorithm updates its own position by taking the position
information of the leadership level. Candidate solutions are
distributed in a random circle defined by the leadership level.
From the above formula and schematic diagram, it can be
summarized that the optimization process of gray wolf al-
gorithm is to elect wolves α, β, and δ in turn and then use the
elected elite individuals to evaluate the possible positions of
the prey, and then other individuals in the group randomly
update the positions around the prey with reference to the
position information of wolves α, β, and δ.

3. ImprovedGrayWolfOptimizationAlgorithm

Gray Wolf Optimization algorithm is a naturally inspired
search algorithm, which has good performance and effi-
ciency in solving various optimization problems. -e
“flame” variable in the process of lateral orientation is an
important parameter used by GWO to update the new
position of the population. However, the reduction of flame
will slow down the convergence speed, thus affecting the
quality of the final solution. In order to overcome this
shortcoming, a new antilearning (OBL) moth flame algo-
rithm is proposed. In addition, for cross-border moths, a
mirror cross-border strategy is adopted to ensure that moths
are within the dimension range and improve population
diversity.

3.1. Antilearning Algorithm. OBL was first proposed by
Tizhoosh in 2005. It is described as follows: suppose the
point X � (x1, x2, . . . , xi, . . . , xd) in d-dimensional space,
where x1, x2, . . . , xi, . . . , xd ∈ R and xi ∈ [ai, bi]. Its reverse
point 􏽥X � (􏽥x1, 􏽥x2, . . . , 􏽥xi, . . . , 􏽥xd) is defined as follows:

􏽥xi � ai + bi − 􏽥xi. (6)

On the basis of GWO, a supplementary functionH based
on antilearning strategy is added to speed up the

convergence of GWO, and a high-precision solution is
obtained. -e H function is described as follows:

H � (A + B) − C × rand( ) (7)

Mi � H, (8)

A �
Γ, s> rand( )

U, otherwise,
􏼨 (9)

B �
Θ, s> rand( )

L, otherwise,
􏼨 (10)

where s � (Current number of iterations/
Maximumnumber of iterations), Γ and Θ are the largest
and smallest positions of gray wolf respectively, U and L

are the upper and lower limits of the search space, C is
that optimal flame position in any iteration process, and
rand is a random number between (0, 1). Equation (7) is a
new form of antilearning. H function generates a new
reverse solution according to the reverse position of gray
wolf.

3.2. Gray Wolf Cross-Border Mirror Strategy. In the GWO
optimization process, the gray wolf updates its position
according to formula (5), and its position coordinates will
cross the border and be continuously placed on the
boundary, which not only reduces the diversity of the gray
wolf population but also easily makes the algorithm fall into
local optimization, thus affecting the optimization perfor-
mance of the algorithm. In view of this situation, use
equation (11) to update the cross-border gray wolf:

X(t + 1)i,j �
2Lj − rand( ) × X(t + 1)i,j, X(t + 1)i,j ≤ Lj,

2Uj − rand( ) × X(t + 1)i,j, X(t + 1)i,j >Uj,

⎧⎨

⎩

(11)

where X(t + 1)i,j is the j-dimensional cross-border position
in the i-th gray wolf; Lj and Uj are the value range of the j-th
dimension. Repeated operation formula (11) can map
X(t + 1)i,j to the range of dimensions, ensure population
diversity, and effectively improve the optimization perfor-
mance of GWO algorithm.

3.3. Steps to Improve Gray Wolf Optimization Algorithm.
An Improved Gray Wolf Optimizer (IGWO) is proposed by
improving the gray wolf algorithm. -e implementation
steps of IGWO are summarized as follows:

Step 1: set algorithm parameters, including population
size N, maximum iteration times max, search space
dimension dim, search space upper boundU, and lower
bound L.
Step 2: initialize that population according to the
method in Section 2.2, p � 2∗ dim + 3.
Step 3: calculate and sort the fitness values of gray wolf
individuals according to the objective function, find out
the individuals with the highest fitness according to the
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fitness values, and save their positions as Xα, Xβ, and
Xδ, respectively.
Step 4: update the position according to the step size
segment step size update mechanism of formulae (4)
and (5).
Step 5: update the gray wolf population position
according to the algorithm designed by formula (11).
Step 6: update parameters a, A, and C, where the
original linear convergence factor a is changed to ex-
ponential nonlinear convergence factor.
Step 7: determine whether the maximum number of
iterations has been reached, and if so, stop the iteration
and output.

4. Extreme Learning Machine (ELM)

Professor Huang et al. [15] proposed the Extreme Learning
Machine in 2006. ELM algorithm is an improved new al-
gorithm based on SLFN. -e biggest advantage of ELM
algorithm over traditional SLFN algorithm is that it does not
need to update the parameters in training, such as the weight
between the input layer and the hidden layer and the
threshold value of hidden layer neurons. Once the number
of hidden layer nodes is determined, ELM algorithm can
obtain a unique global optimal solution with good gener-
alization and general approximation capability.

Extreme Learning Machine is a kind of single-hidden
layer feedforward neural network (SLFN), which has been
widely concerned and applied because of its fast convergence
and fast learning ability and good nonlinear classification
ability.

Set n different training samples (xi, yi), of which the k-th
input x � [x1, x2, . . . , xN]T ∈ RN corresponds to the output
y � [y1, y2, . . . , ym]T ∈ Rm, set the number of input layer
nodes of the network as N, set the number of hidden layer
nodes asM, and the activation function is expressed as g(x);
then the unified model of SLFN is

􏽘

M

j�1
βjg xi( 􏼁 � 􏽘

M

j�1
βjg wj · xi + bj􏼐 􏼑 � yi, i � 1, . . . , n,

(12)

where wj represents the j-th weight of the input layer and the
hidden layer, b is the node bias of the hidden layer, g(·) is the
excitation function of the hidden layer, the output of the output
layer is y � [y1, y2, . . . , ym]T ∈ Rm, the expected output is
e � [e1, e2, . . . , em]T ∈ Rm, w � wij􏽮 􏽯 represents the connec-
tion weight between neurons and neurons (i and j, resp.,
represent the serial numbers of neurons in the input layer and
the hidden layer), and β � βij􏽮 􏽯 represents the connection
weight between neurons and neurons (i and j, resp., represent
the serial numbers of neurons in the hidden layer and the
output layer). -en the output of each sample is

y � g w1x + b1( 􏼁g w2x + b2( 􏼁, . . . , g wmx + bm( 􏼁􏼂 􏼃βi + bi.

(13)

-e equation is expressed as

h(x) � g w1x + b1( 􏼁g w2x + b2( 􏼁, . . . , g wmx + bm( 􏼁.

(14)

H (x) refers to the response of all neurons in the hidden
layer to the input vector x and calculates the output:

y � h(x) · βi + bi. (15)

-e system output for N samples is

Y � H · β + bi. (16)

-e error function is defined as

E � ‖T − Y‖ � T − H · β + bi( 􏼁
����

����, (17)

where ‖·‖ represents norm. -e above is the basic mathe-
matical reasoning process of a single-hidden layer feed-
forward neural network. All its parameter values are
continuously updated, and the thresholds and weights of
both the hidden layer and the output layer will be optimized.

5. Experimental Scheme

In this paper, a directed graph G � (V, E) is defined for
urban intersections to represent the key intersection
conditions of the city, as shown in Figure 1, where V �

(v1, v2, . . . , vn) represents N key intersections in the city
and E � (e1, e2, . . . , em) represents all roads in the city,
totaling m roads. -e traffic flow between each key in-
tersection is expressed by matrix D � dij􏽮 􏽯, 1≤ i, j≤ n,
where dij represents the number of vehicles from stations vi

to vj. However, the cost matrix C � cij􏽮 􏽯, 1≤ i, j≤ n, of
vehicles passes between intersections. It shows that cij

represents the cost of vehicles arriving at vj from station vi,
which generally refers to time or distance. Because time is
proportional to distance when the vehicle speed is the same,
the cost is the same regardless of time or distance. However,
if there is no road between station vi and station vj, cij is
defined as a large number. For example, c01 � 6, c10 � 4
means that the two reintersections communicate at dif-
ferent times and the road conditions between the two
intersections are different.

In Figure 1, the passing time before different inter-
sections in the city at a certain moment shows different
passing time at different times, different seasons, and
different months, different time points in the day show
different passing time, and the road conditions show dif-
ferent, specifically showing congestion, slow movement,
and smooth flow. In Figure 1, the traffic conditions of
different roads back and forth are shown, and the numbers
represent specific locations. -e number between location
and location represents the cost that can be done between
locations and generally refers to the time or cost that can be
done.

-rough the relevant statistical analysis of GPS data, the
longitude and latitude of different sections at different times
and the road conditions of the current map are analyzed.
Relevant statistics and analysis are carried out on longitude,
latitude, and geographic information in GPS data, vehicle
information at different time points of road sections in GPS
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data is counted, key intersections are numbered, and the
sorted data are described in Table 1.

-e above is the statistics of a certain point in time,
and the road condition information is usually counted
every 5 minutes. Generally, the statistical results of the
current real-time road conditions can be divided into
three states: blockage, slow travel, and comfort. 1, 2, and 3
are used, respectively. -e threshold judgment criteria are
as follows: blockage is less than 12 km/h, slow travel is
12∼25 km/h, and unblocked is greater than 25 km/h. -e
data in Table 1 is obtained through raw data statistics.
Road ID denotes the number of the road in the map;
vehicle ID denotes the number of the vehicle; road section
length denotes the actual length of a road section; entry
time denotes the start time when the vehicle enters the
road section; departure time denotes the end time when
the vehicle leaves the road section; speed denotes general
passing calculated by dividing the length of the road
segment by the time; road conditions denotes classify
road conditions by speed.

-rough the gray wolf algorithm to predict the key inter-
sections of urban traffic, predicting the key routes through

different intersections is the focus of this paper. In order to be
able to predict the optimal route from the starting point to the
ending point and to predict different intersections, Figure 2
compares the prediction effects of different routes.

-e optimal route in Figure 2 is the route selection when
the current key route is unblocked, which is referred to
herein as the optimal route. -e route selection recom-
mended by IGWO-ELM algorithm is basically in high
agreement with the optimal route in terms of route, but this
is the actual route selection, considering the road conditions
at different times. IGWO-ELM algorithm is ideal in exe-
cution effect, which shows that the algorithm has a good
execution effect. In order to reflect the performance effect of
the algorithm, the comparison effect between PSO and
GWO algorithms is shown in Figure 3.

In Figure 3, compared with the time under different
paths, the time of IGWO-ELM algorithm in practical
application is close to the theoretical value. PSO and
GWO algorithms may have differences in running time.
In some paths, the running efficiency of the two algo-
rithms is the same, sometimes PSO is better than GWO,
and the time efficiency of the two algorithms alternates.
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Figure 1: Abstract diagram of the route of the key intersection of urban traffic at a certain moment.

Table 1: Statistical table of road conditions of vehicles.

Road ID Vehicles ID Road length (m) Entry time Leave time Speed (km/h) Road condition
3 15 478.6 08 : 03 :18 08 : 04 : 23 32.6 3
2 18 1242.8 12 : 52 : 00 12 : 54 :10 23.2 2
1 121 1254.4 21 :18 :15 21 : 20 :15 25.1 3
9 128 521.3 10 : 57 : 06 10 : 59 :10 10.5 1
3 675 613.2 18 : 47 : 59 18 : 50 : 23 9.2 1
...
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6. Conclusion

-is paper proposes an improved gray wolf algorithm to be
applied to urban traffic path planning. Reasonable traffic
path planning can improve traffic operation efficiency and
save a lot of time.-e basic gray wolf algorithm is easy to fall
into local optimization, and it is difficult to obtain global
total optimization. -e gray wolf algorithm is improved
through the antilearning model; thus, the actual global
optimization is achieved. Finally, the experimental com-
parison shows that IGWO-ELM algorithm has obvious
advantages in execution efficiency and time. Considering the
comparative advantage of IGWO-ELM algorithm in effi-
ciency, different time points or seasonal points will be used
as research objects in the later period. -e historical data are
trained to predict the traffic planning for a period of time in
the future, and the vehicles are reasonably planned to al-
leviate the traffic congestion.
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Microtubules as essential biopolymers implicated into electrical intracellular transport open a lot of questions about their intrinsic
character of dynamic instability. Both experimental and theoretical investigations are used to understand their behavior in order
to mimic and build powerful and smart biomaterials. So, in this paper, by analytical and computational approaches, we proposed
an electrical analogue computer of microtubule’s protofilament drawing from the partial differential equation which describes
microtubule’s motion. Using the computing elements, namely, operational amplifiers, capacitors, and resistors, we designed
analytically the bioelectronic circuit of the microtubule’s protofilament. To validate our model, Runge–Kutta code was used to
solve the partial differential equation of MT’s motion on software Matlab, and then, the results obtained are used as a controller to
fit and validate numerical results obtained by running the bioelectronic circuit on software PSpice. It is shown that the analogue
circuit displayed spontaneous electrical activity consistent with self-sustained electrical oscillations. We found out that two
behaviors were exhibited by the voltage generated from the electrical analogue computer of MT’s protofilament; amplification and
damping behaviors are modulated by the values of the resistor of the summing operational amplifier. From our study, it is shown
that low values of the resistor promote damping behavior while high values of the resistor promote an amplification behavior. So
microtubule’s protofilament exhibits different spontaneous regimes leading to different oscillatory modes. 'is study put forward
the possibility to build microtubule’s protofilament as a biotransistor.

1. Introduction

At the nanoscale, biological systems displayed electrical
activity that cares biological communication via electrical
signals [1]. Microtubules (MTs), made up of electrically polar
tubulin heterodimer subunits α-tubulin (negatively charged)
and β-tubulin (positively charged) monomers forming an
electric dipole are essential cellular biopolymers, playing an
important role in the intracellular signaling and information
processing [2], recognized to participate in eukaryote vesicle
trafficking and cell division, implicated in cognitive pro-
cessing by contributing to neuronal developmental struc-
tures such as axons and dendrites [3–5]. MTs contribute to
the processing of electrical activity of excitable cells and
signals within neuron via ion channel regulation [6–8]. 'ey
are the source of electromagnetic fields in the form of electric

pulses [9]. In that way, they are good conductors of electrical
signals at nanolevel and are assimilated to cellular automata
[10, 11]. Besides, microtubules perform mechanical dy-
namics revealing vibration characteristics and nanoscale
effects on their structure [12–16]. Recently, some research
studies summarize the possibility of MTs to application in
novel bioinspired nanoelectronic components [17]. In fact,
because of their self-organization intrinsic character,
through dynamic instability phenomenon modulated by
temperature physical control, they facilitate the fabrication
of nanowires, nodes, and networks in the future for bion-
anotechnology applications [18]. 'e field of nanotechnol-
ogy applications of biomolecular motors is a young and
evolving area of research. While the field has advanced
significantly in recent decades, it is fraught with several
engineering challenges. Both experimental and theoretical
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approaches are used to conduct nanotechnology research on
MT. In 2020, Kalra et al. quantified at physiological tubulin
concentration the capacitance and resistance of the mi-
crotubule network. 'ey reported that through counterionic
condensation, microtubules act as charge storage devices
across a broad frequency spectrum [19]. Tuszynski et al. , by
a theoretical basis and experimental support, showed that
MTs behave consistently with the definition of a memristor.
'ey provided an estimation of MT memristance and dis-
cussed the significance of biology, especially neuroscience,
and the potential for nanotechnology applications [20]. In
2006, Priel et al. investigatedMTelectrodynamics properties.
'ey reported that MTs behave as biomolecular transistors
capable of amplifying electrical information [8]. Recently,
Gutierrez et al. reported that isolated brainMTs are electrical
oscillators that behave as “ionic-based” transistors and
amplify electrical signals which may have important im-
plications in neuronal computational capabilities [21]. All
the abovementioned studies have been done experimentally.
In the theoretical viewpoint, MT’s bioelectronic circuits
were first established by Sekulié and Satarić , who was in-
spired by electrical nonlinear transmission line: RLC circuit
[2]. Moreover, Ilić et al. have modelled microtubules as
nanowires capable of enhancing ionic transport using a
similar approach than Sekulié [22]. In fact, in the theoretical
viewpoint, researchers were inspired by a general RLC-cell
circuit by considering the values of elements usually esti-
mated experimentally. 'is consideration is powerful but
not sufficient to generate a realistic and unique circuit
characterizing the natural MTs. 'us, in this work, we
propose an electrical analogue computer of microtubule by
drawing from the partial differential equation describing the
dynamics of the system. Composed by electrical computing
elements such as resistors, capacitors, and operational
amplifiers, an electrical analogue computer is an active
network capable of simulating any set of linear and non-
linear partial differential equations. 'e voltage waveform
generated from the electrical analogue computer is usually
encoded into the time evolution, providing powerful
computational real-time operation and complete parallel-
ism. What we will do is to compare numerical results ob-
tained from the partial differential equation using
Runge–Kutta code to numerical results obtained from the
analogue computer simulated on PSpice. 'e paper is or-
ganized as follows: Section 2 gives an overview about
computing elements; in Section 3, the analogue computer of
MT’s protofilament is presented, Section 4 investigates
numerical results on Matlab and PSpice, and Section 5
concludes the study.

2. The Computing Elements

In this section, we summarize the relation between output
and input voltages of each computing analogue element that
can be useful to design the analogue computer. 'e relations
are derived using the common node laws at the entrance of
each operational amplifier (Figure 1).

'e principal component in an analogue computer is the
operational amplifier. When two impedances Zi and Zf are

connected to such an amplifier as shown in Figure 1(a), it
can be shown that the input and output voltages to the
circuit are related by summing the currents:

i1 + i2 � 0⟹
vi

Zi

􏼠 􏼡 +
vo

Zf

􏼠 􏼡 � 0. (1)

'e output voltage is given by

vo � −
Zf

Zi

􏼠 􏼡vi. (2)

'us, the quantity (Zf/Zi) acts as an operator on the input
voltage vi to produce the output v0.WhenZf andZi are chosen
to be two resistors, the operator simply becomes a multiplying
constant and equation (1) takes the following form:

vo � −
Rf

Ri

􏼠 􏼡vi. (3)

If Rf � Ri, the output and the input are inversely related
as follows:

vo � − vi. (4)

'is type of circuit given in equation (4) is known as the
inverting operational amplifier because of the phase
inverting property (negative sign) associated with it. Most
inverting amplifiers, which are part of the standard com-
puting setup, usually have multiplication constants of 1, 4,
and 10. In general, the amplifier may have more than one
input port as shown in Figure 1(b). 'e result is a summing
amplifier, whose output vo is given by

vo � − Rf

v1

R1
+

v2

R2
+

v3

R3
􏼠 􏼡. (5)

When a capacitor C and a resistor of resistance Ri are
connected as shown in Figure 1(c), the output voltage is
evaluated as follows:

Assuming i1 + i2 � 0⟹ i1 � − i2

i2 � C
d vo − v−( 􏼁

dt
� C

dvo

dt
. (6)

Knowing that v− ⟶ 0

i1 �
vi − v−

Ri

􏼠 􏼡 �
vi

Ri

􏼠 􏼡. (7)

Using equations (6) and (7), the corresponding node law
relation can be written as follows:

i1 + i2 �
vi

Ri

􏼠 􏼡 + C
dvo

dt
􏼠 􏼡 � 0. (8)

From equation (8), the output voltage is given by the
following expression:

vo � −
1

RiC
􏼠 􏼡 􏽚 vidt. (9)

In the case of many input voltages, the output is eval-
uated by summing all the input currents (Figure 1(d)): i1 +
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i2 + i3 + i4 � 0, with i1 � C(dvo/dt), i3 � (v2/R2), i2 � (v1/R1),

i4 � (v3/R3)

So C(dvo/dt) + (v1/R1) + (v2/R2) + (v3/R3) � 0, the
output voltage in this case is expressed as follows:

vo � −
1
C

􏼒 􏼓 􏽚
v1

R1
􏼠 􏼡 +

v2

R2
􏼠 􏼡 +

v3

R3
􏼠 􏼡􏼠 􏼡dt. (10)

3. Analogue Computer of MT’s Protofilament

In this section, the differential equation describing the
motion of a protofilament is presented. 'e time encode
equation is then expressed as 2 parametric equations. By
using these parametric equations and the suitable computing
components summarized above, the electrical analogue
circuit is designed. From the designed circuit, the electrical
equation of motion is performed and compared to the
original differential equation in order to derive the network
of resistors necessary to run the circuit on PSpice.

3.1. Differential Equation of Motion. 'e model assumes
only one degree of freedom per dimer, which is common for,
more or less, each model describing microtubule dynamics.
According to the model, the dimers perform angular os-
cillations, but the coordinate u is the projection of the top of
the dimer on the direction of protofilament and the model
can be regarded as the longitudinal one [23, 24]. 'e general
equation describing MT’s protofilament motion using
Hamilton equations is expressed as follows:

α
d2ψ
dξ2

􏼠 􏼡 − ρ
dψ
dξ

􏼠 􏼡 − βψ + δψ3
− σ � 0. (11)

By assuming the dimensionless parameters:

α� ((mω2 − kl2κ2)/A), ρ� (cω/A),σ � (qE/A
�����
(A/B)

􏽰
),

and β≈ δ⟶ 1 in which m is a mass of the dimer, k is an
intradimer stiffness parameter, q>0 represents the excess
charge within the dipole, E>0 is internal electric field and the
integer, A is a constant depending on temperature and B is an
arbitrary constant, c is a viscosity coefficient of the cytosol,
and l is a length of a tubulin dimer. Since ζ � κX − ω0t, α
measures the competition between the kinetic energy of the
tubulin dimer and the potential energy of pertaining chemical
bonds [23, 24], ρ is a constant related to viscosity coefficient of
the cytosol. Parameters β and δ are arbitrary and related to the
nonlinearity of the system.σ characterizes the electrical force,
and this parameter was evaluated by Zdravkovic et al. [23, 24];
equation (11) depends on both space and time. But in this
study, we shall consider only the temporal variation of the
wave function generated during the dynamic instability
phenomenon of MT. 'e spatial term in ξ will be considered
invariant. So, the time dependence of the equation of motion
is written as follows:

α€x − ρ _x − βx + δx
3

− σ � 0. (12)

τ � ω0t and _x � (dx/dτ), and x represents the part of the
wave function that depends only on time. It is assumed that
equations (11) and (12) represent a first approximation of the
system with a single degree of freedom related to longitu-
dinal displacement.

Let us proceed by parametric equation by supposing
_x � y, equation (12) can be written as a set of 2 equations as
follows:

_x � y,

_y �
ρ
α

􏼒 􏼓y +
β
α

􏼠 􏼡x −
δ
α

􏼠 􏼡x
3

+
σ
α

􏼒 􏼓.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(13)
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Figure 1: Computing elements. (a) High gain dc amplifier with feedback and input impedances, (b) summing amplifier, (c) integrating
amplifier, and (d) summing integrating amplifier.
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So,

x � 􏽚 y dτ,

y � 􏽚
ρ
α

􏼒 􏼓y +
β
α

􏼠 􏼡x −
δ
α

􏼠 􏼡x
3

+
σ
α

􏼒 􏼓􏼠 􏼡dτ.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(14)

Using equation (13) and considering the computing
elements previously study, we can generate the electrical
analog computer that corresponds to MT’s protofilament
equation of motion over time as shown in Figure 2.

In fact, the procedure used to design the circuit is as follows.

Step 1. 'e circuit will be built using 2 input voltages
corresponding to _x and _y. We have to derive the exact
corresponding expression of each input voltage using ca-
pacitors and resistors. As shown in equation (14), it is
suitable to build x and y using integrating amplifier in
Figure 1(c) corresponding to equation (9). Let us use
equation (9) to evaluate the input voltage as follows:

vo � − (1/RiC) 􏽚 vidt⟶ RiCvo � − 􏽚 vidt, meaning that

RiC _v0 � − vi. We have to keep in mind that if we integrate the
input _x by using equation (9), we shall get − x as an output.
'us, the expression RiC _v0 � − vi will be rewritten as follows:
− vi1

� R1 C1 (− _x) for the first parametric equation and
− vi2

� R2C2(− _y) for the second parametric equation in
equation (13) as shown in Figure 2, respectively.

Step 2. By observing the second parametric equation in
equation (13), we should generate y , x , x3 and a constant
input VCC corresponding to a last term of the expression.
'e first term y is built using inverting amplifier of
Figure 1(a) with Zi � Zf � R to inverse the input − y to the
output y as expressed in equation (4).'e same procedure is
done to get x from − x. 'e input x is then multiplied 3
times to get x3 as shown in Figure 2.

Step 3. In this stage, we have to connect all the components
together with respect to equation (13). From the first
parametric equation, the input _x will be connected to the
output y of the second parametric equation. From the
second parametric equation of equation (13), we have to sum
− y, − x, x3, and − VCC by using summing amplifier of
Figure 1(b) where the corresponding expression of the
output is given by equation (5). 'e input − VCC is added
such that the summing amplifier is constituted by 4 input
voltages corresponding to each term. All terms in the second
parametric equation of equation (13) are signed negative
except x3 which is signed positive, as the sign in the formula
of equation (5) can suitably be corresponded to the ex-
pression of equation (13). Rf in equation (5) corresponds to
R′ in Figure 2. 'e output of the summing amplifier is then
connected to the input voltage R2C2 _y to balance the right
side to the left side of the second parametric equation of
equation (13).

3.2. Derivation of Electrical Equation of Motion. 'e objec-
tive now is to evaluate the corresponding values of each
computing component according to MT’s parameters
(Figure 2). In fact, the electrical equation of vibration of the
corresponding circuit of a protofilament is computed by
using the inverse procedure.

From Figure 2, we get directly

R1C1 _x′ � y,

R2C2 _y′ � − R′
− y

R3
􏼠 􏼡 −

x

R4
􏼠 􏼡 +

x
3

R5
􏼠 􏼡 −

Vcc

R6
􏼠 􏼡􏼠 􏼡,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(15)

where _x′ � dx/dt, and (15) can be rewritten as follows:

_x′ �
1

R1C1
y,

_y′ �
R′

R3R2C2
y +

R′
R4R2C2

x −
R′

R5R2C2
x
3

+
R′

R6R2C2
Vcc.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(16)

As stated earlier, we make the change of time variable as
τ � ω0t⟹ dτ � ω0dt. Equation (16) is then recast to

ω01
dx

dτ
􏼠 􏼡 � ω01 _x �

1
R1C1

y,

ω02
dy

dτ
􏼠 􏼡 � ω02 _y �

R′
R3R2C2

􏼠 􏼡y +
R′

R4R2C2
􏼠 􏼡x

−
R′

R5R2C2
􏼠 􏼡x

3
+

R′
R6R2C2

􏼠 􏼡Vcc.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

'e final expression can be written as follows:

_x �
1

R1C1ω01
y,

_y �
R′

R3R2C2ω02
􏼠 􏼡y +

R′
R4R2C2ω02

􏼠 􏼡x

−
R′

R5R2C2ω02
􏼠 􏼡x

3
+

R′
R6R2C2ω02

􏼠 􏼡Vcc.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(18)

By identifying equation (13) to (18), we can get the
following relations:
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1
R1C1ω01

􏼠 􏼡 � 1,

R′
R3R2C2ω02

􏼠 􏼡 �
ρ
α

􏼒 􏼓,

R′
R4R2C2ω02

􏼠 􏼡 �
β
α

􏼠 􏼡

R′
R5R2C2ω02

􏼠 􏼡 �
δ
α

􏼠 􏼡,

R′
R6R2C2ω02

Vcc􏼠 􏼡 �
σ
α

􏼒 􏼓.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⟹

R1 �
1

C1ω01
􏼠 􏼡,

R3 �
R′

R2C2ω02 ∗ (ρ/α)
,

R4 �
R′

R2C2ω02 ∗ (β/α)
,

R5 �
R′

R2C2ω02 ∗ (δ/α)
,

R6 �
R′Vcc

R2C2ω02 ∗ (σ/α)
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(19)

4. Numerical Results

In this section, we have solved the equation of motion
numerically using Runge–Kutta code and then run the
corresponding circuit on PSpice. 'e purpose of this pro-
cedure is to have an idea about the general behavior of the
waveforms propagating along protofilament.

By varying the values of α, ρ, σ at constant parameters
β, δ related to the nonlinearity. 'e following solutions are
obtained.

It is observed that the nature of waves depends on the
value of α. For low values of α, waves generated are subsonic

waves as shown in Figures 3 and 4. For high values of α,
waves generated are supersonic as shown in Figure 5. As
previously mentioned, α measures the competition between
the kinetic energy and the chemical potential of pertaining
bonds. We assume that high values of αmean the highest of
kinetic energy in front of chemical potential promotes su-
personic behavior while low values of α promote subsonic
behavior when the chemical potential of pertaining bonds is
higher.

In the case of subsonic behavior (see Figures 3 and, 4), it
is shown that by increasing the value of α, the wave am-
plitude increases and oscillations are promoted. Moreover,
parameter σ that relates to electric force promotes oscilla-
tions as well. As parameter ρ related to cytosol viscosity
increases, the signal amplitude decreases over time. Pa-
rameters δ and β do not affect the signal amplitude; we
consider them equal to 1. So, for subsonic cases, α and σ
promote oscillations and increase the signal amplitude. 'e
damping parameter ρ collapses oscillations and promotes a
linear and constant signal over time. In the case of super-
sonic behaviour (see Figure 5), it is observed that the in-
crease in α and σ do not change the signal amplitude, but it is
well observed that their increase promotes oscillations, while
the increase of parameter ρ collapses oscillations. In this last
case, it is observed that the amplification phenomenon can
arise infinitely for high values of α and σ and for low values
of ρ. 'is situation is an ideal case and difficult to occur in
nature in general and particularly in biological systems.
Generally, the switch between amplification and damping
behaviors of a signal generated cares the transmission
process during the dynamics of biological systems. 'is
allows to balance the energy used and procedure in the
system. Besides, each transmitted signal is amplified or
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Figure 2: Electrical analogue computer of microtubule’s protofilament.
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damped for a given time and then usually becomes constant
or totally vanishes or switches to an opposite behavior over
time. In the case of the dynamic instability of natural

microtubule, we assume that the energy modulating the
polymerization/depolymerization cannot care an infinite
amplification over time. In fact, the energy produced during

0

–0.1

–0.2

–0.3

–0.4

–0.5

W
ac

e f
un

ct
io

n

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Time

α = 0.3, ρ = 0.1, σ = 0.38

(a)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Time

0

–0.1

–0.2

–0.3

–0.4

–0.5

W
av

e f
un

ct
io

n

α = 0.3, ρ = 0.2, σ = 0.38

(b)

W
av

e f
un

ct
io

n

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Time

0
–0.02
–0.04
–0.06
–0.08

–0.1
–0.12
–0.14
–0.16

α = 0.3, ρ = 0.1, σ = 0.15

(c)

W
av

e f
un

ct
io

n
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Time

0

–0.05

–0.1

–0.15

α = 0.3, ρ = 0.2, σ = 0.15

(d)

Figure 3: Wave function generated from thepartial differential equation at lowkinetic energy. (a)α � 0.3, ρ � 0.1, σ � 0.38; (b)α � 0.3, ρ � 0.2, σ � 0.38;
(c) α � 0.3, ρ � 0.1, σ � 0.15; (d) α � 0.3, ρ � 0.2, σ � 0.15.
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Figure 4: Wave functiongenerated fromthepartial differential equationathighkinetic energy. (a)α � 0.8, ρ � 0.1, σ � 0.38; (b)α � 0.8, ρ � 0.2, σ � 0.38;
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the polymerization is used during the depolymerization.
During this situation, the energy carried by the waveform
moving along protofilament varies constantly and the os-
cillations generated during the vibration are probably af-
fected. So the chemical energy of pertaining bonds can
increase or decrease the kinetic energy as the corresponding
parameter α remains low. From the above mentioned, we
argue that the real system cannot be designed in the situation

of very high kinetic energy. 'us to run the electrical an-
alogue on PSpice, we will stay in the situation of Figures 3
and 4 and mimic both the amplification and damping
behaviors.

Let us run the electrical analogue computer using the
software PSpice by considering appropriate values of each
parameter as given in Figures 3 and 4. 'e circuit is run for
the case where α � 0.3, ρ � 0.1, σ � 0.38, but similar curves
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Figure 5: Wave function generated from the partial differential equation at very high kinetic energy. (a) α � 1, ρ � 0.1, σ � 0.38; (b)
α � 1, ρ � 0.2, σ � 0.38; (c) α � 1, ρ � 0.1, σ � 0.15; (d) α � 1, ρ � 0.2, σ � 0.15.
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Figure 6: Output voltages of (a) amplifier with capacitor C1, (b) amplifier with capacitor C2, and (c) the nonlinear part x3 for R′ � 10KΩ,
C1 � 100 nF, C2 � 10 uF, R � R1 � R2 � R3 � R5 � 10KΩ, Vcc � 12V, R4 � 5KΩ, R6 � 2.77KΩ.
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are obtained by using values of α less than 1 and
σ ≺ σmax � (2/3

�
3

√
). 'ese values of parameters are reported

in [23, 24] and were evaluated within the situation of a
favorable configuration that promotes information pro-
cessing during the dynamic instability.

By varying resistances, we will try tomimic amplifying or
damping behaviors from the electrical signal. For the fol-
lowing simulation values C1 � 100 nF, C2 � 10 uF,

R � 10KΩ chosen, the signal generated will be convergent.
Other values can be used. By fixing these parameters, we use
equation (19) to compute other resistances useful for our
simulations.'e lecturer needs to keep in mind that for each
value of R′, he has to evaluate the corresponding network of
resistances.

Numerical results previously obtained from MATLAB
(Figures 3–5) are used as a controller to find suitable values
of resistors. Suitable values of MT parameters are chosen as
the electrical analog computer can mimic the behaviour
generated by Runge–Kutta code. Voltage is measured at the
output of memory computing elements (amplifiers) and the
output of the nonlinear proportion x3. 'e increase or
decrease behaviour of the output voltage of the electrical
analogue computer is modulated by the values of R′.

For R′ � 10KΩ as shown in Figure 6, the output voltages
exhibit an increasing behaviour and maintain the same
amplitude over time. In Figure 6, spontaneous oscillations
showed changes in signal’s regime and amplitude, namely,
amplification regime where signal’s amplitude increases with
time from 0 s to 0.6 s and constant regime where signal’s
amplitude remains constant over time (from 0.6 s to 2 s).
'ese results showed the ability of a single microtubule’s
protofilament to handle amplification of electrical activity
and self-controlled the amplification by maintaining the
behaviour constant over time. 'is situation puts forward
realistic behaviour of the physical system as previously

mentioned. Spontaneous changes are well observed in sig-
nal’s amplitude, suggesting that intracellular electrical sig-
naling may heavily obey to the assembly and organization of
the various cytoskeletal structures over time [21]. For
R′≻10KΩ as shown in Figure 7, the oscillations collapse
over time and the output voltages become linear. In fact, by
increasing the value of R′ up to 10KΩ, the output voltages
also exhibit two regimes: spontaneous amplification of os-
cillations from 0 s until 0.8 s with a clear change in the
signal’s amplitude and then a constant and linear response
from 0.8 s until 2 s. 'ese changes in regime and amplitude
can suggest changes in polarity of the holding potential and
conductance as reported by Gutierrez et al. [21] in the case of
isolated microtubule.

By decreasing the value R′ as R′ ≤ 1KΩ (Figures 8 and 9),
the output voltages exhibit a decreasing behaviour of the os-
cillation amplitude over time, without becoming linear similar
to the behaviour shown in Figures 3 and 4). Results obtained in
Figures 8 and 9 are similar to those obtained by Gutierrez et al.
[21]. By decreasing the values of R 3 and R 5 as shown in
Figure 9, the same behaviour as in Figure 8 is obtained. In
general, the behavior of the output voltages depends on the
values taken by R′. For R′ ∈ ]1KΩ − 10KΩ[, the same
output voltages as in Figure 6 are generated. According to the
results obtained, it is observed that low values of resistance R′
act as damping parameter but care oscillations over time while
high values of resistance R′ act as amplifier parameter but
maintain the amplitude of output constant by increasing time.
For these cases, it is also observed that the signal exhibits
approximately two regimes as previously (Figure 6). However,
an interesting difference became evident, namely, that the
richer oscillatory behavior drastically changed to damping one
and sustained spontaneous stronger oscillations over time. In
fact, it is a well-observed fast spontaneous damping regime,
followed by smoothly damping regime over time (Figures 8
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Figure 7: Output voltages of (a) amplifier with capacitor C1, (b) amplifier with capacitor C2, and (c) the nonlinear part x3 for R′≻10KΩ,
C1 � 100 nF, C2 � 10 uF, R � R1 � R2 � R3 � R5 � 10KΩ, Vcc � 12V, R4 � 5KΩ, R6 � 2.77KΩ.
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and 9). In these environmental conditions, electrical oscilla-
tions are cared over time. But the signal’s amplitude decreases
continuously.

Other simulations have been carried out by varying
resistors’ values of R4 and R6. In general, the same be-
havior is obtained, So the behavior of the output voltages
depends on the values of R′. Results obtained from nu-
merical investigations put forward spontaneous electrical
activity consistent with self-sustained electrical oscilla-
tions during the dynamics of the microtubule’s
protofilament.

5. Conclusion

In this work, we tantalized to build an electrical analogue
computer of MT’s protofilament drawing from the partial
differential equation of MT’s motion. By using the suitable
values of MT’s parameters, we have been able to find suitable
values of computing elements. Numerical results have
shown that the behaviour of the output voltage generated by
the electrical analogue computer is modulated by the re-
sistance R′. High values of R′ promote increase in the be-
havior of the signal that can become linear for very high
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Figure 9: Output voltages of (a) amplifier with capacitor C1, (b) amplifier with capacitor C2, and (c) the nonlinear part x3 for R′ ≤ 1KΩ,
C1 � 100 nF, C2 � 10 uF, R � R1 � R2 � 10KΩ, Vcc � 12V, R4 � 5KΩ, R6 � 2.77KΩ, R3 � R5 � 5KΩ.
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Figure 8: Output voltages of (a) amplifier with capacitor C1, (b) amplifier with capacitor C2, and (c) the nonlinear part x3 for R′ ≤ 1KΩ,
C1 � 100 nF, C2 � 10 uF, R � R1 � R2 � R3 � R5 � 10KΩ, Vcc � 12V, R4 � 5KΩ, R6 � 2.77KΩ.
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values of R′ while low values of R′ promote decrease in the
behavior of the electrical voltage and care the oscillation over
time. To build a more realistic analogue computer, one needs
to use the exact values of MT parameters to derive the
suitable computing elements. 'e behaviour of the output
voltage obtained for R′ ≤ 1KΩ is similar to the results ob-
tained by experimental studies. 'is study put forward the
electrical activity of microtubule protofilament by electrical
oscillations occurring at different regimes with amplitude
changes as mechanism for intracellular signaling and
communications inside neurons. So designing microtubule
as an electrical analogue computer can be useful to better
understand the dynamics of the entire system and to build
new biological nanowires and biotransistors.

Data Availability

No data were used to support this study.

Conflicts of Interest

'e authors declare that they have no conflicts of interest.

References

[1] J. Zimmerman, R. Parameswaran, and B. Tian, “Nanoscale
semiconductor devices as new biomaterials,” Biomaterial
Science, vol. 2, no. 5, pp. 619–626, 2014.
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Virtual reality (VR) games construct an immersive context for the youth’s entertainment and learning. VR game addiction (VAD)
occurs simultaneously and brings about psychological issues. )e current research employed a maximum likelihood estimation
method to construct a structural equation model, by which learners’ VR consumption behaviors were examined. )e boot-
strapping approach was adopted to explore further the mediation of VR realism (VRR) and the moderation of VR affordance on
learners’ VAD, which potentially leads to distressing behavioral and psychological circumstances. Data were collected from 575
students recruited in the survey, which was followed by a test of reliability and validity through confirmative factor analysis.
Results concluded that VRR and consumers’ cognitive satisfaction played a significant role as mediators while conceptualizing
addictive behavior based on VR-perceived experience of consumers, self-efficacy, and interactivity. Moreover, this study
conceptualized addictive behavior toward VR games through a structural equation model in a media-rich environment and
suggested practical implications to reduce addictive behavior.

1. Introduction

Virtual reality (VR) refers to the gadget that simulates
interactive virtual settings in a 3D image, which offers an
immersive environment than another display screen (i.e.,
desktop, television, or mobile phone). Previous studies
have illuminated that VR brought about various benefits
in gaming. For example, it provides opportunities to
socialize with other players online. Some users prefer to
experience various emotions in VR games to satisfy their
psychological needs, whereas others aim to pass the time
or escape reality for the time being [1]. Students are a
dominant group in VR games, and many researchers have
begun to investigate the use of VR games in enhancing
learners’ fulfillment in the educational domain. VR games
provide virtual conditions, where people could improve

their skills that could be positively used in real life. For
example, memory games are used to improve cognitive
abilities, and adventure games help people cope with
qualms [2].

However, the use of VR games may have a negative
influence on learners’ relationships with their family, edu-
cation, and social life and may lead to VAD. To quantify the
addictive behavior of VR game users, the current study,
which is based on the cognitive-behavioral framework,
employed structural equation modeling (SEM) to construct
a holistic model that reflects the driving mechanism leading
to VAD. )e structural equation is a reliable modeling
approach to explain the relationship between variables and
latent constructs systematically. To evaluate the model fit-
ness and path coefficient of the proposed model, this study
employed a maximum likelihood estimation (MLE) to
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estimate the parameters of a probability distribution by
maximizing a likelihood function.

2. Literature Review on VR Addiction

Information technology (IT) has become an essential part of
modern society, and its application ranges from education to
entertainment and even health. Life is becoming more
manageable with IT; however, research has indicated various
severe concerns about this exposure (e.g., IT addiction and
stress) [3]. Similarly, some studies on technology addiction
have discussed that addictions have different types. Spe-
cifically, Internet-addicted users are keen toward porn,
gambling, and e-gaming addiction. Some researchers have
argued that addiction can also have positive effects [4].
Researchers still disagree on definitions. )e American
Society for Addiction Medicine defines addiction as a pri-
mary, acute illness of brain reward, consciousness, and
associated circuitry. Moreover, addiction is defined as the
incapacity to abstain constantly, the impairment of cognitive
command, and the reduced awareness and dysfunctional
reaction to important cognitive issues and interpersonal
relations [5]. Addiction is a progressive disability and results
in premature death without treatment or rehabilitation. A
research review identified the four most frequently studied
types of IT addiction, namely, Internet addiction, gambling
disorder, smartphone addiction, and social network ad-
diction. )ese types of IT addiction share some common
symptoms but also have some unique features [6].

Studies have discussed that Internet addiction and FBA
are interconnected. Facebook is widely used in SNS research.
Facebook claimed to have 2414 million active users per
month [7]. Moreover, the Pew Research Center’s Internet
and American Life Program describes technology use as
essential to everyday life, particularly for teenagers and
adults who use smart phones [8]. College-aged students are
more attached to and reliant on smartphones; according to a
Pew research survey, 94% of young people aged 18–24 years
have smartphones [9]. Gökçearslan et al. [10] stated that
frequently using smartphones is an indication of addiction
to smartphones. Smartphone addiction leads to serious
health issues for young people. Researchers have further
argued that young people have nomophobia, which is the
fear of being without smartphones [11]. Similarly, online
game addiction (OGA) is considered the most critical issue
in public health among other related fields. Game addiction
is defined as prolonged gaming that leads to behavioral
symptoms, including the loss of self-control. Moreover,
Internet gaming disorder (IGD) is now included in DMS-5
and ICD-II, but the addiction debate continues. DSM-5
identified addicts of digital games as “gamers” who com-
pulsively play Internet games and exclude other activities,
which may lead to psychosocial impairment or stress.
Previous studies have used the time spent playing as a
gaming disorder indicator, but research still needs to de-
termine whether both are the same or considered similar
[12]. Studies have identified that adolescents who are
addicted to games have a negative relationship with their
parents, feel insecure in their society, and spend more time

with online friends, and all of which are problematic in real
life [13]. )erefore, researchers have argued that users
addicted to Internet games are aggressive and have disor-
ders, such as insomnia, anxiety, and vision syndrome. In-
ternet game users are loyal. VR technology maybe useful, but
its excessive use may influence addictive behavior. More-
over, VR technology has been used for treatment and in
learning environments in the beginning, but researchers
believe that consumers’ access to VR has a negative impact
on their behavior [14]. Considering previous research, the
present study finds no statistical evidence that has used VR
and e-games together. )e VR gaming industry is growing
slowly because of the cost of the required equipment and the
few games on the market. Furthermore, researchers believe
that the decreasing prices of VR headsets and software may
lead consumers toward pornography and VR game addic-
tion (VAD) [15]. Moreover, previous papers have mainly
focused on other ICT addictions, such as SNS, games, and
online gambling, as mentioned in Appendix A (Supple-
mentary Materials). )e present study helps to enrich the
current literature on the dark aspect of VR, specifically VAD.

3. Theoretical Framework

VR research studies are ongoing in different fields, including
architectural [16], medical [17, 18], and education [19] fields,
because of the development in VR technologies and the rise
of the VR industry. )e technology acceptance model
(TAM) was the paradigmmost narrowly tailored to illustrate
customers’ expectations and interventions about devices
[20]. VR technology was used in different experiments by
incorporating external influences [21]. Technology accep-
tance theories primarily focus on benefits and overlook the
critical assessments of consumer’s potential risks [22, 23].
)ese include TAM2 [24], UTAUT [25], and UTAUT2 [26],
which demonstrate the development of technical adaptation
models over time. Nevertheless, none of the technology-
related behavioral models was suitable to underline the dark
side of technological progress. )e present study proposed
that high media richness appreciates the user’s VR addictive
nature to games. In conceptual terms, technological attri-
butes (i.e., VR interactivity (VRI), self-efficacy, and realism)
and cognitive attributes (e.g., perceived experience and
satisfaction) map the distal and proximal factor spectrum.
Previous studies have identified the cognitive-behavioral
framework of the problematic use of IT and the combined
results of distal and proximal causes. )e cognitive-be-
havioral framework emphasizes thoughts as a significant
cause of unusual behavior [27] but is unable to affect
problematic use directly as opposed to proximal factors,
which are the main attribute of distal causes to factors that
contribute significantly to the problematic use of IT [28].
)e present study proposed that high media richness in-
creases individuals’ game addiction. In other words, it urges
irresistible desire [29] and related emotion, which can be
mapped in terms of cognitive-behavior modeling [30]. )us,
this study adopted a cognitive-behavioral framework, which
identified problematic Internet usage with the combined
results of distal and proximal causes. Distal causes
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emphasize the factors that indirectly activate addiction [28],
whereas proximal causes directly contribute to developing
VAD. )is paradigm is widely used for different types of
behavioral addictions [30], such as game addiction [31]. )e
cognitive-behavioral model provides a logical basis to ex-
plain emotional dependence [32]. )us, this study assumed
and attempted to verify that the cognitive-behavioral
framework is exceptionally suitable to map VAD.

For distal cause, the constructs of perceived quality (PQ),
VR self-efficacy (VSE), and VRI are considered absolute
terms to define the scale of VAD. Hwang and Kim [33]
referred to a positive association between brand usage and
user experience, which is linked with the users’ PQ.
Moreover, a service’s PQ and technology advancement with
brand extension have optimistic domination over the user’s
satisfaction, willingness to use, purchase of the game, and
purchase of additional offers by the provider. Bandura [34]
derived self-efficacy from social cognitive theory; further-
more, several studies have argued that self-efficacy could be
defined as the individuals’ confidence level and ability to
tackle unambiguous behavior [35]. Moreover, self-efficacy
has beneficial and bleak effects on gamers’ behavior,
depending on their personality [36]. Specifically, VSE is used
as a unique contribution to the current context. )e authors
assumed VSE as a game player’s level of understanding and
access to equipment and interfaces with VR games. )us,
VSE is assumed to be one of the most important factors to
define VAD. VRI is a state where users participate and
modify in real-time. Previous studies have argued that
interactivity contributes to VAD and impacts an individual’s
cognitive growth and social routine [37, 38].

Proximal causes emphasize constructs that hold a direct
effect on consumers’ game addiction. First, this study
considers VR realism (VRR), which is followed by con-
sumers’ cognitive satisfaction. Proximal causes directly
contribute to game addiction as a behavioral outcome. VRR
has a significant contribution to VAD. Previous studies have
argued that the actual purpose of VR is to enhance realism
such that players can experience and enjoy the game better.
Formulators should concentrate on many particular aspects,
particularly realism, to attract users [39]. Moreover, studies
have argued that realism and the feeling of presence could
affect users’ emotions, which can negatively and positively
affect their attitude [40]. )e present study did not find any
studies that argued or discussed possible factors related to
VRR and game addiction having inter-related connections.
)us, the authors assumed that VRR is one of the most
important factors to measure the addictive behavior of the
game players, particularly VR game players in the modern
era. Moreover, studies have argued that access to related
resources encourages individuals’ sense of satisfaction.
Positive and negative satisfaction can be created with un-
biased dimensions of psychosomatic requirements [41].
Moreover, evidence shows that satisfaction and dissatis-
faction explain significant factors in IGD [41]. Wu et al. [42]
conducted a study in China, concluded that satisfaction is
significantly negatively associated with problematic video
game playing and argued that competence satisfaction and
autonomy show indirect effects on game users’ life [43].

)erefore, VR cognitive satisfaction (VCS) is the proximal
cause of VR-based EPC addiction. Becker and Murphy [44]
stated that addiction rationality applies to a coherent
strategy of balanced expectations for the anticipation of
future decisions and the maximization of use over time. In
the context of VAD, the authors hypothesized PQ, VSE, and
VRI as distal causes that further lead to VRR and VCS as
proximal causes of VAD in society.

A new study project adopted virtual realism as VR
technology and VCS as the neurological component of
proximal triggers for individuals with gaming addiction.
VRR is a state where users realistically feel the environment.
)e VR project perfectly simulates virtual realism besides
technological advancement because it guarantees valid
knowledge about the scenario [45]. Users tend to play VR
games because of their rich environment and realism. VRR
has an immersive environment, where an individual feels a
customized and personal experience. In this context, VRR
can be proposed as a proximal cause while mapping VAD. In
comparison, the literature suggests a feeling of satisfaction
with exposure to the games concerned, and this feeling may
contribute to addictive behavior. Moreover, players always
give positive feedback to express their satisfaction in playing
video games [46]. )us, the authors conclude that VRR and
VCS can be captioned as the proximal causes of VR-based
EPC addiction.

3.1. Distal Causes (Excitement, Interactivity, and Efficacy).
Zeithaml [47] stated that perceived experience excitement
(PEX) is “the customer measure of product/service per-
fection or dominance.” Bitner and Hubbert [48] described it
as “the general impression of the customer of an institution
and its services’ relative dominance or inferiority.” Hwang
and Kim [33] propose that a positive association between
brand usage and user experience is linked with users’ PEX.
Moreover, services’ PEX and technology advancement with
brand extension have been observed to positively influence
users’ satisfaction, willingness to use, purchase of the game,
and purchase of the additional offers by the provider [49]. In
the last few decades, the widespread use of Internet and web
technologies and the implications for every aspect of society
have led to the technological revolution. )e literature
contains full accounts on the web technology integration of
organizations of various types and sizes. Experience is not a
new concept in IT. Practitioners of information systems have
always known the necessity to improve the functioning of
information systems to react to external and internal
pressures and meet critical problems for its growth and
survival. Consumer fidelity for Internet games is difficult and
expensive [4] and requires a consumer-friendly service to
experience excitement. Numerous surveys have found that
the increased perception of customer service and excitement
results in increased profitability (satisfaction) [50]. Studies
have suggested that PEX is an essential part of a store’s image
and can influence the behavior of gamers in the new elec-
tronic environment. Increasing the level of realism is im-
portant to generate more excitement [51]. Slater et al. [52]
stated that VRR causes a high level of presence and produces
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excitement in users. No study has used excitement with
VRR. )us, the present study proposed the following
hypotheses:

H1: Perceived VR experience excitement holds a sig-
nificant effect on the proximal causes (VRR and VSC)
of VAD.

Bandura’s [53] personal cognitive philosophy revolves
around the concept of self-efficacy. Self-effectiveness
refers to an evaluation of people’s ability to develop and
execute action courses needed to achieve success [34]. It
is unique to the area and significantly linked to be-
havior. Self-effectiveness is about the skills and having
the trust to use those skills [54]. Psychological literature
shows that self-confidence or self-control and self-ef-
ficiency are individual resources [55]. Compared with
other personal psychosomatic factors (i.e., self-esteem),
self-efficacy encourages the self-appreciation of persons
for their capability to perform a given task and ac-
complish a particular purpose. )e authors identified
different areas of self-efficiency on this theoretical basis.
Self-efficiency in several areas, such as learning [56],
worker behavior [57], user responses [58], and video
gaming [59], has been examined and validated. In the
self-efficiency literature, different technologies were
explored, such as the self-efficacy of the computer or
the Internet [60]. However, the study has seldom ex-
amined the self-efficacy of the video game or online
shopping sector. )e only study conducted by Ketelhut
[59] analyzed the scope of self-efficacy with video
games by incorporating self-effectiveness while playing
video games. Some studies have used general self-ef-
ficacy and personality with games [61]. Moreover, self-
efficacy rises to favorable feelings (satisfaction) when
computers are experienced and used and is only pos-
sible with the trust of users [62]; VR HDM provides a
sense of realism [63], where users’ self-efficacy pushes
them to use VR. Similarly, no research has discussed
the use of VSE with VAD. )erefore, the authors as-
sumed that VSE is the most crucial factor in VAD. On
the basis of the above arguments, the present study
proposed the following hypothesis.

H2: VSE holds significant effects on the proximal
causes (VRR and VSC) of VAD.

Consumers participate in a virtual environment for fun,
socialization, and interactivity [64]. )erefore, brands
create products that allow consumers to be highly
involved and have the meaning of using VR gadgets.
Studies have found that users lose the sense of expe-
rience and interactivity in online shopping. Similarly,
the degree of interactivity may affect the sense of tel-
epresence. Bogost [65] argued that the interactivity of
the game could give users a top scale of experience and
enjoyment (satisfaction). Juul [66] illustrated Doom II
and stated the difficulty to find the expanse between
story-time, narrative-time, and viewing-time. More-
over, he argued that the narration of the game and
interactivity cannot be felt at the same time.

Furthermore, interactivity allows users to decorate
themselves according to their preference. Belk [67]
argued that users believe that the avatar should be like
the users. Interactivity also allows users to make their
indent in the virtual world according to their prefer-
ence. Realism in the virtual world makes users more
interactive in a realistic manner through their own
created and specially designed avatar. In addition,
interactivity increases user satisfaction, but their sat-
isfaction decreases because they do not gain new ad-
ventures in games. )e authors assume that VRI is one
of the essential factors for adopting addictive behavior,
specifically in VAD. )erefore, the present study
proposed the following hypothesis.
H3: VRI holds significant effects on the proximal causes
(VRR and VSC) of VAD.

3.2. Proximal Causes (Realism and Cognitive Satisfaction).
)e social scientist Murphy [68] performed a comprehensive
literary analysis of VR to confirm and expand the “common-
sense assertion that VR” feels true “rather than conventional
screen-based games.” Realism is with an essential concept
within the artistic culture and is plausibly seen as more
practical than others for some aesthetic technologies and
forms, including VR. Realism is also of significant interest to
art theorists, even if it has always contributed to conflict and
discussion. )e real main question is whether specific media
models are more realistic than others and, if so, what this
realism is. Chalmers [69] disputed that VR entity can be
considered to include fantasy when an imaginary envi-
ronment, artifacts, or characters are portrayed at any point
by certain VR events. )e most crucial purpose for the
representation of the literature is to use VR in video games.
Moreover, other situations use VR to mediate a nonfictional
experience with real things in the real world. Disney’s work
on ball capturing in virtual worlds is one event. Robson and
Tavinor [70] insisted that the ball-grabbing case may be
described as “aggressive reality” if an encounter with a
simulated cannibal is deemed to be “true fictionality.”
Moreover, studies have suggested that VR can create a highly
realistic environment that can negatively impact users’
addictive behavior [71]. )erefore, the authors assume that
VRR is one of the most important and significant factors and
leads users toward addictive behavior. )us, the present
study proposed the following hypotheses:

H4: VRR positively influences VAD.
Oliver [72] pointed out that satisfaction is the after-
sales appraisal of the customer and an affective reaction
to the overall experience of products or services. Re-
search has suggested that the performance of users is
measured by two major dependent variables, namely,
machine fear (computer anxiety) and happiness (sat-
isfaction) [62]. Positive feedback and enjoyment can be
gained by using virtual simulation games. Consumers
are more pleased with the use of model games when
they believe that they are characters with positive re-
sults [73]. Studies have shown that satisfaction is closely
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related to the user profile created by consumers on VR
[74]. Lu and Wang [75] stated that addiction to
gambling contributed directly to loyalty and reduced
loyalty to satisfaction. Researchers have claimed that
their results partially clarified why online gamers re-
main loyal even if they are disappointed [4]. In daily life
and video games, fulfillment and dissatisfaction with
core psychological needs are accurate predictors of
IGD. Powerful video games have to meet players’ needs
and make them incredibly pleased. )ey can also make
the games risky, mostly for people whose psychoso-
matic needs are not satisfied in the real world. Con-
sequently, the authors assumed that VR content is one
of the most significant and essential factors, assuming
that game satisfaction leads users to an IGD.Misra et al.
[46] found that emotional dependence (satisfaction) is
a significant predictor of game addiction behavior.
)erefore, the present study proposed the following
hypothesis.
H5: VCS positively influences VAD.

3.3. Moderating Role of VR Affordance (VA). Shin [76]
claimed that, for the operation to be accepted, affordance
should be correctly viewed by consumers; inquiring how VA
is obtained for the industry and the academia is necessary.
Nelson et al. [77] acknowledged the idea of affordance as an
important tool to explore how VR is united by various
interaction trends. Moreover, researchers have discussed
[76] presence affordance, questioned whether the existence
of VR influences user sensation, and discussed the difference
between technical and emotional affordability, which con-
tributes to behavioral shifts in the perception of the con-
sumer. Furthermore, a study related affordance and
satisfaction in consumer behavior, but no study has used
affordance and VCS together. Ke et al. [19] used affordance
in a virtual learning environment, but no study has used
affordance and VRR in games, specifically VR games. Based
on this argument, the authors assumed that VA is a mod-
erator in modeling for VRR and VCS, which means that the
function of VRR and VCS in creating enjoyment in the VR
game would cause addictive behavior.

H6: VA (in economic terms) moderates the relation-
ship between proximal causes (VRR and VCS) and
VAD behavior.

4. Methodology

4.1. Participants. VR game players were approached in the
referral network and accessible gaming zones and cafes in
different cities of Anhui (which can be considered as a kind
of convenience sampling). However, to maximize the data
response rate and coverage of the population, different re-
gions within the mainland were considered. Overall, during
the data collection phase, more than 900 VR game players
were approached or invited within mainland China. How-
ever, 684 respondents were recorded. Among the collected
responses, 109 were rejected due to incomplete and am-
biguous responses. )e survey rate is 63.88%. )e

demographics of the collected response set of 575 were
explored. )e sample size was acceptable according to
Cochran. )e t-test was computed to examine the validity
and reliability (nonresponse biases) of the collected sample.
)e difference between the initial and later collected subsets
of the collected sample was checked. )e sample can be
classified as nonresponse and bias-free based on computed
results because no difference was noted among the subset of
the collected sample. Table 1 holds the demographic profile
of respondents.

4.2. Development of Instruments. )e items were taken
from authentic sources and were used in different con-
textual scenarios to ensure reliability and validity. PEX
was mapped using three items on VR-based experience
excitement and enjoyment from Tokel [78]. VSE was
reflected in the three-item instrument, which emphasizes
consumers’ ability, skills, and confidence in ability and
skills in using VR gadgets [79]. VRI was highlighted by the
three-item scale, which discussed consumers’ participa-
tion in the VR environment for interactivity, fun, and
visual perspectives, adopted from Kim and Jae [80]. VRR
was measured by instruments (items) adopted from
Ribbens et al. [81] to emphasize consumers’ perception of
the VR environment as real in the context of VR addic-
tion. VCS was reflected by a three-item scale adapted from
Kim et al. [82] to capture consumers’ cognitive satisfac-
tion. VAD was reflected by a three-item scale adopted
from Gong et al. [83] to emphasize consumers’ VR ad-
diction and related effects. VA was represented by VR
hardware purchase intentions, which were measured by a
three-item scale proposed by Manis and Choi [84] to
capture the effect of consumers’ intentions to purchase VR
hardware as inventory/resource; this effect can be ex-
amined while defining the association of VRR and VCS (as
proximal causes) and VR addiction. A Likert scale, which
ranges from 1 as highly disagree to 5 as highly agree, was
employed to measure each construct. Table 2 shows a list
of items adapted.

An instrument with three main sections was developed
to collect reliable responses. )e first section introduced the
purpose of the study. )e second section presented the
questions related to demographics. )e third section
enclosed the construct items to collect responses using the
Likert scale. To ensure the quality of data collection, reverse
coded items were included in the questionnaire, and re-
sponses with ambiguities were excluded. To accommodate
the concerns related to comprehension and meaningful
communication, a prior study was piloted with 25 re-
spondents in the study area. )e revised questionnaire was
adopted on the basis of suggestions and observations made
by participants of the pilot study. )e digital medium was
considered such that the target population (generation Z)
can be approached and invited to participate in the survey.
To maximize the response rate, the hyperlink for the survey
was shared through the social networking application
“WeChat.” Data were collected throughout the second and
third quarters of 2019.

Discrete Dynamics in Nature and Society 5



4.3. Data Analysis. )e current research employed the MLE
method to construct a structural equation model, by which
learners’ VR consumption behavior was examined. )e
bootstrapping method was adopted to explore further the
mediation of VRR and the moderation of VA on learners’
VAD.

SEM is a reliable approach to illustrate the relations
between variables and latent constructs systematically and
simultaneously. Statistically, MLE is typically employed as a
universal theory estimation technique to estimate the pa-
rameters of a probability distribution by maximizing a
likelihood function simultaneously. )e point that maxi-
mizes the likelihood function in the parameter space is
regarded as the MLE. As shown in equation (1), a {x1, x2, . . .,
xn} random sample is assumed to have descended from a
multivariate normal distribution N(μ0, Σ0). Assuming a
population matrix function with Σ0, q× 1 size, and θ0 un-
known parameter, Σ0 �Σ(θ0) is achieved. In this case, tr
denotes the trace of a matrix, S denotes the sample co-
variance matrix, p indicates the number of manifests, and

the variable Σ(θ0) represents the covariance matrix of the
hypothesized model (Cangur and Ercan):

FMLE(θ) � log􏽘(θ) + tr S􏽘(θ)
− 1

􏼐 􏼑 − log S − p. (1)

In response to the flexibility and intuition of maximum
likelihood, the method was dominantly utilized as a means
of statistical inference in SEM.

5. Analysis

)e current subsection started with the reliability testing of
the collected survey and was followed by hypotheses testing,
which included mediation and moderation examination.
CFA was conducted, which comprised inter- and intra-
construct level measures, as presented in Table 3.

Table 4 shows that external reliability computed further
the examination of recorded AVE scores for each construct
and its square root, which is recommended to be above the
interconstruct correlation scores, as advised by the previous

Table 1: Surveyed sample profile.

Characteristic Detail Frequency Percentage

Gender Male 440 76.50
Female 135 23.50

Age
Under 20 154 26.78
20–25 413 71.83

Above 25 8 01.39

Using VR to play games for the last
Less than 12 months 149 25.91

1 to 2 years 300 52.17
2 years or more 126 21.91

Table 2: Constructs, instruments, and sources.

Construct Code Items description Source

Perceived experience excitement
(PEX)

PEX1 I find playing VR games enjoyable
[78]PEX2 I find playing VR games pleasant

PEX3 I have fun playing VR games

VR self-efficacy (VSE)
VSE1 I am confident and can understand the basic concepts of a VR environment

[79]VSE2 I am confident that I can excellently perform while using a VR environment
VSE3 I expect to do well in a VR environment

VR interactivity (VRI)
VRI1 I feel that I have a lot of control over the content of the game

[80]VRI2 I interactively play a VR game
VRI3 I feel I can control my visual perspective

VR realism (VRR)
VRR1 While playing this game, I felt like I was present in the video game world

[81]VRR2 While playing this game, I felt that I was part of the video game world
VRR3 While playing this game, I felt as if I was a part of the action

VR cognitive satisfaction (VCS)
VCS1 My choice to use VR games was a wise one

[82]VCS2 )e VR games provide me with a real environment, which I idealize
VCS3 VR games provide me with what is needed from a gaming environment

VR game addiction (VAD)

VAD1 Using VR games sometimes interferes with other things

[83]VAD2 When I play VR games, I often feel agitated

VAD3 I have made unsuccessful attempts to reduce the time I use VR gadgets to play
games

VR affordance (VA)
AV1 )e likelihood that I will purchase VR hardware within the foreseeable future is

high [84]AV2 I intend to purchase VR hardware within the foreseeable future
AV3 Purchasing VR hardware in the foreseeable future is important to me
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literature [85]. Multicollinearity is a challenge for regression
analysis and is calculated by recording the VIF scores of each
construct, which were observed within the continuum of
1.012 to 1.576, as advised by Hair et al. [86]. To examine data
reliability, Harman’s approach was used to examine factor
analysis. Podsakoff et al. [87] recommended the upper cut off
limit of 50% by examining a single factor. In the current
study, the construct with 29.24% variance was recorded,
which indicated that no single factor compromised the
proposed model. )ese results allowed the researchers to
proceed with the computation for hypotheses testing.

In the structural model, the chi-square value was
425.147, and the degree of freedom was124. All the fitness
indices in Table 5 were within the satisfactory threshold
limits, as advised by Hu and Bentler [88].

)e explanation is extracted by using statistical tools
(SPSS-Statistics and AMOS), which computed the stan-
dardized estimates. )e proposed demographic constructs
(as control factors) were significant and had noticeable
scores while measuring VR addiction. )e determinate
constructs in the proposed model, namely, VRR, VCS, and
VAD, were noted with a variance of 40.3%, 36.7%, and
38.9%, respectively. )e study observed PEX as the least

influencing factor while defining VRR and VCS. PEX’s effect
on VRR was insignificant, and that on VCS was minimal, as
listed in Table 6.

)is argument led to findings from the literature, which
reflected that consumers’ excitement to experience VR
gadgets did not necessarily explain their after-use satisfac-
tion and perception that the VR environment is real. )e

Table 3: Reliability and validity analysis through CFA.

Construct Items Λ α CR AVE

Perceived experience excitement (PEX)
PEX1 0.832

0.776 0.855 0.662PEX2 0.819
PEX3 0.790

VR self-efficacy (VSE)
VSE1 0.804

0.824 0.810 0.587VSE2 0.753
VSE3 0.741

VR interactivity (VRI)
VRI1 0.847

0.848 0.870 0.691VRI2 0.830
VRI3 0.816

VR realism (VRR)
VRR1 0.851

0.874 0.863 0.678VRR2 0.833
VRR3 0.784

VR cognitive satisfaction (VCS)
VCS1 0.844

0.903 0.878 0.706VCS2 0.839
VCS3 0.838

VR game addiction (VAD)
VAD1 0.866

0.864 0.849 0.655VAD2 0.861
VAD3 0.688

VR affordance (VA)
VA1 0.960

0.936 0.958 0.884VA2 0.935
VA3 0.926

Table 4: Correlation scores and external validity test.

Construct M(SD) VIF PEX VSE VRI VRR VCS VAD VA
PEX 2.826(.827) 1.177 0.813
VSE 3.957(.827) 1.572 0.264∗∗ 0.766
VRI 2.769(.770) 1.387 0.339∗∗ 0.353∗∗ 0.813
VRR 3.502(.821) 1.576 0.251∗∗ 0.466∗∗ 0.459∗∗ 0.823
VCS 4.012(.631) 1.549 0.259∗∗ 0.533∗∗ 0.304∗∗ 0.468∗∗ 0.840
VAD 3.840(.645) -- 0.189∗∗ 0.601∗∗ 0.290∗∗ 0.404∗∗ 0.506∗∗ 0.809
VA 3.583(.824) 1.012 0.040 0.015 0.059 0.085∗ 0.071 0.015 0.940

Table 5: Model fitness indices computed through AMOS.

Fitness indices Recommended value Measurement Proposed
Chi-square 320.224 425.147
Df 120 124
Chi-square/df ≤5.0 2.669 3.068
GFI 0.90 0.943 0.938
AGFI 0.85 0.919 0.909
TLI 0.95 0.957 0.946
IFI 0.95 0.966 0.959
NFI 0.95 0.947 0.941
CFI 0.95 0.966 0.959
RMSEA ≤0.08 0.054 0.060
Note. df� degree of freedom; GFI, AGFI, TLI, NFI, CFI, and
RMSEA� recommended values followed cutoffs, as advised by Hu and
Bentler [88].
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highest impact on VRR was observed by VRI. Consumers’
VRI enhanced their perception about the VR environment
as real. )e second highest effect for VRR is observed by
VSE. Consumers have confidence in their ability to use VR
gadgets and are likely to perceive the VR environment as
real. VSE explained that VCS is stronger than VRI. VSE has a
strong impact on VCS. In other words, high self-efficacy to
operate and use VR gadgets enhances consumers’ satisfac-
tion because more control provides less cognitive disso-
nance, which makes them more confident and satisfied.
While incorporating the effects of endogenous variables,
Figure 1 shows that VCS had more explanatory power than
VRR in explaining VAD.

)e results indicated some interesting findings of the
study “VR environment as if real,” which showed less effect
on VAD than consumers’ cognitive satisfaction on VAD.
)e results concluded that high cognitive satisfaction makes
consumers more addicted than experiencing the VR envi-
ronment as real. )e moderation effect of VA was minimal
in the case of VRR, where its impact in the case of VCS was
insignificant.)e results emphasized that VAmoderated the
effect of VRR in explaining VR addiction but did not per-
form this moderation in the case of VCS and VAD.

)e present study employed Preacher and Hayes’s [89]
approach to quantify and measure the mediating behavior of
the proposed factors (VRR and VSC). )rough the rec-
ommended approach, the scores of the confidence intervals
(CIs) of the bootstrapping method were employed, and CIs
computed for each of the hypotheses were satisfactory and
are documented in Table 7.

Baron and Kenny followed test mediation. )e outputs
from the adopted method are listed in Table 8. )e present
study can conclude that the sense of realism and cognitive
satisfaction in the context of VAD usage behavior are partial
mediators while examining the role of interactivity, ex-
citement, and self-efficacy of VR content consumption
among VR game users.

6. Discussion

)is study has two main findings. First, VSE has a significant
role as an exogenous factor while measuring VAD among
consumers. Second, VCS has a strong significant association

with VAD. Similarly, the authors found that the respondents
believe that VSE is a dominating contributor in defining
VRR and cognitive satisfaction and creates an addiction to
VR games; VSE has a significant hold while mapping the
perception and actions of VR game players [61]; the authors
also found that VSE has a nonsignificant role in leading VRR
to game addiction. Moreover, VRI was observed to be the
strongest proposed candidate to define VRR. Studies have
suggested immediate interaction on player participation
[90], which had a strong effect on addictive behavior.
Previous literature has supported the relationship between
PEX and VRC. )e results created negative and positive
emotions.

Furthermore, researchers have argued that felicitous
music followed cheerful endings, where in a character ex-
periences joy and satisfaction over a defeated enemy [91];
however, in the current study, observing the fully mediating
role of VSC and understanding the relationship between
PEX and addiction contributed to the literature. )is study
concluded that PEX holds a unique behavior while mapping
VAD. While defining VAD, VRR was observed to be less
dominant to VSC. Moreover, VRR was not as highly sig-
nificant as VSC when adopting addictive behavior toward
VR games. VA was found to be psychological but not from
an economic perspective. Furthermore, VA was considered
an individual’s stance toward the adoption of VR gadgets.
VA did not create satisfaction among users who can afford
VR for VRR.

6.1.3eoretical Implications. )is study provided profound
and useful additions to the academic literature. First, this
study is the first of its nature to understand the behavior of
VAD. Previous studies have been conducted with other
research factors, whereas the present study used the be-
havioral aspect/change of gamers from a multiperspective
approach, which enhanced the comprehension of gamers’
behavioral changes. Moreover, VSE was used to inquire
and understand gamers’ addictive behavior toward VR
games. Second, this study is highly unique compared with
previous studies. Few studies have been found where
researchers have adopted gaming addiction with behav-
ioral modeling, specifically in the context of VR games.
)e authors adopted cognitive behavioral modeling.
Previous studies have concluded that excess usage of video
games could have a serious health concern [92]. Gack-
enbach et al. [93] stated that, besides addiction, serious
physical health concerns are dangerous for users who
excessively use Internet games. )e present study used the
instrument of VSE, whereas previous studies have not
used it, specifically in the context of game addiction.
)erefore, the authors claimed that this usage is the
novelty of this study. Moreover, VRI and VSE are the
novelty in the context of games. )e authors examined
published studies and did not find any data that used VRI
or VSE in the context of games.

Furthermore, the authors found that PEX fully mediates
VCS and VAD, which means that VCS can create a strong
addiction behavior when it comes to PEX and VCS. For

Table 6: Hypotheses testing (path analysis).

Sr. Description Beta
(β) Significance Result

H1(a) PEX⟶VRR 0.032 p≥ 0.05 Not
supported

H1(b) PEX⟶VCS 0.100 p≤ 0.05 Supported
H2(a) VSE⟶VRR 0.366 p≤ 0.001 Supported
H2(b) VSE⟶VCS 0.523 p≤ 0.05 Supported
H3(a) VRI⟶VRR 0.384 p≤ 0.001 Supported
H3(b) VRI⟶VCS 0.100 p≤ 0.001 Supported
H4 VRR⟶VAD 0.179 p≤ 0.001 Supported
H5 VCS⟶VAD 0.240 p≤ 0.001 Supported
H6(a) VRR∗VA⟶VAD 0.087 p≤ 0.05 Supported

H6(b) VCS∗VA⟶VAD 0.026 p≥ 0.05 Not
supported
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instance, VSE with realism and satisfaction plays a signifi-
cant role not only in game addiction but also in general
addiction. VA in an economic perspective strengthens ad-
diction behavior. Similarly, VR satisfaction does not rely on
affordance but is an individual act. Using a four-cognition-
level analysis, the authors found that psychological construct
dominates in creating addictive behavior. )ey also found
that a high level of interactivity leads to a high level of game
addiction. )e authors also suggested that further studies
carry out interactivity and self-efficacy and further inves-
tigate arcades and VR arcades. Self-efficacy in the games
addiction perspective can be further studied. Specifically,

VSE can be studied in the context of different types of games.
For instance, VA has been observed while examining in-
dividuals’ behavior toward game addiction. However, VA’s
moderating effect while mapping the intentions of indi-
viduals was rarely observed. No study has used VA as a
moderator for VR games players. )e present study is the
first to use it.

6.2. Practical Implications. )e results of this study showed
that VRI creates a high level of satisfaction among users.
Similarly, previous studies have suggested that interactivity

Table 7: Mediation analysis (by bootstrapping).

Hypo IV M DV Effect of IV on M
(a)

Effect of M on DV
(b)

Direct
(c’)

Indirect
(a∗b)

Total effect
(c) 95% (CI) Mediation

H7(a) PEX VRR VAD 0.249∗∗∗ 0.164∗∗∗ 0.025ns 0.040∗∗ 0.147∗∗∗ (0.020,
0.064) Supported

H7(b) VSE VRR VAD 0.693∗∗∗0.073∗ 0.508∗∗∗0.050∗ 0.702∗∗∗ (0.007,
0.095) Supported

H7(c) VRI VRR VAD 0.489∗∗∗ 0.140∗∗∗0.074∗ 0.067∗ 0.243∗∗∗ (0.034, 0.109) Supported

H8(a) PEX VCS VAD 0.198∗∗∗ 0.409∗∗∗ 0.025ns 0.081∗∗∗ 0.147∗∗∗ (0.053,
0.115) Supported

H8(b) VSE VCS VAD 0.609∗∗∗ 0.236∗∗∗ 0.508∗∗∗ 0.143∗∗∗ 0.702∗∗∗ (0.084,
0.205) Supported

H8(c) VRI VCS VAD 0.249∗∗∗ 0.404∗∗∗0.074∗ 0.101∗∗∗ 0.243∗∗∗ (0.072, 0.138) Supported

Table 8: Mediation (as advised by Baron and Kenny’s approach).

Hypo IV DV IV⟶DV IV⟶M
IV+M⟶DV

Mediation
IV⟶DV M⟶DV

H7(a) PEX VAD 0.147∗∗∗ 0.250∗∗∗ 0.073∗ 0.299∗∗∗ Partial
H7(b) VSE VAD 0.703∗∗∗ 0.694∗∗∗ 0.616∗∗∗ 0.124∗∗∗ Partial
H7(c) VRI VAD 0.243∗∗∗ 0.490∗∗∗ 0.111∗∗ 0.269∗∗∗ Partial
H8(a) PEX VAD 0.147∗∗∗ 0.198∗∗∗ 0.048ns 0.501∗∗∗ Full
H8(b) VSE VAD 0.703∗∗∗ 0.609∗∗∗ 0.541∗∗∗ 0.265∗∗∗ Partial
H8(c) VRI VAD 0.243∗∗∗ 0.249∗∗∗ 0.126∗∗∗ 0.470∗∗∗ Partial

VR interactivity (VRI)

Perceived experience 
excitement (PEX)

VR self-efficacy (VSE)

VR cognitive 
satisfaction (VCS)

R2 = 0.367

VR realism (VRR)
R2 = 0.403

VR game addiction 
(VAD)

R2 = 0.389

VR affordance 
(VA)

0.032ns
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∗
∗

0.523 ∗
∗
∗

0.3
84
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∗
∗

0.100∗
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Figure 1: Graphical view of the path analysis of the proposed model.
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with advanced technology (VR) affects attitude and creates a
positive attitude [94]. Moreover, researchers have expressed
serious concerns about health and addiction toward Internet
games. Gamers’ addictions to Internet games have been
argued to cause mental health problems [95]. Specifically,
among children, the argument is that addiction to games can
affect learning and thinking abilities. Similarly, VR games
can be restricted with time limitations and demographic
usage. VSE is revolving around one’s ability to accomplish
given tasks. Similarly, from the analysis of the current re-
sults, self-efficacy is proven to affect addiction with the help
of VRR. )erefore, the quality of games in the sense of
realism can be improved to attract the users toward the VR
games. Users’ involvement becomes more robust when it
comes to the sense of realism. Moreover, users feel presence
in the game when realism and experience excitement are
strong. It can also be used for learning purposes [56]. Studies
have indicated that VRR has an important role in learning.
For instance, the authors recommend academicians to carry
out further research to fill the literature gap on VR games.
)e environment needs to be more realistic such that users
can feel the real sense of presence in the game. )e authors
did not find any study based on VAD. )us, VAD can be
studied more to fill the literature gap. Satisfaction among
users needs excitement and quality experience. To attract
users toward VR games, developers need to develop exciting
fantasies in the game environment. Balakrishnan and Gri [4]
stated that ensuring the loyalty of consumers toward In-
ternet games is difficult; therefore, with the advancement of
the technology, more advanced features must be developed
to attract users and make them continue playing VR games.
Moreover, it can have a negative impact on satisfaction and
can disturb the daily routine of users. It can also be con-
sidered such that users’ daily routines are not disturbed with
extra satisfaction. )erefore, satisfied users are likely to
experience VAD. )e level of satisfaction can be increased
for learning or psychological treatment, where students are
involved and can learn easily and psychological patients can
be treated appropriately. Furthermore, many games require
substantial mental ability. Computer games are often con-
sidered to be mentally oriented, particularly competitive
games.

7. Conclusion and Limitations

)is study utilized the cognitive-behavioral model to ex-
amine users’ addiction toward VR games.)e authors found
that VRI has the uppermost potential for appreciating sit-
uations. Similarly, PEX and VSE are shown to have sig-
nificant deterministic power to explain users’ behavior
toward game addiction. Moreover, VRR has an important
role in creating a negative impact on addiction among users.
Games that offer exciting experiences and a sense of realism
can be improved such that more users use them.)ey should
be used for academic purposes more than for entertainment.
Furthermore, this study focused on the general population,
and the focus could be further extended by adding a cross-
cultural view to find the VR addiction behavior of different
countries. Moreover, this study adopted a quantitative

survey, and this approach could be improved by adding
qualitative techniques for data collection and analysis. )is
study has the following limitations, which could lead to
further studies. First, this study only adopted a cognitive-
behavioral frame, which could be further extended and
revised with other behavioral methods. Second, this study
focused on the general population, which could be further
extended to a demographic approach (i.e., gender or so-
cioeconomic factors). )ird, this study adopted a quanti-
tative survey, and this approach could be improved by
adding qualitative techniques for data collection and
analysis.
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[43] I. Tóth-Király, B. Bőthe, A. N. Márki, A. Rigó, and G. Orosz,
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Ca2+ oscillations play an important role in various cell types. /us, understanding the dynamical mechanisms underlying
astrocytic Ca2+ oscillations is of great importance. /e main purpose of this article was to investigate dynamical behaviors and
bifurcation mechanisms associated with astrocytic Ca2+ oscillations, including stability of equilibrium and classification of
different dynamical activities including regular and chaotic Ca2+ oscillations. Computation results show that part of the reason for
the appearance and disappearance of spontaneous astrocytic Ca2+ oscillations is that they embody the subcritical Hopf and the
supercritical Hopf bifurcation points. In more details, we theoretically analyze the stability of the equilibrium points and illustrate
the regular and chaotic spontaneous calcium firing activities in the astrocytes model, which are qualitatively similar to actual
biological experiment. /en, we investigate the effectiveness and the accuracy of our nonlinear dynamical mechanism analysis via
computer simulations. /ese results suggest the important role of spontaneous Ca2+ oscillations in conjunction with the adjacent
neuronal input that may help correlate the connection of both the glia and neuron.

1. Introduction

/ere are two types of cells (namely, the neuron and the glia)
in the central nervous system (CNS). Neuron is the basic
structural and functional elements of the CNS and has the
function of contacting and integrating input information and
transmitting information [1, 2]. With the aid of electron
microscope, it was found that the neuron is divided into two
parts: the cell body and the protrusion. /e role of the
protrusion is to receive the impulse from the axon of other
neurons and transfer to the cell body. Unlike the neuron, as
another type of cell, the glia also has the protrusion, but
without the dendrites or the axons. It is demonstrated that the
glia, of which ratio of the amount to neuron is about 10 :1, is
widely distributed in the CNS. /e glia includes astrocyte,
oligodendrocyte (combined with the astrocyte as macroglia),
andmicroglia. In the past decades, the role of astrocytes in the
CNS has been recognized that the transmission and inte-
gration of information is performed by network of neurons.
/e glia is the only passive auxiliary role, supporting, pro-
viding nutrition, and assisting metabolism [3, 4]. In recent

years, lots of studies have attempted to show that the glia has
great potential to provide new insight into other roles
(assisting the functional activities of neuron) besides having
an effect on supporting and isolating the neighboring neurons
[5]. /e evidences that indicate that the glia cooperates with
the neuron come from a large number of experiments by
Newman and Zahs [6]. As the second messenger, calcium
oscillation is referred to cytoplasmic calcium ions as trans-
ducing information in a manner of concentration oscillation,
which affects various processes such as cell differentiation,
maturation, and apoptosis. One of the earliest reactions
produced by all cells after physiological stimulation is of an
increase in the concentration of calcium ions in the cytoplasm
[1]./e astrocyte located near synapse of neighboring neuron
responds to glutamate, ATP, etc., with evaluation of calcium
oscillations. Excitatory glutamate released by neuron can
activate not only the neighboring neuron but also glutamate
receptor of astrocyte increasing the calcium ion concentration
[7]. It is shown that calcium oscillation is not only the basic
way of astrocyte excitement but also the basic mode of bi-
ological information exchange between the neuron and
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astrocyte [8, 9]. In contrast with the neuron, astrocyte gen-
erates neuronal-dependent and spontaneous calcium oscil-
lation, which is similar to the glutamate-dependent calcium
waves, releasing glutamate affected by the neuron [10].

In the last decades, based on biological background of
calcium oscillation in the neuron and astrocyte, a wide
variety of mathematical models are constructed to investi-
gate in detail the stability and dynamical mechanism of
calcium activities in the neuron and astrocyte [11–15]. It has
long been appreciated that the location of the bifurcations is
of great interest in many dynamical systems and it has
emerged as a major component in the analysis of mathe-
matical models. It is well known that there are three tra-
ditional software packages (Matlab and AUTO) that are used
to solve the continuation and the bifurcation of mathe-
matical models [16, 17]. /erefore, flexible, yet computable,
and dynamical analysis of calcium oscillations (separately,
firing, bursting, quasi-periodic, and chaotic activity), as well
as waves involved in the biological process in the CNS is
required. Regular oscillatory activity is classified into firing
and bursting, which is based on the dynamics of fast and
slow systems [18]. For quasiperiodic and chaotic activity, it
refers to seemingly random irregular motion that occurs in a
deterministic system described by deterministic theory with
uncertainty and unpredictability. In a large number of the
free calcium oscillation experiments of the neuron and
astrocyte, it was found that bursting is of an important role
in information transmission [19–23].

/ere is strong experimental evidence for bidirectional
information communication between the glia and neuron in
biological signaling pathway [22]. As the major neuro-
transmitter, glutamate released from the neuron may have
an autonomous effect on the adjacent glia by the intracellular
calcium oscillations. Trying to recognize the dynamical
mechanism of different phenomena of calcium oscillatory
activities, based on the bidirectional signaling pathway be-
tween the neuron and glia of the CNS in different brain
regions, critical and constructive analysis of existing pub-
lished review literatures are provided both from experi-
mental and theoretical point of view [24–26]. /e
establishment of the first dynamic model describing the
process of generating neuronal firing activities began with a
series of work by Hodgkin andHuxley in the 1950s. Based on
the bioelectric theory and giant axon experiment, they

successfully established a mathematical neuron model for
the first time through a series of nonlinear differential
equations that reproduce different oscillatory patterns of
neuron observed in the experiment. On this neurophysio-
logical basis of their finds, many other mathematical models
associated with cell membrane ion channels were established
with purpose of describing rich firing oscillations of different
types of neurons in the experiment [27]. Although these
neuron models are the mathematical reduction of the HH
model, they can simulate the experimental phenomena from
a wide variety of cell types and thus have been extensively
studied [28].

In order to understand the dynamical mechanisms in-
volved in spontaneous Ca2+ oscillations in the astrocyte,
Lavrentovich and Hemkin proposed a dynamical model of
how the different types of Ca2+ oscillations occur in real
astrocyte in the CNS [29]. Spontaneous Ca2+ oscillations
have been extensively observed in the cytosol of the glia both
in situ and in vivo originating in the hippocampus and
thalamus of the brain [30]. Although the functional and
structural perspective of spontaneous behaviors is not yet
well understood, many physiological experimental results
indicate that, in conjunction with outer input, spontaneous
Ca2+ oscillations may help correlate the connection between
the glia and neuron. It is known that different types of these
oscillatory activities in astrocytes vary with bifurcation
principles, stability analysis, and simulations that underlie
activation and inhibition of regular and chaotic Ca2+ os-
cillations which should be discussed in detail both from
theoretical and experimental point of view.

2. Model Description

In this study, we analyze a two-compartment astrocyte
model proposed by Lavrentovich and Hemkin as an example
of a system that exhibits regular and chaotic calcium os-
cillations. /is model involves currents such as the free
calcium concentration (Cacyt) in cytosol and in ER (Caer),
and IP3 concentration as intracellular messenger in astrocyte
(IP3). VCICR and Vserca denote calcium flux from ER to
cytosol and sarcoplasmic reticulum ATPase that reach ER
from cytosol, respectively [31–34]. /e model can be de-
scribed as follows:

dCacyt
dt

� vin + VCICR − 0.5Cacyt − vM2
Ca2cyt

Ca2cyt + 10−2
⎛⎝ ⎞⎠ + 0.5 Caer − Cacyt􏼐 􏼑,

dCaer
dt

� vM2
Ca2cyt

Ca2cyt + k22
⎛⎝ ⎞⎠ − kf Caer − Cacyt􏼐 􏼑 − VCICR,

dIP3

dt
� 0.05

Ca2cyt
Ca2cyt + k2p

⎛⎝ ⎞⎠ − 0.08 IP3,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)
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where

VCICR � 4 Caer − Cacyt􏼐 􏼑vM3
0.27nCancyt

Cancyt + 0.27n􏼐 􏼑 Cancyt + knCaI􏼐 􏼑
⎛⎝ ⎞⎠

×
IPm

3
IPm

3 + kmip3
⎛⎝ ⎞⎠.

(2)

Since the parameter vin is calcium ion flux from outer
extracellular space through membrane of the astrocyte and
into the cytosol, in this work, we choose vin to be the bi-
furcation parameter to control the spontaneous calcium
oscillatory activities. /e other physiological parameter
values are vM3 � 40 s−1, kCaI � 0.27 μMs−1, kip3 � 0.1 μMs−1,
vM2 � 15 μMs−1, k2 � 0.1 μM, kf � 0.5 μMs−1, and
kp � 0.164 μM.

3. Stability Analysis and
Bifurcation of Equilibrium

Let x� (x, y, z)T � (Cacyt, Caer, IP3)T, r� vin, system (1) can be
rewritten as

_x �
1
2
y +(r − x) − 15 d1 − 11.4xnd2zmd3,

_y �
1
2

(x − y) + 15 d1 + 11.4xnd2zmd3,

_z � 10− 2 5x2d4 − 8z􏼐 􏼑,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

where d1� x2/(x2 + 10−2), d2� (x-y)/(xn + 7×10−2), d3�1/
(zm+ 6×10−3), and d4�1/(x2 + 27×10−3).

Equilibrium of (3) takes the form

x � 2r,

z �
5
8
x2d4,

y � 2 15 d1 − 11.4x2.02z2.2d2 d3 + r􏼐 􏼑.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Let (x0, y0, z0)T be the root of (3) and x1 � x–x0, y1 � y–y0,
and z1 � z–z0, and we are able to obtain the following
equations:

_x1 � r − x +
1
2

2y −
p2x

2

d2
􏼠 􏼡 −

p3x
2.02z2.2

(x − y)

d2 d3
,

_y1 �
1
2

x − y + p2d1( 􏼁 + p3x
nd2p3d3,

_z1 � 10− 2 5x2d4 − 8z􏼐 􏼑.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

/e Jacobian matrix is

A � aij􏼐 􏼑3×3, i, j � 1, 2, 3, (6)

where

a11 � p2d1 − q1
p3 − p4q2

σ
+ p5d2 d3

1
σ

− 1,

a12 �
p3q1
σ

+
1
2
,

a13 �
p1x

2.02q2z
3.04d3

σ
−
p1q1q2
σz

,

a21 � −xp1 + d1p2 +
p3q1 + p4q2

σx
−
p5x

3.04q2q1d1
σ

+
1
2
,

a22 � −
p3q1
σ

−
1
2
,

a23 � −
d3p1x

2.02q2z
3.04

σ
+
p1q1q2
σz

,

a31 � x d1 − 10− 1x3p1q2,

a32 � 0,

a33 � −
2
25

,

σ �
d2
d3

,

p1 � 25,

p2 � 30,

p3 � 11,

p4 � 23,

p5 � 46,

q1 � xnzm,

q2 � x − y.

(7)

Clearly, the characteristic equation of system (5) is

λ3 + Q3λ
2

+ Q2λ + Q1 � 0. (8)

/eHurwitz matrix with the coefficientsQi of the matrix
characteristic polynomial can be rewritten as follows:

H1 � Q1( 􏼁,

H2 �
Q1 1

Q3 Q2
􏼠 􏼡.

(9)

By simple computation, one can easily verify that the
eigenvalues are negative or of negative real parts if the
determinants of Hurwitz matrix are positive:
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de t Hi( 􏼁> 0, i � 1, 2, 3. (10)

Now, motivating the Routh–Hurwitz method, we ana-
lyze the bifurcation points of system (4) for the parameter r
(that is, vin):

r1 � 0.0193,

r2 � 0.0772.
(11)

Summarizing the above stability analysis, we have lin-
earized the model at the origin of portrait state and the
following results can be described as follows:

(1) System (5) has a stable node as 0r< 0.0193
(2) System (5) has a nonhyperbolic equilibrium

O1 � (0.03858, 2.66776, 0.03277) as r� 0.0193
(3) System (5) has a saddle node as 0.0193r< 0.0772
(4) System (5) has a nonhyperbolic equilibrium

O2 � (0.15432, 0.675115, 0.29351) as r� 0.0772
(5) System (5) has a stable node as r> 0.0772

We denote r� r0, x1 � x−x0, y1 � y−y0, z1 � z−z0, and
r1 � r−r0, and the equilibrium of system (5) is (x0, y0, z0). For
the purpose of applying the Hopf bifurcation theory, a new
variable r1 is added to the model, where dr1/dt� 0. /e
system takes the form

_x1 � r1 + r0( 􏼁 − d2 d3p3x
2.02z2.2q2 − p1 − 1( 􏼁d1 −

1
2
p2,

_y1 �
1
2

+ p1 − 1( 􏼁d1 + p3q1q1d1 d3,

_z1 � − z1 + z0( 􏼁
x2

x2 + Q3
,

_r1 � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

For r1 � 0, the point (0, 0, 0, 0) is the equilibrium of
system (12), which has the same stability as the one in (3).
For r0 � 0.01929, the Jacobian matrix of system (12) is

−6 × 10 7 × 10− 1 4 × 10 1

6 × 10 −7 × 10− 1
−4 × 10 0

10− 1 0 −8 × 10− 2 0

0 0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (13)

Four eigenvalues of (5) are ξ1 � −58.0969, ξ2 � 0.0225i,
ξ3 � –0.0225i, and ξ4 � 0, respectively./erefore, we can have
the associated eigenvector:

x∗
y∗
z∗
r∗

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
� U

u

v

w

s

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (14)

/erefore, system (12) can be written as

_u

_v

_w

_s

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
� A

u

v

w

s

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+ S, (15)

where

A �

−38 0 0 0

0 0 −2 × 10− 2 0

0 2 × 10− 2 0 0

0 0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

S � U− 1

f1
f2
f3
0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
− A

u

v

w

s

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(16)

Next, we analyze the center manifold of system (12). By
simple computation, we have

Wc
loc O1( 􏼁 � (u, v,w, s)ÎR4 􏼌􏼌􏼌􏼌 u � h∗(v,w, s),Dh∗ � 0􏽮 􏽯.

(17)

Substituting (17) into (15), we have
_h∗(v,w, s)

_v

_w

_s

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� A

h∗(v,w, s)

v

w

s

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+ S. (18)

Let h(v, w, s) � av2 + bw2+ cs2 + dv w + evs + fws +

· · · , and the center manifold of (12) is

N(h) � 0, (19)

where a� 0.000567, b� −0.1828, c� −1.95096, d� 0.049818,
e� −1638.5116, and f� −0.75265./en, system (12), which is
confined to the manifold, is

_v

_w
􏼠 􏼡 � B

v

w
􏼠 􏼡 +

f∗(v,w)

f∗(v,w)
􏼠 􏼡. (20)

/us, we can obtain

d �
d(Re(ξ(s)))

ds

􏼌􏼌􏼌􏼌􏼌􏼌􏼌O1

< 0. (21)

Having applied the above formulas and computations,
the sufficient conditions for stability can be obtained.

Conclusion 1. System (3) has a subcritical Hopf bifurcation
at r0 � 0.01929. If r> r0, the equilibrium loses its stability,
which means that a periodic solution occurs and the system
oscillates.

Using the same notations above, we construct the ei-
genvalues of equilibrium point O2 � (0, 0, 0, 0) as
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ξ1 � –0.08959, ξ2 � 3.3864i, ξ3 � –3.3864i, and ξ4 � 0, re-
spectively, as r0 � 0.07716. On the center manifold, system
(12) has the form

_u

_v

_w

_s

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
� U− 1

u

v

w

s

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+ S, (22)

where

S � U− 1f − B

u

v

w

s

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (23)

Note that, on the above center manifold of the system, we
have

N(h) � 0. (24)

In this case, the system confined to the center manifold is
as follows:

a � 6 × 10− 1f1 + 2 × 10− 2f2 � −2265.4> 0,

d � −7 × 10− 4 < 0.
(25)

Based on the above analysis and computation, we can
obtain the following result:

Conclusion 2. System (3) has a supercritical Hopf bifurca-
tion when r0 � 0.07716. If r< r0, the equilibrium becomes
unstable, system (3) begins to oscillate.

4. Numerical Examples

In this section, we study the effects of calcium ion flux from
outer space through membrane of astrocyte and into cytosol
on the dynamics of full system. Regular Ca2+ oscillations of
the full system as vin increases from vin � 0.02 μM/s and
vin � 0.04 μM/s (blue curve) are plotted in Figure 1. /ese
figures are the result achieved by solving the ordinary dif-
ferential equations in model of Lavrentovich and Hemkin
using Matlab software.

As expected, regular periodic oscillations in cytosolic
are generated from numerical simulations. In Figure 1,
time evolution of Cacyt are illustrated for two examples of
regular calcium oscillations, that is, a simple spike os-
cillation with a period of the order of 2000 s at
vin � 0.02 μM/s (Figure 1(a)), a burst oscillation with a
period of the order of 400 s at vin � 0.04 μM/s (Figure 1(c)).
/e corresponding three-dimensional phase portrait di-
agram in (x, y, z)-plane for vin � 0.02 μM/s (Figure 1(b))
and vin � 0.04 μM/s (Figure 1(d)) are also plotted, re-
spectively. In Figure 1(c), free calcium ion flux from the

outer space into the cytosol caused a large initial peak,
which is followed by a small one. In this case, the 3D phase
portrait diagram in (x, y, z)-plane is also significantly
different.

Based on the stability analysis, we concluded that, in this
case, the model has a saddle node for the value of vin. It is
seen that the number of peak and the magnitude of each
burst increase accordingly, as shown in Figure 2 as
vin � 0.045 μM/s. Compared to spike oscillation, burst is
found to be one of the elementary modes in many cell types,
including the neuron and glia. Unlike the case of
vin � 0.04 μM/s, the free calcium ion current from the outer
space into the cytosol caused a large initial peak, which is
followed by three small ones, as shown in Figure 2(a). At the
same time, the phase portrait diagram in (x, y, z)-plane is
rotated at least three times. In order to study the variation of
this regular oscillations in detail, two examples of chaotic
burst spontaneous Ca2+ oscillations are also performed, as
shown in Figure 3.

Chaotic oscillation means the system is of total confu-
sion with no order. Figures 1(c), 2(a), 3(a), and 3(c) show the
corresponding time series of Cacyt for two parameter values
of vin � 0.05025 μM/s and vin � 0.050252 μM/s, respectively,
for which the number of peak and the magnitude of each
burst increase with no order, indicating a state of total
confusion. In Figures 3(b) and 3(d), the phase portrait di-
agram simultaneously exhibits the corresponding attractor,
which has been rarely reported in the previous literatures in
this astrocyte model. /e main difference between the two
chaotic burst calcium oscillations is that the order of the
chaotic burst oscillation in Figure 3(a) is less than that of the
chaotic burst oscillation in Figure 3(c) in both frequency and
amplitude.

As the parameter vin increases to vin � 0.050254 μM/s, it
is observed that each burst comprises two similar spike
which means that a small correlation exists between each
burst. Compared with the previous finds, in this case, the
time evolution and the phase portrait would develop into the
long-term depression, as shown in Figures 4(a) and 4(b),
respectively. We can predict that as the parameter vin in-
creases further, a simple spike calcium oscillation would
occur. To further investigate the generation with respect to
the parameter vin, we perform a detailed Hopf bifurcation
analysis to the model.

Bifurcation diagram of the whole system with respect to
the parameter vin versus Cacyt (Caer) is displayed in
Figure 5(a) and 5(b). /e system begins to oscillate due to a
subcritical Hopf bifurcation at point H1 with
vin � 0.01929 μM/s; meanwhile, a stable limit cycle occurs.
With the parameter increasing further, the oscillatory ac-
tivities terminate and the steady state turns stable again after
the parameter vin � 0.07716 μM/s at the supercritical Hopf
bifurcation point H2. /e solid (dashed) curve in Figure 3
denotes the stable (unstable) equilibrium of the steady state.
/e Matlab software package enables one to simulate the
time series and the corresponding phase portrait diagram to
verify the effectiveness of our previous prediction.
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5. Summary

In summary, we have theoretically analyzed a spontaneous
Ca2+ oscillatory model in astrocyte based on the stability and
Hopf bifurcation theory. Firstly, we obtained the sufficient
conditions to ensure the model to be stable and the existence
of Hopf bifurcation by increasing the parameter vin and the

calcium ion current from extracellular space through the
membrane of astrocyte and into the cytosol. As vin is slightly
more than a critical value, these spontaneous Ca2+ oscilla-
tions will disappear. Moreover, we concluded that a sub-
critical Hopf bifurcation point and a supercritical Hopf
bifurcation point may be important for the occurrence of
spontaneous Ca2+ oscillations in astrocytes by applying the
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Figure 1: Time evolution of regular spontaneous Ca2+ oscillations in astrocytes. (a) Simple spike Ca2+ oscillations for vin � 0.02 μM/s. (b) 3D
phase portrait diagram in (x, y, z)-plane for vin � 0.02 μM/s. (c) Burst Ca2+ oscillations for vin � 0.04 μM/s. (d) 3D phase portrait diagram in
(x, y, z)-plane for vin � 0.04 μM/s.
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Figure 2: Time evolution of regular burst spontaneous Ca2+ oscillations in astrocytes. (a) vin � 0.045 μM/s. (b) 3D phase portrait diagram in
(x, y, z)-plane for vin � 0.045 μM/s.
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Hopf bifurcation theorem. Moreover, the domain of oscil-
latory activities with respect to vin is determined by com-
putation using the Hurwitz stability criterion. Finally, based
on our theoretical analysis, we give some numerical ex-
amples to illustrate the regular and chaotic spontaneous
Ca2+ oscillations at some certain parameter values. /ese

results demonstrate and enhance our understanding of the
generation and transition mechanisms of complex Ca2+
oscillations in the astrocyte. /ese results may be potentially
able to better understand the bidirectional signaling pathway
between the neuron and glia from a mathematical point of
view. Future experimental studies should be undertaken to
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discover mechanisms underlying spontaneous Ca2+ oscil-
lations in the astrocyte in detail.
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Circulant networks form a very important and widely explored class of graphs due to their interesting and wide-range applications
in networking, facility location problems, and their symmetric properties. A resolving set is a subset of vertices of a connected
graph such that each vertex of the graph is determined uniquely by its distances to that set. A resolving set of the graph that has the
minimum cardinality is called the basis of the graph, and the number of elements in the basis is called the metric dimension of the
graph. In this paper, the metric dimension is computed for the graph Gn[1, k] constructed from the circulant graph Cn[1, k] by
subdividing its edges. We have shown that, for k � 2, Gn[1, k] has an unbounded metric dimension, and for k � 3 and 4, Gn[1, k]

has a bounded metric dimension.

1. Introduction

Resolvability of graphs becomes an important parameter in
graph theory due to its wide applications in different
branches of mathematics, such as facility location problems,
chemistry, especially molecular chemistry [1], the method of
positioning robot networks [2], the optimization problem in
combinatorics [3], applications in pattern recognition and
image processing [4], and the problems of sonar and Coast
Guard LORAN [5].

)e resolvability of graphs depends on the distances in
graphs. )e distance between two vertices in a connected
graph is the smallest distance connecting those two
vertices. )e representation of a vertex u with respect to
the set W is denoted by r(u, W) and is defined as a
k-tupple (d(u,w1), \dots, d(u,wn)), where w1, \dots, wn \in
W. )e set W is called the resolving set [1] or sometimes
locating set [5] if each vertex of the graph has a unique
representation with respect to W. A resolving set of the
graph that has the minimum cardinality is called the basis
of the graph, and the number of elements in the basis is
called the metric dimension of the graph, generally
denoted by β(G).

Motivated by the problem of uniquely determining the
location of an intruder in a network, the concept of metric

dimension was first introduced by Slater in [5, 6] and studied
independently by Harary and Melter in [7]. Applications of
this invariant to the navigation of robots in networks are
discussed in [2], and applications to chemistry are given in
[1], while applications to the problem of pattern recognition
and image processing, some of which involve the use of
hierarchical data structures, are given in [4].

A family of connected graphs F is said to have a bounded
metric dimension if the metric dimension of each graph in F

is bounded above by a positive integer. Otherwise, F has an
unbounded metric dimension.

If every graph F has a constant metric dimension, then F

is said to have constant metric dimension. A connected
graph G has β(G) � 1 if and only if G is the path [1]; cycles
Cn have metric dimension 2 for every n≥ 3. Also, generalized
Peterson graphs P(n, 2), antiprism An, and circulant graphs
Cn[1, 2] are families of graphs with constant metric di-
mension. )e families of graphs having constant metric
dimension are studied in [8–23].

It is important to note that to determine the graph has a
bounded metric dimension is an NP-complete problem [19].
Some bounds for this parameter, in terms of the diameters of
the graph, are given in [2], and it was shown in [1, 2, 4, 20]
that the metric dimension of the tree can be determined
efficiently. However, it is highly unlikely to determine the
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dimension of the graph unless the graph belongs to such
family for which the distance between vertices can be
computed systematically.

Geometrically, by subdividing an edge, wemean to insert
a new vertex in the edge such that the existing edge is divided
into two edges. )e subdivision of the graph G is a graph
obtained after performing a sequence of edge subdivision.
Subdivision of graphs is an important tool to determine
whether the graph is planar or not. In [24], plane graphs are
characterized using subdivision as follows:

A necessary and sufficient condition of a graph to be
planar is that each of its subdivision is planar
A necessary and sufficient condition of a graph to be
planar is if it does not contain a subdivision of K5 or
K3,3

In this paper, we have investigated the resolvability of
subdivision of circulant graph Cn[1, k] for k≥ 2. It is shown
that, for k � 2, this class has an unbounded metric di-
mension, and for k � 3 and 4, it has a bounded metric
dimension.

2. MetricDimensionof SubdivisionofCirculant
Graph Cn[1, k] for k ≥ 2

)e circulant graphs are an important class of graphs that
can be used in local area networks.

A circulant graph on n vertices and m parameters
a1, . . . , am, where each parameter ai is at most half of n, is
denoted by Cn[a1, a2, ..., am]. If v1, . . . , vn􏼈 􏼉 are vertices of
Cn[a1, a2, ..., am], then there is an edge between two vertices
vi and vj if and only if |i − j| is one of ai. )e parameters of ai

are called generators of Cn[a1, a2, . . . , am].
)e graph Gn[a1, . . . , ak] is a graph obtained from

Cn[a1, a2, ..., am] by subdividing all the edges of
Cn[a1, a2, ..., am] except the edges between vertices vi and
vi+1.

In this paper, the resolvability of Gn[1, k] is investigated.
Let ui be the added vertex in each of the edge vivi+k. )us, the
graph Gn[1, k] has 2n vertices and 3n edges. Let xi and xj be
two vertices ofGn[1, k]; then, the gap between vertices xi and
xj is defined to be |i − j|, where 1≤ i< j≤ n.

In the following theorem, it is shown that the metric
dimension of the graph Gn[1, 2] is unbounded.

Theorem 1. For n≥ 9,

β Gn[1, 2]( 􏼁 �
n

3
􏼖 􏼗. (1)

Proof. Let W � xi: 1≤ i≤ q􏼈 􏼉 be a minimum resolving set of
Gn[1, 2]. We have two cases: either xi � vi or xi � ui, for
some i □.

Claim 1. If xi � vi for some i, then vi+2 also belongs to W

because, otherwise, vi+2 and ui+1 will have the same
representation.

Claim 2. If xi � ui for some i, then ui+3 must belong to W

because, otherwise, vi+3 and ui+2 will have the same
representation.

Both these case imply that the two consecutive vertices in
W can have at most distance 3. )us, the gap between two
vertices of W is at most 3. Since vertices presented on the
outer cycle are n, therefore, q≥ n/3⌊ ⌋. Hence,

β Gn[1, 2]( 􏼁≥
n

3
􏼖 􏼗. (2)

To prove the upper bound, consider the set
W � u3i−2: i � 1, 2, . . . , n/3⌊ ⌋􏼈 􏼉 of vertices of Gn[1, 2]. )e
construction ofW shows that every vertex inW determines a
gap of size 3.

For 1≤ i≤ n/3⌊ ⌋, let S � vi, vi+1, vi+2, vi+3, ui+1, ui+2􏼈 􏼉 be
the set of vertices determined by the two consecutive vertices
ui and ui+3. It is enough to show that every vertex in S is
uniquely determined by some vertices in W.

)e vertices vi and vi+2 are the only vertices in Gn[1, 2]

that are at distance 1 from ui, but d(vi, ui+3) � 4 and
d(vi+2, ui+3) � 2.
)e vertices vi−1, vi+1, vi+3, ui+2, and ui−2 are the only
vertices in Gn[1, 2] that are at distance 2 from ui. )e
vertices vi−1 and ui−2 also have the same distance 5 from
ui+3, but they can be resolved by the vertex u4 n/3⌊ ⌋−1.)e
vertices vi+1 and ui+2 also have the same distance 3 from
ui+3, but they can be resolved by the vertex ui+6. )e
vertex vi+3 is the unique vertex in Gn[1, 2] such that
d(vi+3, ui+3) � 1 and d(vi+3, ui) � 2.
)e vertex ui+1 is the unique vertex in Gn[1, 2] such
that d(ui+1, ui+3) � 2 and d(ui+1, ui) � 3.

)is shows that every vertex in the set S is uniquely
determined by some vertices in the set W. )us, W becomes
a resolving set, and

β Gn[1, 2]( 􏼁≤
n

3
􏼖 􏼗. (3)

From equations (2) and (3), we have β(Gn[1, 2]) � n/3⌊ ⌋.
In the next results, it is shown that the graph Gn[1, k] has

constant metric dimension for 3≤ k≤ 4.

Theorem 2. For n≥ 14, if n � 2(rm mod{ }3), then,

β Gn[1, 3]( 􏼁 � 3. (4)

Proof. Let W � u1, u3, u5􏼈 􏼉 be the set of vertices in Gn[1, 3].
It is enough to show that every vertex of the graph Gn[1, 3] is
determined uniquely by some of the vertices in W. For this,
the representations of each vertex are calculated as follows.

)e vertices v1, . . . , v7 have representations (1, 3, 4),
(2, 2, 3), (2, 1, 3), (1, 2, 2), (2, 2, 1), (3, 1, 2), (3, 2, 2),
respectively.

)e representations of the remaining vertices vi: 7≤ i≤ n

of Gn[1, 3] are calculated as follows:
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2i − 5
3
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2i − 9
3

􏼖 􏼗,
2i − 13
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2
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3

−
2i − 5
3

􏼖 􏼗,
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3
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−

2i
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(5)

)e vertices u2, u4, u6, u7, un−1, un of Gn[1, 3] have rep-
resentations (3, 3, 2), (2, 3, 3), (4, 2, 3), (4, 3, 3), (3, 3, 4),
(3, 2, 4), respectively.

For the remaining vertices, we have

r ui, W( 􏼁 �
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)is shows that every vertex of the graph Gn[1, 3] is
determined uniquely by some of the vertices inW. Hence, W
becomes a resolving set, and

β Gn[1, 3]( 􏼁≤ 3. (7)

Now, to compute the lower bound, suppose, on contrary,
that W is a minimum resolving set of Gn[1, 3] of cardinality
2. We have the following possibilities to choose the vertices
of W. □

2.1. If W Contains Both Vertices from vi. One can suppose
without losing any generality that W � v1, vj: 2≤ j≤ n􏽮 􏽯.
However, in this case, if j ≡ 2(mod 3), then

r uj, W􏼐 􏼑 � r vj+1, W􏼐 􏼑

�

2j

3
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n

2
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n

2
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(8)
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r uj+1, W􏼐 􏼑 � r vj+2, W􏼐 􏼑

�

2j + 2
3

􏼖 􏼗, 2􏼒 􏼓, for 2≤ j≤
n

2
􏼖 􏼗,

2n − 2j − 2
3

􏼖 􏼗, 2􏼒 􏼓 for
n

2
􏼖 􏼗 + 1≤ j≤ n.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

2.2. If W Contains Both Vertices from ui. One can suppose
without losing any generality that W � u1, uj: 2≤ j≤ n􏽮 􏽯.
However, in this case, if j ≡ 0(mod 3), then

r uj+1, W􏼐 􏼑 � r vj+2, W􏼐 􏼑

�

2j

3
􏼖 􏼗, 3􏼒 􏼓, for 2≤ j≤

n

2
􏼖 􏼗,

2n − 2j

3
􏼖 􏼗, 3􏼒 􏼓, for

n

2
􏼖 􏼗 + 1≤ j≤ n,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(10)
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and if j ≡ 1, 2(mod 3),

r uj+3, W􏼐 􏼑 � r vj+4, W􏼐 􏼑

�

2j + 3
3

􏼖 􏼗, 2􏼒 􏼓, for 2≤ j≤
n

2
􏼖 􏼗,

2n − 2j − 3
3

􏼖 􏼗, 2􏼒 􏼓, for
n

2
􏼖 􏼗 + 1≤ j≤ n.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(11)

2.3. IfOneEach fromvi anduj Belongs toW. One can suppose
without losing any generality that W � vi, uj: 1≤ i≤ j≤ n􏽮 􏽯.
However, in this case, if j ≡ 0(mod 3), then

r uj+4, W􏼐 􏼑 � r vj+5, W􏼐 􏼑

�

2j

3
􏼖 􏼗 + 3, 3􏼒 􏼓, for 3≤ j≤

n

2
􏼖 􏼗 − 2,

2n − 2j − 8
3

􏼖 􏼗, 3􏼒 􏼓, for
n

2
􏼖 􏼗 − 1≤ j≤ n,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(12)

and if j ≡ 1, 2(mod 3),

r uj+3, W􏼐 􏼑 � r vj+4, W􏼐 􏼑

�

2j

3
􏼖 􏼗 + 2, 2􏼒 􏼓, for 1≤ j≤

n

2
􏼖 􏼗,

2n − 2j − 6
3

􏼖 􏼗, 2􏼒 􏼓, for
n

2
􏼖 􏼗 + 1≤ j≤ n.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(13)

)us, there is no resolving set of Gn[1, 3] having two
vertices. )is implies that

β Gn[1, 3]( 􏼁≥ 3. (14)

From (7) and (14), we get

β Gn[1, 3]( 􏼁 � 3. (15)

Theorem 3. For n≥ 15, if n ≡ 0, 1(mod 3), then

β Gn[1, 3]( 􏼁 � 4. (16)

Proof. Let W � v1, v2, v3, v4􏼈 􏼉 be the set of vertices in
Gn[1, 4]. It is enough to show that every vertex of the graph
Gn[1, 4] is uniquely determined by some vertices in W. For
this, the representations of each vertex are calculated as
follows.

)e representations of outer vertices vi: 1≤ i≤ n of
Gn[1, 3] are calculated as follows:

r vi, W( 􏼁 �

2i − 2
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗,
2i − 8
3

􏼖 􏼗, for 5≤ i≤
n + 1
2

􏼖 􏼗,

2n − 2i + 2
3

􏼖 􏼗,
2n − 2i + 4

3
􏼖 􏼗,

2n − 2i + 6
3

􏼖 􏼗,
2n − 2i + 8

3
􏼖 􏼗, for

n + 1
2

􏼖 􏼗 + 4≤ i≤ n.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(17)

If i � (n + 1)/2⌊ ⌋ + 1,

r vi, W( 􏼁 �

2i − 6
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗,
2i − 8
3

􏼖 􏼗, for n � 6k and k≥ 3,

2i − 4
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗,
2i − 7
3

􏼖 􏼗, for n � 6k + 1 and k≥ 3,

2i − 4
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗, for n � 6k + 3 and k≥ 2,

2i − 5
3

􏼖 􏼗,
2i − 3
3

􏼖 􏼗,
2i − 5
3

􏼖 􏼗,
2i − 8
3

􏼖 􏼗, for n � 6k + 4 and k≥ 2.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(18)
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If i � (n + 1)/2⌊ ⌋ + 2,

r vi, W( 􏼁 �

2i − 10
3

􏼖 􏼗,
2i − 8
3

􏼖 􏼗,
2i − 8
3

􏼖 􏼗,
2i − 8
3

􏼖 􏼗, for n � 6k and k≥ 3,

2i − 6
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗, for n � 6k + 1 and k≥ 3,

2i − 8
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗,
2i − 8
3

􏼖 􏼗, for n � 6k + 3 and k≥ 2,

2i − 10
3

􏼖 􏼗,
2i − 7
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗,
2i − 7
3

􏼖 􏼗 for n � 6k + 4 and k≥ 2.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(19)

If i � (n + 1)/2⌊ ⌋ + 3,

r vi, W( 􏼁 �

2i − 14
3

􏼖 􏼗,
2i − 12

3
􏼖 􏼗,

2i − 10
3

􏼖 􏼗,
2i − 10

3
􏼖 􏼗, for n � 6k and k≥ 3,

2i − 11
3

􏼖 􏼗,
2i − 8
3

􏼖 􏼗,
2i − 8
3

􏼖 􏼗,
2i − 8
3

􏼖 􏼗, for n � 6k + 1 and k≥ 3,

2i − 10
3

􏼖 􏼗,
2i − 10

3
􏼖 􏼗,

2i − 8
3

􏼖 􏼗,
2i − 8
3

􏼖 􏼗, for n � 6k + 3 and k≥ 2,

2i − 12
3

􏼖 􏼗,
2i − 12

3
􏼖 􏼗,

2i − 9
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗, for n � 6k + 4 and k≥ 2.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(20)

)e vertices u1, u2, u3, u4, un−1, un have representations
(1, 2, 2, 1), (2, 1, 2, 2), (3, 2, 1, 2), (3, 3, 2, 1), (2, 1, 2, 3),
(2, 2, 1, 2), respectively.

)e representations of the remaining vertices ui of
Gn[1, 3] are calculated as follows:

r ui, W( 􏼁 �

2i + 1
3

􏼖 􏼗,
2i − 1
3

􏼖 􏼗,
2i − 3
3

􏼖 􏼗,
2i − 5
3

􏼖 􏼗, for 5≤ i≤
n

2
􏼖 􏼗 − 1,

2n − 2i − 1
3

􏼖 􏼗,
2n − 2i + 1

3
􏼖 􏼗,

2n − 2i + 3
3

􏼖 􏼗,
2n − 2i + 5

3
􏼖 􏼗, for

n

2
􏼖 􏼗 + 3≤ i≤ n − 2.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(21)

If i � n/2⌊ ⌋,

r ui, W( 􏼁 �

2i − 1
3

􏼖 􏼗,
2i − 1
3

􏼖 􏼗,
2i − 3
3

􏼖 􏼗,
2i − 3
3

􏼖 􏼗, for n � 6k and k≥ 3,

2i − 2
3

􏼖 􏼗,
2i + 1
3

􏼖 􏼗,
2i − 2
3

􏼖 􏼗,
2i − 5
3

􏼖 􏼗, for n � 6k + 1 and k≥ 3,

2i − 1
3

􏼖 􏼗,
2i − 1
3

􏼖 􏼗,
2i − 1
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗, for n � 6k + 3 and k≥ 2,

2i − 1
3

􏼖 􏼗,
2i − 1
3

􏼖 􏼗,
2i − 1
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗, for n � 6k + 4 and k≥ 2.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(22)
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If i � n/2⌊ ⌋ + 1,

r ui, W( 􏼁 �

2i − 6
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗, for n � 6k and k≥ 3,

2i − 7
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗,
2i − 1
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗, for n � 6k + 1 and k≥ 3,

2i − 6
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗,
2i − 4
3

􏼖 􏼗, for n � 6k + 3 and k≥ 2,

2i − 3
3

􏼖 􏼗,
2i − 3
3

􏼖 􏼗,
2i − 3
3

􏼖 􏼗,
2i − 3
3

􏼖 􏼗, for n � 6k + 4 and k≥ 2.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(23)

If i � n/2⌊ ⌋ + 2,

r ui, W( 􏼁 �

2i − 7
3

􏼖 􏼗,
2i − 7
3

􏼖 􏼗,
2i − 5
3

􏼖 􏼗,
2i − 5
3

􏼖 􏼗, for n � 6k and k≥ 3,

2i − 9
3

􏼖 􏼗,
2i − 9
3

􏼖 􏼗,
2i − 6
3

􏼖 􏼗,
2i − 3
3

􏼖 􏼗, for n � 6k + 1 and k≥ 3,

2i − 11
3

􏼖 􏼗,
2i − 9
3

􏼖 􏼗,
2i − 7
3

􏼖 􏼗,
2i − 7
3

􏼖 􏼗, for n � 6k + 3 and k≥ 2,

2i − 8
3

􏼖 􏼗,
2i − 5
3

􏼖 􏼗,
2i − 5
3

􏼖 􏼗,
2i − 5
3

􏼖 􏼗, for n � 6k + 4 and k≥ 2.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(24)

)is shows that every vertex of the graph Gn[1, 4] is
uniquely determined by some of the vertices inW. Hence, W
become a resolving set, and

β Gn[1, 4]( 􏼁≤ 4. (25)

Let n � 6k + l and l ∈ 0, 1, 3, 4{ }. We show that there is no
resolving set of Gn[1, 4] with three elements. Suppose, on
contrary, that W is a minimum resolving set of Gn[1, 4] of

cardinality 3. We have the following possibilities to choose
the vertices of W. □

2.4. If Only vi ∈W. One can suppose without losing any
generality that W � v1, vi, vj􏽮 􏽯, where 2≤ i≤ 3k and
i + 1≤ j≤ 6k. In this case, the vertices of Gn[1, 4] that have
the same representation for all choices of the resolving set
are given as follows:

r un−3( 􏼁 � r vn−1( 􏼁 � 2,
2i + 3
3

􏼖 􏼗,
2j + 4
3

􏼖 􏼗􏼒 􏼓, for i ≡ 0(mod 3), j ≡ 0, 1(mod 3) and for every value of l,

r u(n+3)/2􏼐 􏼑 � r v(n+5)/2􏼐 􏼑 �
n − 3
3

,
n − i + 1

3
􏼖 􏼗,

n − 2j + 5
3

􏼖 􏼗􏼒 􏼓, for l � 1, 3 and i ≡ 0(mod 3), j ≡ 2(mod 3),

r un/2( 􏼁 � r v(n+2)/2􏼐 􏼑 �
n

3
,

n − i + 1
3

􏼖 􏼗,
n − 2j + 3

3
􏼖 􏼗􏼒 􏼓, for 1l � 0, 4 and i ≡ 0(mod 3), j ≡ 2(mod 3),

r un−2( 􏼁 � r vn( 􏼁 � 1,
2i

3
􏼖 􏼗,

2j + 1
3

􏼖 􏼗􏼒 􏼓, otherwise and for all l.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(26)
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2.5. If Two Vertices from vi and One Vertex from uj Belong to
W. One can suppose without losing any generality that
W � v1, vi, uj􏽮 􏽯, where 2≤ i≤ 3k and i≤ j≤ 6k.

In this case, the vertices of Gn[1, 4] that have the same
representation for all choices of the resolving set are given as
follows:

r un−3( 􏼁 � r vn−1( 􏼁 � 2,
2i + 3
3

􏼖 􏼗,
2j + 4
3

􏼖 􏼗􏼒 􏼓, for i ≡ 0(mod 3), j ≡ 0, 1(mod 3) and for all l,

r u(n+3)/2􏼐 􏼑 � r v(n+5)/2􏼐 􏼑 �
n − 3
3

,
n − i + 1

3
􏼖 􏼗,

n − 2j + 5
3

􏼖 􏼗􏼒 􏼓, for l � 1, 3 and i ≡ 0(mod 3), j ≡ 2(mod 3),

r un/2( 􏼁 � r v(n+2)/2􏼐 􏼑 �
n

3
,

n − i + 1
3

􏼖 􏼗,
n − 2j + 3

3
􏼖 􏼗􏼒 􏼓, for l � 0, 4 and i ≡ 0(mod 3), j ≡ 2(mod 3),

r un−2( 􏼁 � r vn( 􏼁 � 1,
2i

3
􏼖 􏼗,

2j + 1
3

􏼖 􏼗􏼒 􏼓, otherwise and for all l.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(27)

2.6. If Two Vertices from ui and One Vertex from vj Belong to
W. One can suppose without losing any generality that
W � v1, ui, uj􏽮 􏽯, where 1≤ i≤ 3k and i≤ j≤ 6k.

In this case, the vertices of Gn[1, 4] that have the same
representation for all choices of the resolving set are given as
follows:

r un−3( 􏼁 � r vn−1( 􏼁 � 2,
2i + 3
3

􏼖 􏼗,
2j + 4
3

􏼖 􏼗􏼒 􏼓, for i ≡ 0(mod 3), j ≡ 0, 1(mod 3) and for all l,

r u(n+3)/2􏼐 􏼑 � r v(n+5)/2􏼐 􏼑 �
n − 3
3

,
n − i + 1

3
􏼖 􏼗,

n − 2j + 5
3

􏼖 􏼗􏼒 􏼓, for l � 1, 3 and i ≡ 0(mod 3), j ≡ 2(mod 3),

r un/2( 􏼁 � r v(n+2)/2􏼐 􏼑 �
n

3
,

n − i + 1
3

􏼖 􏼗,
n − 2j + 3

3
􏼖 􏼗􏼒 􏼓, for l � 0, 4 and i ≡ 0(mod 3), j ≡ 2(mod 3) and for l �,

r un−2( 􏼁 � r vn( 􏼁 � 1,
2i

3
􏼖 􏼗,

2j + 1
3

􏼖 􏼗􏼒 􏼓, otherwise and for all l.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(28)

2.7. If W Contains All 5ree Vertices from ui. One can
suppose without losing any generality thatW � u1, ui, uj􏽮 􏽯 is
a resolving set, where 2≤ i≤ 3k and i + 1≤ j≤ 6k.

In this case, the vertices of Gn[1, 4] that have the same
representation for all choices of the resolving set are given as
follows:

r un−3( 􏼁 � r vn−1( 􏼁 � 2,
2i + 3
3

􏼖 􏼗,
2j + 4
3

􏼖 􏼗􏼒 􏼓, for i ≡ 0(mod 3), j ≡ 0, 1(mod 3) and for all l,

r u(n+3)/2􏼐 􏼑 � r v(n+5)/2􏼐 􏼑 �
n − 3
3

,
n − i + 1

3
􏼖 􏼗,

n − 2j + 5
3

􏼖 􏼗􏼒 􏼓, for l � 1, 3 and i ≡ 0(mod 3), j ≡ 2(mod 3),

r un/2( 􏼁 � r v(n+2)/2􏼐 􏼑 �
n

3
,

n − i + 1
3

􏼖 􏼗,
n − 2j + 3

3
􏼖 􏼗􏼒 􏼓, for l � 0, 4 and i ≡ 0(mod 3), j ≡ 2(mod 3),

r un−2( 􏼁 � r vn( 􏼁 � 1,
2i

3
􏼖 􏼗,

2j + 1
3

􏼖 􏼗􏼒 􏼓, otherwise and for all l.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(29)

)us, there is no resolving set of Gn[1, 4] having three
elements. Hence,

β Gn[1, 4]( 􏼁≥ 4. (30)

From equations (25) and (30), we get

β Gn[1, 4]( 􏼁 � 4. (31)
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Theorem 4. For n≥ 20, if n ≡ 3(mod 4), then

β Gn[1, 4]( 􏼁 � 4. (32)

Proof. Let W � u1, u4, u7, u10􏼈 􏼉 be the set of vertices in
Gn[1, 4]. It is enough to show that every vertex of the graph
Gn[1, 4] is uniquely determined by some vertices in W. For

this, the vertices v1, . . . , v11 have representations (1, 4, 5, 6),
(2, 3, 4, 5), (3, 2, 3, 6), (2, 1, 4, 5), (1, 2, 3, 4), (2, 3, 2, 3),
(3, 2, 1, 4), (4, 1, 2, 3), (3, 2, 3, 2), (4, 3, 2, 1), (5, 4, 1, 2),
respectively.

Let W′ � u1, u4, u7􏼈 􏼉. )en, the representations of the
vertices vi: 12≤ i≤ n of Gn[1, 4] with respect to W′ and the
vertex u10 are calculated as follows:

r vi

􏼌􏼌􏼌􏼌 W′􏼐 􏼑 ≡

i

2
􏼖 􏼗,

i − 6
2

􏼖 􏼗,
i − 8
2

􏼖 􏼗􏼒 􏼓, if i is divisible by 4 and 12≤ i≤
n + 9
2

􏼖 􏼗,

n − i + 3
2

􏼖 􏼗,
n − i + 9

2
􏼖 􏼗,

n − i + 11
2

􏼖 􏼗􏼒 􏼓, if i is divisible by 4 and
n + 9
2

􏼖 􏼗 + 1≤ i≤ n,

i − 3
2

􏼖 􏼗,
i − 5
2

􏼖 􏼗,
n − i + 11

2
􏼖 􏼗􏼒 􏼓, if i − 1 is divisible by 4 and 13≤ i≤

n + 9
2

􏼖 􏼗,

n − i + 6
2

􏼖 􏼗,
n − i + 8

2
􏼖 􏼗,

n − i + 10
2

􏼖 􏼗􏼒 􏼓, if i − 1 is divisible by 4 and
n + 9
2

􏼖 􏼗 + 1≤ i≤ n,

i − 3
2

􏼖 􏼗,
i − 4
2

􏼖 􏼗,
i − 6
2

􏼖 􏼗􏼒 􏼓, if i − 2 is divisible by 4 and 14≤ i≤
n + 9
2

􏼖 􏼗,

n − i + 5
2

􏼖 􏼗,
n − i + 7

2
􏼖 􏼗,

n − i + 9
2

􏼖 􏼗􏼒 􏼓, if i − 2 is divisible by 4 and
n + 9
2

􏼖 􏼗 + 1≤ i≤ n,

i − 1
2

􏼖 􏼗,
i − 3
2

􏼖 􏼗,
i − 9
2

􏼖 􏼗􏼒 􏼓, if i − 3 is divisible by 4 and 15≤ i≤
n − 1
2

􏼖 􏼗,

n − i + 4
2

􏼖 􏼗,
n − i + 6

2
􏼖 􏼗,

n − i + 12
2

􏼖 􏼗􏼒 􏼓, if i − 3 is divisible by 4 and
n − 1
2

􏼖 􏼗 + 1≤ i≤ n,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r vi

􏼌􏼌􏼌􏼌 v10􏼐 􏼑 �

i − 6
2

􏼖 􏼗, if i is divisible by 4 and i � 12,

i − 10
2

􏼖 􏼗, if i is divisible by 4 and 13≤ i≤
n + 17

2
􏼖 􏼗,

n − i + 12
2

􏼖 􏼗, if i is divisible by 4 and
n + 17

2
􏼖 􏼗 + 1≤ i≤ n,

i − 9
2

􏼖 􏼗, if i − 1 is divisible by 4 and 13≤ i≤
n + 17

2
􏼖 􏼗 + 1,

n − i + 12
2

􏼖 􏼗, if i − 1 is divisible by 4 and
n + 17

2
􏼖 􏼗 + 2≤ i≤ n,

i − 12
2

􏼖 􏼗, if i − 2 is divisible by 4 and 14≤ i≤
n + 17

2
􏼖 􏼗 + 3,

n − i + 15
2

􏼖 􏼗, if i − 2 is divisible by 4 and
n + 17

2
􏼖 􏼗 + 4≤ i≤ n,

i − 11
2

􏼖 􏼗, if i − 3 is divisible by 4 and 15≤ i≤
n + 17

2
􏼖 􏼗 + 3,

n − i + 14
2

􏼖 􏼗, if i − 3 is divisible by 4 and
n + 17

2
􏼖 􏼗 + 4≤ i≤ n.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(33)

)e representations of the vertices ui: 1≤ i≤ 11 of Gn

[1, 4] are calculated as follows: r(u2, W) � (3, 4, 3, 4),
r(u3, W) � (4, 3, 2, 5), r(u5, W) � (2, 3, 4, 3), r(u6, W) �

(3, 4, 3, 2), r(u8, W) � (5, 2, 3, 4), r(u9, W) � (4, 3, 4, 3),
r(u11, W) � (6, 5, 2, 3), r(un−2, W) � (3, 4, 5, 6),
r(un−1, W) � (4, 3, 4, 7), r(un, W) � (3, 2, 5, 6).
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)e remaining vertices ui: 12≤ i≤ n of Gn[1, 4] have the
following representation with respect to W′, and the vertex
u10 is calculated as follows:

r ui

􏼌􏼌􏼌􏼌 W′􏼐 􏼑 �

i + 7
2

􏼖 􏼗,
i − 4
2

􏼖 􏼗,
i − 6
2

􏼖 􏼗􏼒 􏼓, if i is divisible by 4 and 12≤ i≤
n + 7
2

􏼖 􏼗,

n − i + 11
2

􏼖 􏼗,
n − i + 7

2
􏼖 􏼗,

n − i + 9
2

􏼖 􏼗􏼒 􏼓, if i is divisible by 4 and
n + 7
2

􏼖 􏼗 + 1≤ i≤ n − 3,

i − 1
2

􏼖 􏼗,
i − 3
2

􏼖 􏼗,
i − 5
2

􏼖 􏼗􏼒 􏼓, if i − 1 is divisible by 4 and 13≤ i≤
n + 7
2

􏼖 􏼗,

n − i + 3
2

􏼖 􏼗,
n − i + 6

2
􏼖 􏼗,

n − i + 7
2

􏼖 􏼗􏼒 􏼓, if i − 1 is divisible by 4 and
n + 7
2

􏼖 􏼗 + 1≤ i≤ n − 3,

i + 6
2

􏼖 􏼗,
i − 2
2

􏼖 􏼗,
i − 4
2

􏼖 􏼗􏼒 􏼓, if i − 2 is divisible by 4 and 14≤ i≤
n + 7
2

􏼖 􏼗,

n − i + 5
2

􏼖 􏼗,
n − i + 5

2
􏼖 􏼗,

n − i + 7
2

􏼖 􏼗􏼒 􏼓, if i − 2 is divisible by 4 and
n + 7
2

􏼖 􏼗 + 1≤ i≤ n − 3,

n − i

2
􏼖 􏼗,

i + 5
2

􏼖 􏼗,
i − 7
2

􏼖 􏼗􏼒 􏼓, if i − 3 is divisible by 4 and 15≤ i≤
n + 7
2

􏼖 􏼗,

n − i + 4
2

􏼖 􏼗,
n − i + 4

2
􏼖 􏼗,

n − i + 10
2

􏼖 􏼗􏼒 􏼓 if i − 3 is divisible by 4 and
n + 7
2

􏼖 􏼗 + 1≤ i≤ n − 3,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r ui

􏼌􏼌􏼌􏼌 u10􏼐 􏼑 �

i − 4
2

􏼖 􏼗, if i is divisible by 4 and i � 12,

i − 6
2

􏼖 􏼗, if i is divisible by 4 and 13≤ i≤
n + 9
2

􏼖 􏼗 + 4,

n − i + 11
2

􏼖 􏼗, if i is divisible by 4 and
n + 9
2

􏼖 􏼗 + 5≤ i≤ n − 3,

i − 7
2

􏼖 􏼗, if i − 1 is divisible by 4 and 13≤ i≤
n + 9
2

􏼖 􏼗 + 1,

n − i + 10
2

􏼖 􏼗, if i − 1 is divisible by 4 and
n + 9
2

􏼖 􏼗 + 2≤ i≤ n − 3,

i − 10
2

􏼖 􏼗, if i − 2 is divisible by 4 and 14≤ i≤
n + 9
2

􏼖 􏼗 + 6,

n − i + 13
2

􏼖 􏼗, if i − 2 is divisible by 4 and
n + 9
2

􏼖 􏼗 + 7≤ i≤ n − 3,

i − 9
2

􏼖 􏼗, if i − 3 is divisible by 4 and 15≤ i≤
n + 9
2

􏼖 􏼗 + 3,

n − i + 12
2

􏼖 􏼗, if i − 3 is divisible by 4 and
n + 9
2

􏼖 􏼗 + 4≤ i≤ n − 3.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(34)

One can easily verify that each vertex of Gn[1, 4] has
unique representation with respect to W. Hence, W is a
resolving set, and

β Gn[1, 3]( 􏼁≤ 4. (35)

Now, to prove the lower bound, it is sufficient to show
that there is no resolving set of Gn[1, 4] with three elements.
Suppose, on contrary, that W is a minimum resolving set of
Gn[1, 4] of cardinality 3. Define
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A � u4i−3, v4i+1, 1≤ i≤
n − 1
2

􏼚 􏼛,

B � u4i−2, v4i+2, 1≤ i≤
n − 1
2

􏼚 􏼛,

C � u4i−1, v4i+3, 1≤ i≤
n − 1
2

􏼚 􏼛,

D � u4i, v4i+4, 1≤ i≤
n − 1
2

􏼚 􏼛.

(36)

It is easy to see that these are disjoint subsets of the vertex
set of Gn[1, 4]. We make the following claims.

Claim 3. Let x be an arbitrary vertex of the resolving set W

that does not belong to A. )en,

d vi−1, x( 􏼁 � d ui−4, x( 􏼁

�
i + 2
2

􏼖 􏼗 or
i + 4
2

􏼖 􏼗.

(37)

)us, to resolve ui−4 and vi−1, either ui−4 or vi−1 or one of
the vertices from the set A � u4i−3, v4i+1, 1≤ i≤ (n − 1)/2⌊ ⌋􏼈 􏼉

must belong to W.

Claim 4. Let x be an arbitrary vertex of the resolving set W

that does not belong to B. )en,

d vi, x( 􏼁 � d ui−3, x( 􏼁

�
i

2
􏼖 􏼗 or

i + 2
2

􏼖 􏼗.

(38)

)us, to resolve ui−3 and vi, either ui−3 or vi or one of the
vertices from the set B � u4i−2, v4i+2, 1≤ i≤ (n − 1)/2⌊ ⌋􏼈 􏼉

must belong to W.

Claim 5. Let x be an arbitrary vertex of the resolving set W

that does not belong to C. )en,

d vi+1, x( 􏼁 � d ui+2, x( 􏼁

�
i − 1
2

􏼖 􏼗 or
i + 1
2

􏼖 􏼗.

(39)

)us, to resolve ui+2 and vi+1, either ui+2 or vi+1 or one of
the vertices from the set C � u4i−1, v4i+3, 1≤ i≤ (n − 1)/2⌊ ⌋􏼈 􏼉

must belong to W.

Claim 6. Let x be an arbitrary vertex of the resolving set W

that does not belong to D. )en,

d vi+2, x( 􏼁 � d ui−1, x( 􏼁

�
i − 2
2

􏼖 􏼗 or
i

2
􏼖 􏼗.

(40)

)us, to resolve ui−3 and vi+2, either ui−1 or vi+2 or one of
the vertices from the set D � u4i, v4i+4, 1≤ i≤ (n − 1)/2⌊ ⌋􏼈 􏼉

must belong to W.

)e above claims imply that W contains at least four
elements. )us,

β Gn[1, 4]( 􏼁≥ 4. (41)

From equations (35) and (41), we get

β Gn[1, 4]( 􏼁 � 4. (42)

3. Conclusion

)e resolvability of the circulant graphs Cn[1, 2, . . . , k] has
been investigated by different authors [15, 17, 18, 25]. )e
resolvability of barycentric subdivision of circulant graphs
was investigated by Imran et al. in [8, 25], where they showed
that some of these families had constant metric dimension.
In this paper, we have studied the metric dimension of
subdivision of circulant graphs Cn[1, k] denoted by Gn[1, k]

for 2≤ k≤ 4. It is proved that the metric dimension of this
family of graphs Gn(1, k) has unbounded metric dimension
when n≥ 9 and k � 2. It is also shown that for k � 3 and 4, the
graph Gn[1,k] has constant metric dimension. )is family of
graphs Gn[1, k] which is obtained from subdivision of cir-
culant graphs has interesting metric properties. )e family
has an unbounded metric dimension for k � 2 and bounded
metric dimension for k � 3, 4. We also believe that the
metric dimension increases as the value of k increases. In this
context, we arise the following open question.

Open problem: compute the exact value of metric di-
mension or determine some good bounds in terms of other
graphical parameters for the subdivision of circulant graphs
Gn[1, k] when k≥ 5. Also, characterize the classes of
Gn[1, 2, . . . , k] that has bounded or unbounded metric
dimension.
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In this paper, we mainly study an exponential spline function space, construct a basis with local supports, and present the
relationship between the function value and the first and the second derivative at the nodes. Using these relations, we construct an
exponential spline-based difference scheme for solving a class of boundary value problems of second-order ordinary differential
equations (ODEs) and analyze the error and the convergence of this method. (e results show that the algorithm is high accurate
and conditionally convergent, and an accuracy of (1/240)h6 was achieved with smooth functions.

1. Introduction

In physics, chemistry, biology, sociology, and many other
disciplines, there are tremendous problems that can be de-
scribed by differential equations (DEs), but it is difficult to get
their explicit expressions. So, people began to seek the nu-
merical solutions of these problems, which can also be applied
to scientific research and engineering practice if their accuracy
satisfies the needs. Especially the advent of computers makes
it possible to quickly carry out a large number of calculations,
which also makes the numerical solution method of DEs
become one of themost important branches of computational
mathematics. Due to its high smoothness, low power, and
easy calculation, the spline function has been widely used in
computer graphics, data interpolation and fitting, shape
control, and numerical solutions of DEs. (ere are two main
schemes in numerical solutions of DEs using spline functions:
the spline finite element method and the spline difference
method. (e first has a wide range of application and can be
applied to many types of equations, but it requires a large
amount of calculation. While the second is simple process
with a small amount of calculation and high accuracy, but it
can only be applied to specific types of equations.

In this paper, we mainly focus a class of second-order
ordinary differential equations (ODEs):

u″ + q(x)u′ + p(x)u � g(x), x ∈ [a, b], (1)

which meets one of the following boundary conditions.

(1) First boundary condition:

u(a) � μ0,

u(b) � μ1.
(2)

(2) Second boundary condition:

u
(1)

(a) � μ0,

u
(1)

(b) � μ1.
(3)

(3) (ird boundary condition:

u(a) � μ0,

u
(1)

(b) � μ1.
(4)
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(4) Fourth boundary condition:

u
(1)

(a) � μ0,

u(b) � μ1.
(5)

where μ0 and μ1 are constants and p(x), q(x), and g(x) are
continuous functions in the interval of [a, b].

Many scholars have been studying such two-point
boundary value problems. Albasiny and Hoskins [1] and
Raghavarao et al. [2] used cubic polynomial splines to solve
such problems. Blue [3] used quintic polysplines to solve
such problems. Caglar et al. [4] used cubic B-splines in their
solving scheme. Chawla and Shiva Kumar[5] extended the
problem to semi-infinite regions.

In recent years, with the deepening of research, people
have begun to use nonpolynomial splines to solve such
problems. Zahra [6], Rao and Kumar [7], Tirmizi et al. [8],
Ramadan et al. [9], Surla and Stojanović [10], Jha [11, 12], and
Kadalbajoo and Patidar [13] have carried out a lot of research
in this area and achieved very high computational accuracy.

However, there are still many theoretical problems to be
broken in the study of nonpolynomial splines. Due to the
diversity of nonpolynomial splines, it is crucial to choose the
basis and parameters in solving the problem. However, there is
still no reference in this regard. In this paper, a selected set of
spline basis functions was used to deduce the relationship
between the derivative and the function value and then to obtain
the second-order difference scheme for solving second-order
ODEs, which provides a method for solving such problems.

2. Exponential Spline Function Space

Exponential spline refers to a type of spline in which the
nonpolynomial factors of spline basis functions contain only
exponential functions. (e exponential spline in this sense is
not very specific; it can contain many forms of exponential
spline, which can produce substantially different splines, and
is inconvenient to study. (erefore, the exponential spline
refers to that with a specific form in the rest of this work.

Next, we define an exponential spline function space. Let

si(x) � ai + bi x − xi( 􏼁 + cie
τ1 x− xi( ) + die

τ2 x− xi( ),

i � 1, 2, · · · , n,
(6)

where ai, bi, ci, and di are coefficients and τ1 and τ2 are
parameters with τ1 ≠ τ2.

Definition 1. (e following function space

E
r
3 Δn( 􏼁 � s: s(x) � si(x), x ∈ Ii, i � 1, 2, · · · ,􏼈

ns(x) ∈ C
r
[a, b], r< 3},

(7)

is called the cubic r-order exponential spline function space.
Obviously, the function s(x) in E2

3(Δn) must meet

s
(r)
i xi( 􏼁 � s

(r)
i+1 xi( 􏼁, r � 0, 1, 2; i � 1, 2, · · · , n − 1. (8)

(e dimension of E2
3(Δn) is n + 3. (en, we find a set of

basic functions with local supports for E2
3(Δn).

Assume s(x) ∈ E2
3(Δn), for given j, 2≤ j≤ n − 2; let

s
(r)
j− 1 xj− 2􏼐 􏼑 � 0, r � 0, 1, 2,

s
(r)
j+2 xj+2􏼐 􏼑 � 0, r � 0, 1, 2,

s
(r)
j+k xj+k􏼐 􏼑 � s

(r)
j+k+1 xj+k􏼐 􏼑, k � − 1, 0, 1, r � 0, 1, 2,

sj xj􏼐 􏼑 � 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(9)

We can obtain

ai− 1 �
A1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

|A|
, bi− 1 �

A2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
, ci− 1 �

A3
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
, di− 1 �

A4
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
,

ai �
A5

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

|A|
, bi �

A6
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
, ci �

A7
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
, di �

A8
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
,

ai+1 �
A9

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

|A|
, bi+1 �

A10
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
, ci+1 �

A11
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
, di+1 �

A12
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
,

ai+2 �
A13

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

|A|
, bi+2 �

A14
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
, ci+2 �

A15
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
, di+2 �

A16
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

|A|
,

(10)

where
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A � A1′A2′􏼂 􏼃,

A1′ �

1 − hi− 1 e − θi− 1( ) e − ηi− 1( ) 0 0 0 0

0 1 τ1e − θi− 1( ) τ2e − ηi− 1( ) 0 0 0 0

0 0 τ21e
− θi− 1( ) τ22e

− ηi− 1( ) 0 0 0 0

1 0 1 1 − 1 hi − e − θi( ) − e − ηi( )

0 1 τ1 τ2 0 − 1 − τ1e − θi( ) − τ2e − ηi( )

0 0 τ21 τ22 0 0 − τ21e
− θi( ) − τ22e

− ηi( )

0 0 0 0 1 0 1 1

0 0 0 0 0 1 τ1 τ2
0 0 0 0 0 0 τ21 τ22
0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 1 0 1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

A2′ �

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

− 1 hi+1 − e − θi+1( ) − e − ηi+1( ) 0 0 0 0

0 − 1 − τ1e − θi+1( ) − τ2e − ηi+1( ) 0 0 0 0

0 0 − τ21e
− θi+1( ) − τ22e

− ηi+1( ) 0 0 0 0

1 0 1 1 − 1 hi+2 − e − θi+2( ) − e − ηi+2( )

0 1 τ1 τ2 0 − 1 − τ1e − θi+2( ) − τ2e − ηi+2( )

0 0 τ21 τ22 0 0 − τ21e
− θi+2( ) − τ22e

− ηi+2( )

0 0 0 0 1 0 1 1

0 0 0 0 0 1 τ1 τ2
0 0 0 0 0 0 τ21 τ22
0 0 0 0 0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(11)

Ak(k � 1, 2, . . . , 16) is the matrix obtained by replacing
the k column of A with [0, . . . , 0, 1]T, θi � τ1hi, and
ηi � τ2hi.

For even splitting, i.e., hi � h, i � 1, 2, . . . , n, and
τ2 � − τ1 � τ ≠ 0, the results obtained are
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aj− 1 � −
ωθ
σ

,

bj− 1 � −
ωθ
hσ

,

cj− 1 �
1
2
ω(− cosh(θ) + sinh(θ))

σ
,

dj− 1 �
1
2
ω(cosh(θ) + sinh(θ))

σ
,

aj �
θ(− 4 sinh(3θ) + sinh(4θ) − 4 sinh(θ) + 6 sinh(2θ))

σ
,

bj �
θ(− 3 sinh(3θ) + 2 sinh(2θ) + sinh(4θ) + sinh(θ))

hσ
,

cj � −
1
2σ

(− 5 + 4 cosh(2θ) − 2 sinh(2θ) − 4 cosh(3θ) + 3 sinh(3θ) + cosh(4θ) − sinh(4θ) + 4 cosh(θ) − sinh(θ)),

dj � −
1
2σ

(cosh(4θ) + sinh(4θ) − 5 − 4 cosh(3θ) − 3 sinh(3θ) + 4 cosh(θ) + sinh(θ) + 4 cosh(2θ) + 2 sinh(2θ)),

aj+1 � −
ωθ
σ

,

bj+1 � −
θ(− 3 sinh(3θ) + 2 sinh(2θ) + sinh(4θ) + sinh(θ))

hσ
,

cj+1 �
1
4σ

(− 5 + 4 cosh(2θ) + 10 sinh(2θ) − 4 cosh(3θ) + cosh(4θ) − sinh(4θ) + 4 cosh(θ) − 16 sinh(θ)),

dj+1 �
1
4σ

(cosh(4θ) + sinh(4θ) − 5 − 4 cosh(3θ) + 4 cosh(θ) + 16 sinh(θ) + 4 cosh(2θ) − 10 sinh(2θ)),

aj+2 � 0,

bj+2 �
ωθ
hσ

,

cj+2 �
ω
2σ

,

dj+2 � −
ω
2σ

,

(12)

where

ω � 5 sinh(θ) − 4 sinh(2θ) + sinh(3θ),

σ � 5 + θ sinh(4θ) − 4θ sinh(θ) + 6θ sinh(2θ) − 4θ sinh(3θ)

+ 4 cosh(3θ) − 4 cosh(θ) − cosh(4θ) − 4 cosh(2θ),

θ � τh.

(13)

Define a function

Bj(x) �

sj− 1(x), x ∈ Ij− 1,

sj(x), x ∈ Ij,

sj+1(x), x ∈ Ij+1,

sj+2(x), x ∈ Ij+2,

0, otherwise,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

j � 2, 3, . . . , n − 2,

(14)

where the coefficients of sj− 1(x), sj(x), sj+1(x), and sj+2(x)

are given by the solution of function (9). Besides, for
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j � − 1, 0, 1, n − 1, n, n + 1, an interval expansion will be
conducted, i.e., (x0, x1, . . . , xn) will be extended to be

x− 3, x− 2, x− 1, x0, x1, . . . , xn, xn+1, xn+2, xn+3( 􏼁. (15)

(us, j in (11) can take the values of − 1, 0, 1, . . . , n, n + 1.
Of course, the function domain is still [x0, xn].

For the space basis of E2
3(Δn), we have the following

proposition.

Proposition 1. When τ1 ≠ τ2, the function set of Bj(x)􏽮 􏽯
n+1
j�− 1

is a set of basis of E2
3(Δn).

For special cases, we can prove the following.

Theorem 1. When τ2 � − τ1 � τ ≠ 0 and hi � h, i � − 2,

− 1, . . . , n + 3, the function set of Bj(x)􏽮 􏽯
n+1
j�− 1 is a set of basis of

E2
3(Δn).

Proof. Obviously, Bj(x) ∈ E2
3(Δn), j � − 1, 0, 1, . . . , n, n + 1,

and the number of functions equals the dimension of
E2

3(Δn). (erefore, we need to show that Bj(x)􏽮 􏽯
n+1
j�− 1 is

linearly independent.
For x � xi, i � − 1, 0, . . . , n, n + 1, let B � (βij) � (Bj

(xi))(n+3)×(n+3), if matrix B is invertible, then Bj(x)􏽮 􏽯
n+1
j�− 1 is

linearly independent. It is easy to know thatB is a tridiagonal
matrix, and

bi,i− 1 � ai− 1 + ci− 1 + di− 1,

bi,i � ai + ci + di � 1,

bi,i+1 � ai+1 + ci+1 + di+1,

(16)

where i � − 1, 0, . . . , n + 1. Because
bi,i− 1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + bi,i+1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 � ai− 1 + ci− 1 + di− 1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + ai+1 + ci+1 + di+1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

�
8
σ

(cosh(θ) − 1)
2
(1 − cosh(θ))

2
+ θ sinh(θ)􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

�
1 − cosh (θ)2 + θ sinh(θ)

1 − cosh (θ)2 + θ sinh(θ)cosh(θ)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

≤
1
2
< 1 � bii

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌.

(17)

B is a strictly tridiagonal matrix. (us, B is invertible.
(is proves that Bj(x)􏽮 􏽯

n+1
j�− 1 is linearly independent.

When hi � h, i � − 2, − 1, . . . , n + 3, Bj(x)􏽮 􏽯
n+1
j�− 1 has the

following properties. □

Proposition 2. For any ,x ∈ [a, b]

􏽘

n+1

j�− 1
Bj(x) � C, (18)

where C is not related to x, and

C �
τ1τ2h τ2 − τ1( 􏼁 e − τ1h( ) + e − τ2h( ) − e − h τ1+τ2( )( ) − 1􏼐 􏼑

τ22 − τ21( 􏼁e− h τ1+τ2( ) + τ21 + τ22 + τ1τ22h − τ21τ2h( 􏼁e − τ1h( ) − τ21 + τ22 − τ1τ22h + τ21τ2h( 􏼁e − τ2h( ) + τ21 − τ22
. (19)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

0x1 x2 x3 x4 x5 x6 x7 x8 1x9

Figure 1: Basis function set Bj(x)􏽮 􏽯
n+1
j�− 1 of the exponential spline function space.
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(e basis function Bj(x) has a local supporting set of
[xi− 2, xi+2]. Figure 1 shows all functions in the function set of
Bj(x)􏽮 􏽯

n+1
j�− 1 at the same coordinate.

3. Properties of Exponential Spline Functions

(e relationship between the function value and the first
derivative and that between the function value and the
second derivative are commonly used in numerically solving
DEs. Next, we will derive some properties of the functions in
E2

3(Δn), and these relationships will be used in numerically
calculating DEs.

Let s(x) ∈ E2
3(Δn); then,

s(x) � si(x), x ∈ Ii, i � 1, 2, . . . , n. (20)

Denote

Si � s xi( 􏼁,

Di � s′ xi( 􏼁,

Mi � s″, i � 1, 2, . . . , n,

(21)

since si(xi) � si+1(xi), si
″(xi) � si+1″(xi), the factors of

ai, bi, ci, and di can be written as

ai �
1

τ21τ22ρi

τ21 − τ22􏼐 􏼑Mi− 1 + τ22e
− τ2hi − τ21e

− τ1hi􏼐 􏼑Mi + τ21τ
2
2ρiSi􏼐 􏼑,

bi �
1

hiτ21τ22ρi

τ22e
− τ1hi − τ21e

− τ2hi + τ21 − τ22􏼐 􏼑Mi− 1􏼐

+ τ21e
− τ1hi− τ2hi − τ22e

− τ1hi − τ2hi − τ21e
− τ1hi + τ22e

− τ2hi􏼐 􏼑Mi

+τ21τ
2
2ρiSi + τ21τ

2
2e

− τ2hi Si− 1 − τ21τ
2
2e

− τ1hi Si− 1􏼑,

ci �
1

τ21ρi

Mi− 1 − e
− τ2hi Mi􏼐 􏼑,

di � −
1

τ22ρi

Mi− 1 − e
− τ1hi Mi􏼐 􏼑,

(22)

where ρi � e− τ1hi − e− τ2hi , i � 1, 2, . . . , n (the same applies
hereinafter). Using the continuous condition of the first
derivative

si
′ xi( 􏼁 � si+1′ xi( 􏼁, i � 1, 2, . . . , n − 1, (23)

we obtain

α1iMi− 1 + α2iMi + α3iMi+1 −
1
hi

Si− 1 +
hi+1 + hi

hihi+1
Si −

1
hi+1

Si+1 � 0,

(24)

where i � 1, 2, . . . , n − 1,

α1i � −
hiτ1τ22 − hiτ21τ2 − τ21e

− τ2hi( ) + τ22e
− τ1hi( ) + τ21 − τ22􏼐 􏼑

τ21τ22ρihi

,

α2i � −
1

τ21τ22ρiρi+1hihi+1
hi+1τ

2
1 − hi+1τ

2
2􏼐 􏼑e

− τ1hi − τ2hi− τ1hi+1( ) + hi+1τ
2
2 − hi+1τ

2
1􏼐 􏼑e

− τ1hi − τ2hi − τ2hi+1( )􏼒

+ − hiτ
2
1 + hiτ

2
2􏼐 􏼑e

− τ1hi( ) + hiτ
2
1 − hiτ

2
2􏼐 􏼑e

− τ2hi( ) + hi+1τ
2
1 + hiτ

2
1􏼐 􏼑e

− τ2hi+1− τ1hi( )

+ hiτ
2
2 + hi+1τ

2
2􏼐 􏼑e

− τ1hi+1− τ2hi( ) + − hi+1τ
2
2 − hiτ

2
1 + hihi+1τ1τ

2
2 − hihi+1τ

2
1τ2􏼐 􏼑e

− τ2 hi+1+hi( )( )

+ − hi+1τ
2
1 − hiτ

2
2 − hihi+1τ1τ

2
2 + hihi+1τ

2
1τ2􏼐 􏼑e

− τ1 hi+1+hi( )( )􏼓,

α3i �
τ22e

− τ2hi+1 − τ21e
− τ1hi+1 + hi+1τ21τ2 − hi+1τ1τ22 + τ21 − τ22( 􏼁e− hi+1 τ1+τ2( )

τ21τ22ρi+1hi+1
.

(25)

If hi � h> 0, i � 1, 2, . . . , n and τ2 � − τ1 � τ, then the
corresponding coefficients become
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α1i �
e2τh − 2τheτh − 1( 􏼁

hτ2 e2τh − 1( 􏼁
,

α2i �
2 − e2τh + τhe2τh + 1 + τh( 􏼁

hτ2 e2τh − 1( 􏼁
,

α3i �
e2τh − 2τheτh − 1( 􏼁

hτ2 e2τh − 1( 􏼁
,

α4i � −
1
h

,

α5i �
2
h

,

α6i � −
1
h

.

(26)

Let τ⟶ 0; then, (24) is equivalent to

h
2

Mi− 1 + 4Mi + Mi+1( 􏼁 − 6Si− 1 + 12Si − 6Si+1 � 0. (27)

In a similar way, we can obtain the relationship between
the function value and the first derivative:

β1iDi− 1 + β2iDi + β3iDi+1 + β4iSi− 1 + β5iSi + β6iSi+1 � 0,

(28)

where

β1i �
1

KiKi+1
τ1 − τ2( 􏼁

2
− τ1 + τ1τ2hi − τ2( 􏼁e

− hi+1 τ1+τ2( )( ) − τ22 τ1 − τ2( 􏼁e
− τ1hi+1− τ2hi+1− τ1hi( )􏼔

+ τ21 τ1 − τ2( 􏼁e
− τ1hi+1 − τ2hi+1 − τ2hi( ) − τ22 − τ1 + τ1τ2hi+1 + τ2( 􏼁e

− τ1 hi+1+hi( )( )

− τ21 τ1τ2hi+1 + τ1 − τ2( 􏼁e
− τ2 hi+1+hi( )( ) + τ22 τ2 − τ1( 􏼁e

− τ1hi( ) − τ21 τ2 − τ1( 􏼁e
− τ2hi( )

+ τ1 − τ2( 􏼁 − τ1 + τ1τ2hi − τ2( 􏼁 − τ1 + τ1τ2hi+1 + τ2( 􏼁e
− τ1hi+1( )

− τ1 − τ2( 􏼁 − τ1 + τ1τ2hi − τ2( 􏼁 τ1τ2hi+1 + τ1 − τ2( 􏼁e
− τ2hi+1( )

+ τ21 − τ1 + τ1τ2hi+1 + τ2( 􏼁e
− τ1hi+1− τ2hi( ) + τ22 τ1τ2hi+1 + τ1 − τ2( 􏼁e

− τ1hi − τ2hi+1( )

+ τ1 − τ2( 􏼁
2

− τ1 + τ1τ2hi − τ2( 􏼁􏼣,

(29)

β2i �
1

KiKi+1
− τ21 τ1 − τ2( 􏼁 − 1 + τ2hi+1( 􏼁e

− τ1hi+1− τ1hi − τ2hi( ) + τ22 τ1hi+1 − 1( 􏼁 τ1 − τ2( 􏼁e
− τ2hi+1− τ1hi− τ2hi( )􏼔

− τ21 τ1 − τ2( 􏼁 − 1 + τ2hi( 􏼁e
− τ1hi+1− τ2hi+1− τ1hi( ) + τ22 τ1 − τ2( 􏼁 τ1hi − 1( 􏼁e

− τ1hi+1− τ2hi+1− τ2hi( )−

− τ32 − τ21τ2 + τ31τ
2
2Zhihi+1 − τ31τ2hi − τ1τ

3
2hi+1 − τ1τ

3
2hi + τ21τ

2
2hi+1 − τ21τ

3
2hihi+1􏼐

− τ31τ2hi+1 + τ21τ
2
2hi + τ31 + τ1τ

2
2􏼑e

− τ1 hi+hi+1( )( ) − τ1 + τ2( 􏼁 τ1 − τ2( 􏼁
2
e

− τ1+τ2( ) hi+hi+1( )( )

+ − τ21τ2 + τ1τ
2
2 − τ21τ

3
2hihi+1 + τ31 + τ31τ

2
2hihi+1 + τ1τ

3
2hi − τ32􏼐

− τ21τ
2
2hi + τ31τ2hi − τ21τ

2
2hi+1 + τ31τ2hi+1 + τ1τ

3
2hi+1􏼑e

− τ2 hi+hi+1( )( )

− τ22 τ2 − τ1( 􏼁 τ1hi + 1( 􏼁e
− τ1hi( ) − τ21 τ2hi + 1( 􏼁 τ1 − τ2( 􏼁e

− τ2hi( )

+ τ22 τ1hi+1 + 1( 􏼁 τ1 − τ2( 􏼁e
− τ1hi+1( ) + τ21 τ2 − τ1( 􏼁 τ2hi+1 + 1( 􏼁e

− τ2hi+1( )

− τ21τ
2
2 hi + hi+1( 􏼁e

− τ1hi+1− τ2hi( ) − τ21τ
2
2 hi + hi+1( 􏼁e

− τ1hi− τ2hi+1( ) + τ1 + τ2( 􏼁 τ1 − τ2( 􏼁
2
􏼕,

(30)
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β3,i �
1

KiKi+1
τ1 − τ2( 􏼁

2 τ1τ2hi+1 + τ1 + τ2( 􏼁e
− hi+1 τ1+τ2( )( ) + τ21 τ2 − τ1( 􏼁e

− τ1hi+1− τ1hi − τ2hi( )􏼔

− τ22 τ2 − τ1( 􏼁e
− τ2hi+1− τ1hi − τ2hi( ) − τ2 − τ1( 􏼁 τ2 + τ1τ2hi − τ1( 􏼁 τ1τ2hi+1 + τ1 + τ2( 􏼁e

− τ1hi+1− τ2hi+1− τ1hi( )

− τ1 − τ2( 􏼁 τ1τ2hi + τ1 − τ2( 􏼁 τ1τ2hi+1 + τ1 + τ2( 􏼁e
− τ1hi+1− τ2hi+1− τ2hi( )

− τ21 τ2 + τ1τ2hi − τ1( 􏼁e
− τ1 hi+1+hi( )( ) + τ1 − τ2( 􏼁

2 τ1τ2hi+1 + τ1 + τ2( 􏼁e
− τ1+τ2( ) hi+1+hi( )( )

− τ22 τ1τ2hi + τ1 − τ2( 􏼁e
− τ2 hi+1+hi( )( ) − τ21 τ1 − τ2( 􏼁e

− τ1hi+1( ) + τ22 τ1 − τ2( 􏼁e
− τ2hi+1( )

+ τ21 τ1τ2hi + τ1 − τ2( 􏼁e
− τ1hi+1− τ2hi( ) + τ22 τ2 + τ1τ2hi − τ1( 􏼁e

− τ1hi− τ2hi+1( )􏼕,

(31)

β4,i �
τ1τ2

KiKi+1
τ1 − τ2( 􏼁

2e − hi+1 τ1+τ2( )( ) + τ2 τ1 − τ2( 􏼁e − τ1hi+1− τ2hi+1− τ1hi( )􏼔

− τ1 τ1 − τ2( 􏼁e − τ1hi+1 − τ2hi+1 − τ2hi( ) + τ2 τ1τ2hi+1 + τ2 − τ1( 􏼁e − τ1 hi+1+hi( )( )

+ τ1 τ1 + τ1τ2hi+1 − τ2( 􏼁e − τ2 hi+1+hi( )( ) + τ2 τ1 − τ2( 􏼁e − τ1hi( )

− τ1 τ1 − τ2( 􏼁e − τ2hi( ) + τ1 − τ2( 􏼁 τ1τ2hi+1 + τ2 − τ1( 􏼁e − τ1hi+1( )

− τ1 − τ2( 􏼁 τ1 + τ1τ2hi+1 − τ2( 􏼁e − τ2hi+1( ) − τ1 τ1τ2hi+1 + τ2 − τ1( 􏼁e − τ1hi+1− τ2hi( )

− τ2 τ1 + τ1τ2hi+1 − τ2( 􏼁e − τ1hi− τ2hi+1( ) + τ1 − τ2( 􏼁
2
􏼕,

(32)

β6,i �
τ1τ2

KiKi+1
− τ1 − τ2( 􏼁

2
e

− hi+1 τ1+τ2( )( ) + τ1 τ1 − τ2( 􏼁e
− τ1hi+1 − τ1hi − τ2hi( )􏼔

− τ2 τ1 − τ2( 􏼁e
− τ2hi+1− τ1hi − τ2hi( ) − τ1 − τ2( 􏼁 − τ1 + τ1τ2hi + τ2( 􏼁e

− τ1hi+1− τ2hi+1− τ1hi( )

+ τ1 − τ2( 􏼁 − τ2 + τ1τ2hi + τ1( 􏼁e
− τ1hi+1 − τ2hi+1 − τ2hi( ) + τ1 − τ1 + τ1τ2hi + τ2( 􏼁e

− τ1 hi+1+hi( )( )

− τ1 − τ2( 􏼁
2
e

− τ1+τ2( ) hi+1+hi( )( ) + τ2 − τ2 + τ1τ2hi + τ1( 􏼁e
− τ2 hi+1+hi( )( ) + τ1 τ1 − τ2( 􏼁e

− τ1hi+1( )

− τ2 τ1 − τ2( 􏼁e
− τ2hi+1( ) − τ1 − τ2 + τ1τ2hi + τ1( 􏼁e

− τ1hi+1− τ2hi( ) − τ2 − τ1 + τ1τ2hi + τ2( 􏼁e
− τ1hi − τ2hi+1( )􏼕,

(33)

Ki � − τ1 + τ1τ2hi + τ2( 􏼁e
− τ1hi( ) + − τ1 − τ1τ2hi + τ2( 􏼁e

− τ2hi( ) + τ1 − τ2( 􏼁e
− hi τ1+τ2( )( ) + τ1 − τ2. (34)

If τ2 � − τ1 � τ and hi � h, i � 1, 2, . . . , n, then

β1i �
− 2τhe(τh) + e(2τh) − 1( 􏼁τ

4e(τh) − 2 − 2e(2τh) + τhe(2τh) − τh
,

β2i �
2 τhe(2τh) − e(2τh) + τh + 1( 􏼁τ

4e(τh) − 2 − 2e(2τh) + τhe(2τh) − τh
,

β3i �
− 2τe(τh)h + e(2τh) − 1( 􏼁τ

4e(τh) − 2 − 2e(2τh) + τhe(2τh) − τh
,

β4i �
− 1 + e(τh)( 􏼁τ2

− 2e(τh) + τe(τh)h + 2 + τh
,

β5i � 0,

β6i � −
− 1 + e(τh)( 􏼁τ2

− 2e(τh) + τe(τh)h + 2 + τh
.

(35)

Let τ⟶ 0; then, (28) is equivalent to

h Di− 1 + 4Di + Di+1( 􏼁 + 3Si− 1 − 3Si+1 � 0. (36)

(is is consistent with the cubic 2nd-order polynomial
spline function relationship.

Besides, using

si xi( 􏼁 � Si,

si
′ xi( 􏼁 � Di,

si
″ xi( 􏼁 � Mi,

si
″ xi− 1( 􏼁 � Mi− 1,

(37)

we can obtain

ai �
τ21 − τ22( 􏼁Mi− 1 + τ22e

− τ2hi( ) − τ21e
− τ1hi( )􏼐 􏼑Mi + τ21τ22ρiSi

τ21τ22ρi

,

bi �
τ1 − τ2( 􏼁Mi− 1 + τ2e − τ2hi( ) − τ1e − τ1hi( )􏼐 􏼑Mi + τ1τ2ρiDi

τ1τ2ρi

,

ci � −
− Mi− 1 + e − τ2hi( )Mi

τ21ρi

,

di �
− Mi− 1 + e − τ1hi( )Mi

τ22ρi

.

(38)

(en, using continuous condition of si(xi) � si+1(xi), si

′(xi) � si+1′(xi), we obtain
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−
hi+1τ1τ22 − hi+1τ21τ2 + τ22e− τ1hi+1 − τ21e− τ2hi+1 + τ21 − τ22( 􏼁

τ21τ22ρi+1
Mi

+
τ21e

− τ1hi+1 − τ22e
− τ2hi+1 + hi+1τ1τ22e

− τ2hi+1 − hi+1τ21τ2e
− τ1hi+1 + τ22e

− hi+1 τ1+τ2( ) − τ21e
− hi+1 τ1+τ2( )􏼐 􏼑

τ21τ22ρi+1
Mi+1

+ Si − Si+1 + hi+1Di+1 � 0,

(39)

−
τ2e − τ2hi+1( ) − τ1e− τ1hi+1τ1e− hi+1 τ1+τ2( ) − τ2e− hi+1 τ1+τ2( )􏼐 􏼑

τ1τ2ρi+1
Mi+1

−
τ2e− τ1hi+1 − τ1e− τ2hi+1 + τ1 − τ2( 􏼁

τ1τ2ρi+1
Mi + Di − Di+1 � 0.

(40)

Solving (39) yields

Di � −
τ21e

− τ2hi − τ22e
− τ1hi − hiτ1τ22 + hiτ21τ2 − τ21 + τ22( 􏼁

hiτ21τ22ρi

Mi− 1

+
− hiτ1τ22 + τ22( 􏼁e− τ2hi + − τ21 + hiτ21τ2( 􏼁e− τ1hi + τ21 − τ22( 􏼁e− hi τ2+τ1( )􏼐 􏼑

hiτ21τ22ρi

Mi

−
Si− 1

hi

+
Si

hi

.

(41)

Meanwhile, by eliminating Di+1 with (39) and (40) and
rearranging, we obtain

Di �
− τ21 − hi+1τ21τ2( 􏼁e− τ2hi+1 + τ22 + hi+1τ1τ22( 􏼁e− τ1hi+1 − τ22 + τ21( 􏼁

hi+1τ21τ22ρi+1
Mi

−
− τ21 + hi+1τ1τ22 − hi+1τ21τ2 + τ22( 􏼁e− hi+1 τ1+τ2( ) + τ21e

− τ1hi+1 − τ22e
− τ2hi+1

hi+1τ21τ22ρi+1
Mi+1,

(42)

−
Si

hi+1
+

Si+1

hi+1
. (43)

We can also use si+1(xi+1) � Si+1, si+1(xi) �

Si, si+1′ (xi+1) � Di+1, and si+1′ (xi) � Di to obtain
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ai �
1
ϱi

τ1hi − τ2hi + ρi( 􏼁Di− 1 + hiτ2e
− τ2hi − τ1e

− τ1hi hi − ρi􏼐 􏼑Di􏼐

+ τ2e
− τ2hi + τ1 − τ2 − τ1e

− τ1hi􏼐 􏼑Si− 1

+ − τ1 − τ1hiτ2( 􏼁e
− τ2hi + τ1hiτ2 + τ2( 􏼁e

− τ1hi + τ1 − τ2( 􏼁e
− hi τ1+τ2( )􏼒 􏼓Si􏼓,

bi �
1
ϱi

τ1 − τ2 − τ1e
− τ2hi + τ2e

− τ1hi􏼐 􏼑Di− 1 + τ2e
− τ2hi − τ1e

− τ1hi + τ1 − τ2( 􏼁e
− hi τ1+τ2( )􏼒 􏼓Di􏼒

− τ1τ2ρiSi− 1 + τ1τ2ρiSi􏼁,

ci �
1
ϱi

e
− τ2hi − 1 + τ2hi􏼐 􏼑Di− 1 + − e

− τ2hi + 1 − hiτ2e
− τ2hi􏼐 􏼑Di􏼐

+ − τ2e
− τ2hi + τ2􏼐 􏼑Si− 1 + − τ2 + τ2e

− τ2hi􏼐 􏼑Si􏼑,

di �
1
ϱi

− τ1hi − e
− τ1hi( ) + 1􏼒 􏼓Di− 1 + τ1e

− τ1hi hi + e
− τ1hi − 1􏼐 􏼑Di􏼒

+ − τ1 + τ1e
− τ1hi􏼐 􏼑Si− 1 + − τ1e

− τ1hi + τ1􏼐 􏼑Si􏼑,

(44)

where ϱi � (− τ1hiτ2 + τ2 − τ1)e− τ2hi + (τ1hiτ2 + τ2 − τ1)
e− τ1hi + (τ1 − τ2)e− hi(τ1+τ2) + τ1 − τ2. Fast Hermite interpo-
lation can achieved by using this set of relations.

4. Exponential Spline Difference Method

(e spline difference method uses the relationship between
the spline function and its derivative to construct the dif-
ferential expression to numerically solve DEs, by which the
numerical solution at nodes can be obtained, and that within
the subintervals can also be calculated by using the spline
function expressions. It is the advantage of this method
compared with the general difference schemes. In fact, it can
be said that the approximate analytical solution using the
splines is obtained.

4.1. Differential Expression. (e following presents a spline
difference method for solving (1) which satisfies one of the
boundary conditions (2)–(5) for the boundary value prob-
lems of ODEs. Due to the limitation of this method, we only
consider the case of q(x) � 0 in this section. For conve-
nience of description, we first consider the boundary con-
dition (2). From (1), we can obtain

u″ � g(x) − p(x)u, x ∈ [a, b]. (45)

By discretization the above equation, we obtain

ui
″ � gi − piui, i � 0, 1, 2, . . . , n, (46)

where gi � g(xi) andpi � p(xi).
Substitute S with u and M with u″ in (24), and we obtain

ti � α1iui− 1″ + α2iui
″ + α3iui− 1″( 􏼁 −

ui− 1

hi

+
hi + hi+1( 􏼁ui

hihi+1
−

ui+1

hi+1
, (47)

where i � 1, . . . , n − 1, ui � u(xi) and ui
″ � u″(xi). ti is the

local truncation error at xi. By substituting (46) into (47) and
rearranging, we obtain

−
1
hi

− α1ipi− 1􏼠 􏼡ui− 1 +
hi + hi+1

hihi+1
− α2ipi􏼠 􏼡ui

+ −
1

hi+1
− α3ipi+1􏼠 􏼡ui+1 + α1igi− 1 + α2igi + α3igi+1 � ti,

(48)

where i � 1, 2, . . . , n − 1. (us, we get n − 1 equations about
u0, u1, . . . , un.

(e following equation can also be derived from the
boundary conditions (2):

u0 � μ0,

un � μ1.
(49)

So, there will be n + 1 equations in (48) and (49) in total,
and it matrix form can be written as

AU � F + T, (50)

where A � B − W, with
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B �

1 0 0

−
1
h1

h1 + h2

h1h2
−
1
h2

−
1
h2

h2 + h3

h2h3
−
1
h3

⋱

−
1

hn− 2

hn− 2 + hn− 1

hn− 2hn− 1
−

1
hn− 1

−
1

hn− 1

hn− 1 + hn

hn− 1hn

−
1
hn

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(51)

W �

0 0 0
α11p0 α21p1 α31p2

α12p1 α22p2 α32p3

⋱
α1,n− 2pn− 3 α2,n− 2pn− 2 α3,n− 2pn− 1

α1,n− 1pn− 2 α2,n− 1pn− 1 α3,n− 1pn

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(52)

F � μ0, − α1igi− 1 + α2igi + α3igi+1( 􏼁􏼈 􏼉
n− 1
i�1 , μ1􏽨 􏽩

T
,

T � ti􏼈 􏼉
n

i�0􏼂 􏼃
T

,

U � ui􏼈 􏼉
n
i�0􏼂 􏼃

T
.

(53)

If A is nonsingular, then equation (50) has a unique
solution. Solving (50) yields the approximate values of ui in
u(x) at the splitting points xi, i � 0, 1, . . . , n. Since A is a
tridiagonal matrix, the catch-up method can be used to
reduce the calculation in practice.

To obtain the spline function expression, we can cal-
culate ui

″ from (2) after finding ui and substitute them into
(22) to obtain ai, bi, ci, and di so that the approximate so-
lution of the spline over the entire interval will be found.

(e case of other boundary conditions will be discussed
below. For the second boundary conditions, from (41), (42),
and (3), we obtain

α20M0 + α30M1 +
S0

h1
−

S1

h1
� − μ0, (54)

α1nMn− 1 + α2nMn −
Sn− 1

hn

+
Sn

hn

� μ1, (55)

where

α20 �
τ21 + h1τ21τ2( 􏼁e− τ2h1 + − τ22 − τ1h1τ22( 􏼁e− τ1h1 − τ21 + τ22( 􏼁

h1τ21τ22ρ1
,

α30 � −
τ22e− τ2h1 − τ21e− τ1h1 + τ21 − τ1h1τ22 + h1τ21τ2 − τ22( 􏼁e− h1 τ2+τ1( )􏼐 􏼑

h1τ21τ22ρ1
,

α1n � −
τ21e

− τ2hn − τ22e
− τ1hn − hnτ1τ22 + hnτ21τ2 − τ21 + τ22( 􏼁

hnτ21τ22ρn

,

α2n �
− hnτ1τ22 + τ22( 􏼁e− τ2hn + − τ21 + hnτ21τ2( 􏼁e− τ1hn + τ21 − τ22( 􏼁e− hn τ2+τ1( )􏼐 􏼑

hnτ21τ22ρn

.

(56)

Solving this type of boundary problem only needs to
modify the first line and the last row of B, W, and F in (47),
namely,

B0 �
1
h1

−
1
h1

0 · · · 0􏼢 􏼣,

W0 � α20p0 α30p1 0 · · · 0􏼂 􏼃,

Bn � 0 · · · 0 −
1
hn

1
hn

􏼢 􏼣,

Wn � 0 · · · 0 αn1pn− 1 αn2pn􏼂 􏼃,

F0 � − μ0 − α20g0 + α30g1( 􏼁,

Fn � μ1 − α1ngn− 1 + α2ngn( 􏼁.
(57)

And the third and the fourth boundary conditions
should also be modified accordingly.

4.2. Error Estimation. Suppose u(x) is sufficiently smooth in
[a, b], by Taylor expanding ui− 1, ui+1, ui− 1″ , ui+1″ in difference
equation (47) at xi, we obtain

ti � 􏽘
6

j�2
ξju

(j)

i + O h
7
i􏼐 􏼑, (58)

where
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ξ2 � α1i + α2i + α3i −
1
2

hi + hi+1( 􏼁,

ξ3 � − α1ihi + α3ihi+1 +
1
6

h
2
i − h

2
i+1􏼐 􏼑,

ξ4 �
1
2
α1ih

2
i +

1
2
α3ih

2
i+1 −

1
24

h
3
i + h

3
i+1􏼐 􏼑,

ξ5 � −
1
6
α1ih

3
i +

1
6
α3ih

3
i+1 +

1
120

h
4
i + h

4
i+1􏼐 􏼑,

ξ6 �
1
24
α1ih

4
i +

1
24
α3ih

4
i+1 −

1
720

h
5
i + h

5
i+1􏼐 􏼑.

(59)

Let τ1⟶ 0 and τ2⟶ 0, we find ξ2 � ξ3 � 0 and
ξ4 � (1/24)(h3

i+1 + h3
i ). When

α1i �
1
12

h2
i + hihi+1 − h2

i+1
hi

,

α2i �
1
12

h3
i + 4h2

i hi+1 + 4hih
2
i+1 + h3

i+1
hihi+1

,

α3i � −
1
12

h2
i − hihi+1 − h2

i+1
hi+1

,

(60)

we obtain ξ2 � ξ3 � ξ4 � 0,

ξ5 �
1
360

− hi + hi+1( 􏼁 2hi + hi+1( 􏼁 hi + 2hi+1( 􏼁 hi + hi+1( 􏼁.

(61)

ξ5 � 0 for an even splitting, i.e., hi � h, i � 1, 2, . . . , n, and
ξ6 � (1/240)h6. (is indicates that the even splitting has
higher accuracy if u(x) is sufficiently smooth.

4.3. Convergence Analysis. We mainly discuss the conver-
gence of equation (47) and the differential expression of (49)
in the sense of ‖E‖∞.

Lemma 1 (see [14]). If the n-order matrix B satisfies one of
the following two conditions:

(1) B is a strictly diagonally dominant matrix

(2) B is a second half strong diagonally dominant matrix

>en, B is nonsingular and ρ(I − D− 1B)< 1, where D �

diag(B) and I is the identity matrix.

By (14),

AS � F. (62)

If A is reversible, combining (50), we obtain

E � A− 1T � (B − W)
− 1T � I − B− 1W􏼐 􏼑

− 1
B− 1T, (63)

where E � (ei) � U − S, and B, W, and T are given by
(51)–(53).(e reversibility ofB can be proved by 1. From the
boundary condition (2), we can get e0 � en � 0. (us, dis-
cussing the convergence of ‖E‖∞ is consistent with that of
‖(ei)

n− 1
i�1 ‖∞. So, in the following convergence discussion, the

first and the last row and the first and the last column will be
removed from the original matrices ofA, B, andW to obtain
the n − 1-order ones, keeping the subscript value unchanged.

If

B− 1����
����∞‖W‖∞ < 1, (64)

then

‖E‖∞ ≤
B− 1

����
����∞‖T‖∞

1 − B− 1
����

����∞‖W‖∞
≤ B− 1����

����∞‖T‖∞. (65)

To calculate B− 1, the following lemma is needed:

Lemma 2 (see [15]). Let the square matrix A be an n-order
tridiagonal one, with the following expression:

A �

a1 b1

c1 a2 b2

c2 ⋱ ⋱

⋱ ⋱ bn− 1

cn− 1 an

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (66)

and bici ≠ 0, i � 1, 2, . . . , n − 1, ai ≠ 0, i � 1, 2, . . . , n; then, the
expression of A− 1 � (a

(− 1)
ij ) can be written as

a
(− 1)
ij �

(− 1)i+j 􏽙

j− 1

k�i

bk
⎛⎝ ⎞⎠

det(A[1, · · · , i − 1])det(A[j + 1, · · · , n])

det(A)
, i< j,

(− 1)i+j 􏽙

i− 1

k�j

1
ck

⎛⎝ ⎞⎠
det(A[1, · · · , i − 1])det(A[j + 1, · · · , n])

det(A)
, i≥ j,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(67)

where A[i1, i2, . . . , ik] denotes the matrix consisting of the
elements of i1, i2, . . . , ik rows crossed with the columns in A.
Specifically, A[1, . . . , i − 1] � 1 for i � 1.

Using (2), B− 1 � (b
(− 1)
ij ) in (65) can be written as (with

􏽐
n
k�1 hk � b − a)
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Table 1: (e maximum error ‖E‖∞ in solving (72) with the exponential spline difference method.

n � 32 n � 64 n � 128 n � 256 n � 512
Ref. [7] 1.84e − 4 4.61e − 5 1.15e − 5 2.88e − 6 7.21e − 7
Our method (τ � [n1/4, − n1/4]) 8.11e − 6 2.03e − 6 5.09e − 7 1.28e − 7 4.25e − 8

0 0.2 0.4 0.6 0.8 1
–0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

n = 5
n = 10

n = 20
Exact solution

Figure 2: Results of the boundary value problem (72) for ε � 0.1, and n � 5, 10, and 20, respectively.

Table 2: (e maximum error ‖E‖∞ and root mean square error for problem (74).

n � 10 n � 20 n � 40 n � 80
Ref. [11] 1.02e − 3 2.96e − 5 3.69e − 6 5.11e − 8
Our method (τ � [10.11, − 0.012]) 8.57e − 7 8.18e − 7 8.03e − 7 7.97e − 7

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4
×10−3

n = 5
n = 10

n = 20
Exact solution

Figure 3: Results of the boundary value problem (74) for ε � 0.01,
and n � 5, 10, and 20, respectively.

0 0.2 0.4 0.6 0.8 1
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

n = 20

Exact solution

n = 5

n = 10

Figure 4: Results of the boundary value problem (76) for ε � 1/32,
and n � 5, 10, and 20, respectively.
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b
(− 1)
ij �

1
b − a

􏽘

i

k�1
hk 􏽘

n

k�j+1
hk, i< j,

1
b − a

􏽘

j

k�1
hk 􏽘

n

k�i+1
hk, i≥ j,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(68)

then 0< b
(− 1)
ij ≤ (b − a)/4. >us,

B− 1����
����∞ ≤

1
4

n(b − a)≤
(b − a)2

4hmin
. (69)

According to (27), we find |ti| � O(h2
i ). (us,

B− 1����
����∞‖T‖∞ ≤

(b − a)2

4
h2
max

hmin
. (70)

So, if hmax � O(hmin), then ‖B− 1‖∞‖W‖∞⟶ 0 when
hmax⟶ 0.

So far, we have proved that

Theorem 2. For given τ1, τ2, and Δ: 0 � x0 <x1 < · · · <xn �

1, hi � xi − xi− 1, i � 1, 2, . . . , n, hmax � max1≤i≤n hi􏼈 􏼉, hmin �

min1≤i≤n hi􏼈 􏼉, if ‖B− 1‖∞‖W‖∞ < 1, then

‖E‖∞ � O
h2
max

hmin
􏼠 􏼡, (71)

that is, the differential expression of (47) is convergent if
hmax � O(hmin).

5. Example

Example 1. Solve the following singular boundary value
problem (see [7]):

− εu″ + p(x)u � g(x), 0≤ x≤ 1,

u(0) � u(1) � 0.

⎧⎨

⎩ (72)

where p(x) � 1 + x(1 − x) and g(x) � 1 + x(1 − x) +

[2
�
ε

√
− x (1 − x)2]e− x/

�
ε

√

+ [2
�
ε

√
− x2(1 − x)]e− (1− x)/

�
ε

√

,
and its analytical solution is

u(x) � 1 +(x − 1)e
− x/

�
ε

√

− xe
− (1− x)/

�
ε

√

. (73)

Table 1 lists the results of the exponential spline dif-
ference method for ε � 0.1 and that of the method proposed
in [7].

Figure 2 shows the results for ε � 0.1, and n � 5 and 10,
respectively. To show the difference between the exact

Table 3: (e maximum error ‖E‖∞ and root mean square error for problem (76).

ε Method n � 16 n � 32 n � 64 n � 128 n � 256 n � 512 n � 1024

1/2
Ref. [16] 2.6e − 4 6.5e − 5 1.6e − 5 4.1e − 6 1.0e − 6 2.6e − 7 6.4e − 8

Our method
(τ � [1.18, − 12.75]) 2.34e − 4 6.37e − 5 1.65e − 5 4.20e − 6 1.06e − 6 2.72e − 7 5.21e − 8

1/4
Ref. [16] 1.9e − 3 4.7e − 4 1.2e − 4 2.9e − 5 7.4e − 6 1.8e − 6 4.6e − 7

Our method
(τ � [1.91, − 11.77]) 3.04e − 3 8.19e − 4 2.11e − 4 5.38e − 5 1.35e − 5 3.36e − 6 1.94e − 7

1/8
Ref. [16] 7.3e − 2 1.9e − 2 4.7e − 3 1.2e − 3 2.9e − 4 7.3e − 5 1.8e − 5

Our method
() 8.23e − 2 2.39e − 2 6.13e − 3 1.54e − 3 3.93e − 4 9.66e − 5 6.74e − 7

1/16
Ref. [16] 2.9e − 2 7.1e − 3 1.8e − 3 4.4e − 4 1.1e − 4 2.8e − 5 6.9e − 6

Our method
(τ � [13, − 1]) 1.61e − 2 4.03e − 3 1.04e − 3 2.67e − 4 6.80e − 5 1.66e − 5 3.74e − 6

1/32
Ref. [16] — 3.8e—2 9.8e—3 2.5e—3 6.2e—4 1.5e—4 3.9e-5

Our method
(τ � [1, − 13]) 7.52e − 2 1.99e − 2 5.06e − 3 1.30e − 3 3.25e − 4 7.93e − 5 1.12e − 5

1/64
Ref. [16] — 3.4e − 2 8.7e − 3 2.2e − 3 5.5e − 4 1.4e − 4 3.4e − 5

Our method
(τ � [12.51, − 1.48]) 8.54e − 2 2.33e − 2 6.39e − 3 1.63e − 3 4.10e − 4 1.03e − 4 1.85e − 5

1/128
Ref. [16] — — 2.8e − 2 7.2e − 3 1.8e − 3 4.5e − 4 1.1e − 4

Our method
(τ � [11.53, − 2.46]) — 6.46e − 2 1.69e − 2 4.33e − 3 1.09e − 3 2.73e − 4 5.70e − 5

1/256
Ref. [16] — — — — 6.3e − 2 1.6e − 2 3.9e − 3

Our method
(τ � [13, − 1]) — — — — 3.21e − 2 8.09e − 3 9.13e − 4

1/512
Ref. [16] — — — — 4.2e − 2 1.0e − 2 2.5e − 3

Our method
(τ � [11.53, − 2.46]) — — — — 2.12e − 2 5.35e − 3 6.92e − 4

1/1024
Ref. [16] — — — — — 3.4e − 2 8.5e − 3

Our method
(τ � [3.93, − 10]) — — — — — 1.92e − 2 2.55e − 3
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solution and the numerical one, we deliberately use fewer
split points and simply connect two adjacent solutions with
straight lines. A smoother exponential spline function which
is closer to the exact solution can be constructed using these
obtained numerical solutions.

Example 2. Consider the convection-dominated equation
(see [11]):

u″ − εu′ − εu � − ε, 0<x< 1,

u(0) � u(1) � 0.

⎧⎨

⎩ (74)

(e analytical solution is given by

u(x) � 1 +
e(1−

�����
(1+4)/λ

√
)/2/λ − 1􏼒 􏼓e((1+

�����
(1+4)/λ

√
)/2/λ)x + 1 − e(1+

�����
(1+4)/λ

√
)/2/λ􏼒 􏼓e((1−

�����
(1+4)/λ

√
)/2/λ)x

((1 +
�������
(1 + 4)/λ

􏽰
)/2/λ) − (1 −

�������
(1 + 4)/λ

􏽰
)/2/λ

. (75)

(e computational results are shown in Table 2 for ε �

0.01 and various values of n (Figure 3).

Example 3. Consider the convection-dominated equation
(see [16–19]) Figure 4:

εu″ + u � 0, 0< x< 1,

u(0) � 0, u(1) � 1,

⎧⎪⎨

⎪⎩
(76)

u(x) �
sin(x/

�
ε

√
)

sin(1/
�
ε

√
)
, ε≠ (nπ)

− 2
. (77)

(e computational results are shown in Table 3 for ε �

1/2 and various values of n.

6. Conclusions

Exponential spline, which is a generalization of polynomial
spline, is an ideal function approximation tool due to its
excellent curve fitting ability. High accuracy can be
achieved in solving second-order ODEs using the expo-
nential spline scheme. (e spline difference method is an
ideal scheme because it can give not only the numerical
results but also the spline function expressions by reusing
these numerical results at the same time, whereas it is only
suitable for solving certain types of equations and does not
have generality. And the selection of the appropriate pa-
rameters is also needed for this method, but there is no
better guideline for the selecting.
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Similarity measures have a great importance in the decision-making process. In order to identify the similarity between the
options, many experts have established several types of similarity measures on the basis of vectors and distances.)e Cosine, Dice,
and Jaccard are the vector similarity measures. )e present work enclosed the modified Jaccard and Dice similarity measures.
Founded on the Dice and Jaccard similarity measures, we offered a multiple criteria decision-making (MCDM) model under the
dual hesitant fuzzy sets (DHFSs) situation, in which the appraised values of the alternatives with respect to criteria are articulated
by dual hesitant fuzzy elements (DHFEs). Since the weights of the criteria have a much influence in making the decisions,
therefore decision makers (DMs) allocate the weights to each criteria according to their knowledge. In the present work, we get rid
of the doubt to allocate the weights to the criteria by taking an objective function under some constraints and then extended the
linear programming (LP) technique to evaluate the weights of the criteria. )e Dice and Jaccard weighted similarity measures are
practiced amongst the ideal and each alternative to grade all the alternatives to get the best one. Eventually, two practical examples,
about investment companies and selection of smart phone accessories are assumed to elaborate the efficiency of the
proposed methodology.

1. Introduction

In everyday life, decision-making plays a central role in
choosing the best option out of certain choices. Generally,
the decision-making [1, 2] process enables the experts or
decision makers (DMs) to tackle problems by analyzing
alternative selection and choosing the best course to adopt.
However, an inconvenience is encountered by the DMs
when they deal with the vague and ambiguous information.
Zadeh [3] reduced the difficulties of the DMs by introducing
the idea of fuzzy sets (FSs). FSs have opened the new ho-
rizons to treat the hesitation and vagueness involved in the
process of decision-making. Recently, Citil [4] analyzed the
fuzzy issues by using the fuzzy Laplace transform. In the FSs’
environment, DMs consider only membership values. In [5],
Atanassov further extended by adding a nonmembership
value in FSs, known as intuitionistic fuzzy sets (IFSs). Later

on, Torra [6] presented a novel extension of FSs, the hesitant
fuzzy sets (HFSs), which augmented by adding diverse
values to the membership. Researchers divert their attention
towards HFSs and ample work is carried out in the MCDM
process with the help of HFSs [7–9]. )e DMs feel that the
above extensions of FSs have inadequacy of data because FSs
treat only one membership value; IFSs deal two kinds of
information that are membership and nonmembership
while HFSs consider the set values in its membership value
but ignore the nonmembership value. In order to overcome
this deficiency, Zhu et al. [10] defined another extension of
FSs, named dual hesitant fuzzy sets (DHFSs) which have the
behavior of HFSs as well as IFSs. DHFSs can take more
information into account because DHFSs have a set of
hesitant values as belonging and nonbelonging values. More
values are obtained from the decision makers due to which
DHFSs can be regarded as a more comprehensive set which
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supports a more flexible approach when the DMs provide
their decisions. Xia and Xu [11] presented the idea of dual
hesitant fuzzy element (DHFE), which can be considered as
the fundamental unit of the DHFSs and thereby becomes the
basic and successful instrument used to express the DMs
reluctant inclinations in the procedure of decision-making.

In order to develop the theory of DHFSs, Zhu and Xu [12]
presented the idea of typical DHFSs (T-DHFSs) and deliberate
certain distinct properties of T-DHFSs. Chen and Huang [13]
presented the concept of dual hesitant fuzzy probability (DHFP)
dependent on some important outcomes, including the char-
acteristic of DHFP, dual hesitant fuzzy contingent probability,
and dual hesitant fuzzy complete probability. Recently, MCDM
techniques have been established under the DHFSs environ-
ment. For example, Ren et al. [14] used DHFS-based VIKOR
method for multicriteria group decision-making. Afterwards,
the distance and similarity measures [15, 16], the correlation
measures [17, 18], and the entropy measures [19] based on
DHFSs have been constructed to handle the MCDM problems.
Jamil and Rashid [20] developed the weighted geometric
Bonferroni and Choquet geometric Bonferroni means based on
DHFSs and then applied it in MCDM issue to elect the best
alternative. Moreover, due to the specification of DHFSs, DMs
are working more and more in different fields of management
sciences by using DHFSs [21–23].

)e similarity measure denotes the most resemblance
amongst the two particles, and it is plausible to give the
preferred arrangement according to the significance. Most of
the similarity measures are developed on the basis of dis-
tances under the dual hesitant fuzzy environment. Beg and
Ashraf discussed the various characteristic of similarity
measures under the framework of FSs [24]. Measures of
vector similarity also play a dominant role in decision-
making, such as Ye [25] applied the Cosine similarity
measures to pattern recognition and medical diagnosis
under IFSs’ environment. Intarapaiboon [26] applied two
new similarity measures to pattern recognition under IFSs
situations. Furthermore, Song and Hu [27] established two
similarity measures between hesitant fuzzy linguistic term
sets and used it for MCDM problems. Recently, Zang et al.
[28] developed the Heronian mean aggregation operators
and applied them for multiattribute decision-making
(MADM) under the interval-valued dual hesitant fuzzy
framework. Zhang et al. [29] introduced a new concept of
Cosine similarity measure based on DHFSs and imple-
mented it for the weapon selection problem. Jiang et al. [30]
presented a novel similarity measure dependent on distance
between IFSs by transforming the isosceles triangles from
IFSs and determined the validity and practicality of the
proposed similarity measure by employing on different
pattern recognition examples. Chen and Barman [31] pro-
posed an adaptive weighted fuzzy interpolative reasoning
(AWFIR)method on the basis of representative values (RVs)
and similarity measures of interval type-2 polygonal fuzzy
sets to handle the flaws of adaptive fuzzy interpolative
reasoning (AFIR) method given by Cheng et al. [32].
Moreover, Chen and Barman [33] established a novel
adaptive fuzzy interpolative reasoning (AFIR) method on
the basis of similarity measures under the polygonal fuzzy

sets’ (PFSs) framework to diagnose the diarrheal disease in
the specified persons.

)e linear programming (LP) [34] technique allows some
target function to be minimized or maximized inside the
system of giving situational limitations. LP is a computational
technique that enables DMs to solve the problems which they
face in a decision-making process. It encourages the DMs to
deal with the constrained ideal conditions which they need to
make the best of their resources. For example, one limitation
for a business is the number of employees it can contract.
Another could identify the measure of crude material it has
access. Wang and Chen [35] presented a new MCDMmethod
on the basis of the linear programming model, new score, and
accuracy function of interval-valued intuitionistic fuzzy values
(IVIFVs). He et al. [36] presented an input-output LPmodel to
study energy-economic recovery resilience of an economy.
Wang and Chen [37] presented LP methodology and the
extended TOPSIS method for interval-valued intuitionistic
fuzzy numbers for the selection of the best alternative, which
deals with two interval values: belonging and nonbelonging.
Lanbaran et al. [38] used the interval-valued fuzzy TOPSIS to
determine the opportunities of investment in an MCDM
problem. Aliyev [39] presented interval LP where the am-
biguous location is termed by interval numbers. Recently,
Sindhu et al. implemented the LP technique to evaluate the
weights of criteria under distinct extensions of FSs [40–42].

In order to show preference strength among the alterna-
tives, the similarity measures have achieved more attention
from the DMs from the previous few decades. Many experts
have presented a number of similarity measures for MCDM
problems to select the most favorable alternative from the
various options having identical features under the certain
criteria, for example, similarity measures based on distance,
Cosine similarity measure, Jaccard similarity measure, and
Dice similarity measure. Since DHFSs have adequate infor-
mation on their formation, therefore, we can deal well with the
circumstances that allow both the membership and the non-
membership of an element to a particular set having some
diverse values. )e LP model is simple, user friendly, and
responds quickly with the adoptability of Matlab. Also Jaccard
and Dice similarity measures are modest and easy to compute.
However, it has not been studied under theDHFSs’ framework.
)is motivated us to deal with the problems under the in-
fluence of DHFSs’ environment. It is noteworthy that the
decision-making under DHFSs’ environment may acquire
more attention and is deserved wider recognition and further
research. )ereby, we modified the Jaccard and Dice similarity
measures and applied them for the information provided by
DMs under DHFSs’ environment.

)e remaining part of the present work is organized as
follows. Section 2 encompasses the basics of DHFSs, the
similarity measures, and the LP model. Section 3 comprises
the Jaccard and Dice similarity measures with their modified
forms. We proposed a MCDMmodel on the basis of Jaccard
and Dice weighted vector similarity measures of DHFSs in
Section 4. In Section 5, we utilize MCDM problems to
examine the outcomes of the proposed model. A compar-
ative analysis and conclusions are given in Sections 6 and 7,
respectively.
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2. Preliminaries

A brief review about the fundamentals of IFSs, HFSs, the
Jaccard and Dice vector similarity measures, and the LP
model is discussed in the present section.

Definition 1 (see [5]). Let X � x1, x2, . . . , xn􏼈 􏼉 be a discourse
set, an intuitionistic fuzzy set (IFS) A on X is represented in
terms of two functions m: X⟶ [0, 1] and n: X⟶ [0, 1]

such as

A � 〈x, mA(x), nA(x)〉: x ∈ X􏼈 􏼉, (1)

with the condition 0≤mA(x) + nA(x)≤ 1, for all x ∈ X.
Moreover, π(x) � 1 − mA(x) − nA(x) is called a degree of
hesitancy or an intuitionistic index of x in A. For the special
case when π(x) � 0, that is,mA(x) + nA(x) � 1, then the IFS
A becomes a fuzzy set.

Definition 2 (see [6]). Let X � x1, x2, . . . , xn􏼈 􏼉 be a universal
set; a hesitant fuzzy set B on X is defined in terms of a
function hB(x) that when applied to X returns a finite subset
of [0, 1]. For convenience, the HFS can be written mathe-
matically as described by Xia and Xu [11]:

H � 〈x, hH(x)〉: x ∈ X􏽮 􏽯, (2)

where hH(x) is the collection of some different values in [0, 1]

representing the plausible belonging degrees of the com-
ponent x ∈ X to the set H.

Xia and Xu [11] also presented the core element of HFSs
called the hesitant fuzzy element (HFE) and simply written
as h � h(x).)e hesitant fuzzy elements, h � 0{ } and h � 1{ },
are called the empty and full HFEs, respectively. For our
convenience, HFSs can be calculated with the help of HFEs
by using aggregation techniques or some other actions in-
volved in the decision-making methods.

Definition 3 (see [10]). Let X � x1, x2, . . . , xn􏼈 􏼉 be a dis-
course set; then, a dual hesitant fuzzy set DHFS D on X is
defined as follows:

D � 〈x, h(x), g(x)〉: x ∈ X􏼈 􏼉, (3)

where h(x) and g(x) are the collections of set values which
lie in [0, 1], denoting the plausible M Dg and NM Dg of the
element x ∈ X to the set D, respectively, and satisfying the
conditions penned below: 0≤ α, β≤ 1, 0≤ α+ + β+ ≤ 1, where

α ∈ h(x),

β ∈ g(x),

α+ ∈ h
+
(x) � ∪

α∈h(x)
max h(x){ },

β+ ∈ g
+
(x) � ∪

β∈g(x)
max g(x)􏼈 􏼉,

x ∈ X.

(4)

For the sake of convenience, the order pair
d(x) � (h(x), g(x)) is used as DHFE and simply written as
d(h, g) in the thesis with a few limitations:

α ∈ h,

β ∈ g,

α+ ∈ h
+

� ∪
α∈h

max h{ },

β+ ∈ g
+

� ∪
β∈g

max g􏼈 􏼉,

0≤ α, β≤ 1, 0≤ α+
+ β+ ≤ 1.

(5)

Sometimes DMs gave their information in the form of
HFSs with distinct cardinalities such as |h1|≠ |h2| and
|g1|≠ |g2| which are the belonging and nonbelonging
components of two DHFSs D1 and D2. In order to make the
cardinalities to be equal, we can increase or decrease the
number of elements by using the definition given by Xu and
Zhang [43]. To calculate the distance between two DHFEs
d1 � (h1, g1) and d2 � (h2, g2) with unequal lengths, i.e.,
|h1|≠ |h2| and |g1|≠ |g2|, we will first equalize the cardi-
nalities of d1 and d2.

Definition 4 (see [10]). Let Y � y1, y2, . . . , yn􏼈 􏼉 be a uni-
verse set andD � h{ }, g􏼈 􏼉􏼈 􏼉 be the DHFSs on X; then, the
complement of D denoted by Dc is defined as follows:

D
c

� ∪
α∈h,β∈g

β􏼈 􏼉, α{ }􏼈 􏼉. (6)

Definition 5. Let S � s1, s2, . . . , sn􏼈 􏼉 and T � t1, t2, . . . , tn􏼈 􏼉

be two positive vectors having length n. )e Jaccard J(S, T)

and Dice D(S, T) similarity measures [44, 45] are defined as
follows:

J(S,T) �
S · T

‖S‖
2

+‖T‖
2

− S · T
􏼠 􏼡 �

􏽐
n
k�1 sk · tk

􏽐
n
k�1 s

2
k + 􏽐

n
k�1 t

2
k − 􏽐

n
k�1 s

2
k · t

2
k

􏼠 􏼡 ,

D(S,T) �
2S · T

‖S‖
2

+‖T‖
2􏼠 􏼡 �

2􏽐
n
k�1 sk · tk

􏽐
2
k�1 s

2
k + 􏽐

n
k�1 t

2
k

􏼠 􏼡 ,

(7)

where S · T � 􏽐
n
k�1 sktk is the inner product of the vectors S

and T and ‖S‖ �
������
􏽐

n
k�1 s2k

􏽱
and ‖T‖ �

������
􏽐

n
k�1 t2k

􏽱
are the Eu-

clidean norms of S and T. Both Jaccard J(S, T) and Dice
D(S, T) similarity measures fulfil the following conditions:

(1) J(S, T) � J(T, S) and D(S, T) � D(T, S)

(2) J(S, T) � 1 and D(S, T) � 1 if S � T

(3) 0≤ J(S, T)≤ 1 and 0≤D(S, T)≤ 1

Definition 6 (see [34]). )e linear programming model is
constructed as follows:
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Maximize: S � c1t1 + c2t2 + c3t3 + . . . + cntn

Subject to:

a11t1 + a12t2 + a13t3 + . . . + a1ntn ≤ b1

a21t1 + a22t2 + a23t3 + · · · + a2ntn ≤ b2

⋮

am1t1 + am2t2 + am3t3 + · · · + amntn ≤ bm

t1, t2, . . . , tn ≥ 0,

(8)

where m and n denote the number of constraints and the
number of decision variables, respectively. A solution
(t1, t2, . . . , tn) is called feasible point if it fulfils all of the
restrictions. )e LP model is used to find the optimal so-
lution of the decision variables t1, t2, . . . , tn to maximize the
linear function S.

3. Jaccard and Dice Similarity
Measures for DHFSs

Let A and B be two DHFSs defined on a fixed set X �

x1, x2, . . . , xn􏼈 􏼉 represented as A � 〈x, hA(x),􏼈

gA(x)〉: x ∈ X} and B � 〈x, hB(x), gB(x)〉: x ∈ X􏼈 􏼉, re-
spectively. We can consider any two dual hesitant fuzzy
elements d1 � (h1(x), g1(x)) ∈ A and d2 � (h2(x),

g2(x)) ∈B as two vectors. )en, according to the afore-
mentioned similarity measures in the vector space, we can
modify the Jaccard and Dice similarity measures between
DHFSs as follows.

Definition 7. LetA andB be two DHFSs defined on a fixed
set X � x1, x2, . . . , xn􏼈 􏼉; then, the modified Jaccard
Js(A,B) is defined as follows:

Js(A,B) �
1
2

􏽐 (α.α)

􏽐 (α)
2

+ 􏽐 (α)
2

− 􏽐 (α.α)
􏼨

+
􏽐 (β.β)

􏽐 (β)
2

+ 􏽐 (β)
2

− 􏽐 (β.β)
􏼩,

(9)

where α ∈ h1, β ∈ g1 ∈ A and α ∈ h2, β ∈ g2 ∈B,
respectively.

Definition 8. Let A and B be two DHFSs defined on a
universal set X � x1, x2, . . . , xn􏼈 􏼉; then, the modified Dice
Ds(A,B) is defined as follows:

Ds(A,B) �
􏽐(α.α)

􏽐(α)
2

+ 􏽐(α)
2 +

􏽐(β.β)

􏽐(β)
2

+ 􏽐(β)
2, (10)

where α ∈ h1, β ∈ g1 ∈ A and α ∈ h2, β ∈ g2 ∈B,
respectively.

Since the weights of the criteria has a great worth in
making decision. )us, we can further extend the Jaccard
and Dice similarity measures into the Jaccard and Dice
weighted similarity measures. Let w � (w1, w2, . . . , wm)T be
a weight vector of the m criteria with 􏽐

m
j�1 wj � 1. )en, the

Jaccard and Dice similarity measures take the form:

J
w
s (A,B) �

1
2

􏽐
m
j�1 wj(α.α)

􏽐(α)
2

+ 􏽐(α)
2

− 􏽐(α.α)
+

􏽐
m
j�1 wj(β.β)

􏽐(β)
2

+ 􏽐(β)
2

− 􏽐(β.β)

⎧⎨

⎩

⎫⎬

⎭, (11)

D
w
s (A,B) �

􏽐
m
j�1 wj(α.α)

􏽐(α)
2

+ 􏽐(α)
2 +

􏽐
m
j�1 wj(β.β)

􏽐(β)
2

+ 􏽐(β)
2. (12)

Theorem 1. /e Jaccard similarity measure Js(A,B) be-
tween two DHFSs with d1 � (h1, g1) ∈ A and
d2 � (h2, g2) ∈B satisfies the following properties:

(1) Js (A,B) � Js(B,A)

(2) Js(A,B) � 1, if and only if A is equivalent to B by
definition given in [10]

(3) 0≤ Js(A,B)≤ 1

Proof

(1–2) are obvious.
From (3), let α ∈ h1,β ∈g1 ∈A and α ∈ h2, β ∈g2 ∈B,
respectively. However, we know that

(x − y)
2 ≥ 0

⟹x
2

+ y
2

− xy − xy≥ 0

⟹x
2

+ y
2

− xy≥xy

⟹ 􏽘(α)
2

+ 􏽘(α)
2

− 􏽘(α, α) − 􏽘(α, α)≥ 0

⟹ 􏽘(α)
2

+ 􏽘(α)
2

− 􏽘(α, α)≥ 􏽘(α, α)

⟹
􏽐(α.α)

􏽐(α)
2

+ 􏽐(α)
2

− 􏽐(α.α)
≤ 1.

(13)

Similarly,
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􏽘(β)
2

+ 􏽘(β)
2

− 􏽘(β.β)≥ 􏽘(β.β)

⟹
􏽐(β.β)

􏽐(β)
2

+ 􏽐(β)
2

− 􏽐(β.β)
≤ 1.

(14)

By adding equations (13) and (14), we obtain

􏽐(α.α)

􏽐(α)
2

+ 􏽐(α)
2

− 􏽐(α.α)
+

􏽐(β.β)

􏽐(β)
2

+ 􏽐(β)
2

− 􏽐(β.β)
≤ 2

⟹
1
2

􏽐(α.α)

􏽐(α)
2

+ 􏽐(α)
2

− 􏽐(α.α)
+

􏽐(β.β)

􏽐(β)
2

+ 􏽐(β)
2

− 􏽐(β.β)
􏼨 􏼩≤ 1,

(15)

that is, 0≤ Js(A,B)≤ 1.

Lemma 1. Let X � x1, x2, . . . , xn􏼈 􏼉 be a given universe. /e
modified Jaccard similarity measure Js(A,B) satisfies the
properties given below:

(1) Js(A,Ac) � 0 if and only if A � 1{ }, 0{ }{ }

(2) Js(A,Ac) � 1 if and only if A � 0.5{ }, 0.5{ }{ }

(3) Js(A,B) � Js(A
c,Bc)

Proof
(1) It is obvious.
(2) Let α, β ∈ A and α1, β1 ∈ A

c. We obtain

Js A,A
c

( 􏼁 �
1
2

􏽐 α.α1( 􏼁

􏽐(α)
2

+ 􏽐 α1( 􏼁
2

− 􏽐 α.α1( 􏼁

⎧⎨

⎩

+
􏽐 β.β1( 􏼁

􏽐(β)
2

+ 􏽐 β1( 􏼁
2

− 􏽐 β.β1( 􏼁

⎫⎬

⎭.

(16)

Since α � α1 and β � β1, therefore,

Js A,A
c

( 􏼁 �
1
2

􏽐(α.α)

􏽐(α)
2

+ 􏽐(α)
2

− 􏽐(α.α)
􏼨

+
􏽐(β.β)

􏽐(β)
2

+ 􏽐(β)
2

− 􏽐(β.β)
􏼩 � 1.

(17)

(3) Let A � h1􏼈 􏼉, g1􏼈 􏼉􏼈 􏼉 and B � h2􏼈 􏼉, g2􏼈 􏼉􏼈 􏼉 be two
DHFSs and Ac � g1􏼈 􏼉, h1􏼈 􏼉􏼈 􏼉 and Bc � g2􏼈 􏼉, h2􏼈 􏼉􏼈 􏼉

their complements. Suppose that α1, β1 ∈ A,
α2, β2 ∈B, α1′, β1′ ∈ A

c, and α2′, β2′ ∈B
c, then

Js(A,B) �
1
2

􏽐 α1 · α2( 􏼁

􏽐 α1( 􏼁
2

+ 􏽐 α2( 􏼁
2

− 􏽐 α1.α2( 􏼁

⎧⎨

⎩

+
􏽐 β1 · β2( 􏼁

􏽐 β1( 􏼁
2

+ 􏽐 β2( 􏼁
2

− 􏽐 β1 · β2( 􏼁

⎫⎬

⎭.

(18)

However, α1 � β1′, α2 � β2′, β1 � α1′, and β2 � α2′. Hence,

Js(A,B) �
1
2

􏽐 β1′ · β2′( 􏼁

􏽐 β1′( 􏼁
2

+ 􏽐 β2′( 􏼁
2

− 􏽐 β1′ · β2′( 􏼁

⎧⎨

⎩

+
􏽐 α1′ · α2′( 􏼁

􏽐 α1′( 􏼁
2

+ 􏽐 α2′( 􏼁
2

− 􏽐 α1′ · α2′( 􏼁

⎫⎬

⎭

⟹ Js(A,B) �
1
2

􏽐 α1′ · α2′( 􏼁

􏽐 α1′( 􏼁
2

+ 􏽐 α2′( 􏼁
2

− 􏽐 α1′ · α2′( 􏼁

⎧⎨

⎩

+
􏽐 β1′ · β2′( 􏼁

􏽐 β1′( 􏼁
2

+ 􏽐 β2′( 􏼁
2

− 􏽐 β1′ · β2′( 􏼁

⎫⎬

⎭

⟹ Js(A,B) � Js A
c
,B

c
( 􏼁.

(19)

Theorem 2. /e Dice similarity measure Ds(A,B) between
two DHFSs with d1 � (h1, g1) ∈ A and d2 � (h2, g2) ∈B
satisfies the following properties:

(1) Ds(A,B) � Ds(B,A)

(2) Ds(A,B) � 1, if and only if A is equivalent to B by
definition given in [10]

(3) 0≤Ds(A,B)≤ 1

Proof

(1-2) are obvious.
From (3), let α ∈ h1, β ∈ g1 ∈ A and α ∈ h2,

β ∈ g2 ∈B, respectively.

However, we know that

(x − y)
2 ≥ 0

⟹x
2

+ y
2 ≥ 2xy

􏽘(α)
2

+ 􏽘(α)
2 ≥ 2􏽐(α, α)

⟹
2􏽐(α.α)

􏽐(α)
2

+ 􏽐(α)
2 ≤ 1,

(20)

􏽐(β)
2

+ 􏽐(β)
2 ≥ 2􏽐(β.β)

⟹
2􏽐(β.β)

􏽐(β)
2

+ 􏽐(β)
2 ≤ 1.

(21)

By adding equations (20) and (21), we obtain

2􏽐(α.α)

􏽐(α)
2

+ 􏽐(α)
2 +

2􏽐(β.β)

􏽐(β)
2

+ 􏽐(β)
2 ≤ 2

⇒
􏽐(α.α)

􏽐(α)
2

+ 􏽐(α)
2 +

􏽐(β.β)

􏽐(β)
2

+ 􏽐(β)
2 ≤ 1,

(22)

which shows that 0≤Ds(d1, d2)≤ 1.
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Lemma 2. Let X � x1, x2, . . . , xn􏼈 􏼉 be a given universe. /e
modified Dice similarity measure Ds(A,B) satisfies the
properties given below:

(1) Ds(A,Ac) � 0 if and only if A � 1{ }, 0{ }{ }

(2) Ds(A,Ac) � 1 if and only if A � 0.5{ }, 0.5{ }{ }

(3) Ds(A,B) � Ds(A
c,Bc)

Proof
(1) It is obvious.
(2) Let α, β ∈ A and α1, β1 ∈ Ac. We obtain

Ds A,A
c

( 􏼁 �
􏽐(α) α1( 􏼁

􏽐 α2 + 􏽐 α21
+

􏽐(β) β1( 􏼁

􏽐 β2 + 􏽐 β21
. (23)

Since α � α1 and β � β1, therefore,

Ds A,A
c

( 􏼁 �
􏽐(α)(α)

􏽐 α2 + 􏽐 α2
+

􏽐(β)(β)

􏽐 β2 + 􏽐 β2

⟹Ds A,A
c

( 􏼁 � 1.

(24)

(3) Let A � h1􏼈 􏼉, g1􏼈 􏼉􏼈 􏼉 and B � h2􏼈 􏼉, g2􏼈 􏼉􏼈 􏼉 be two
DHFSs and Ac � g1􏼈 􏼉, h1􏼈 􏼉􏼈 􏼉 and Bc � g2􏼈 􏼉, h2􏼈 􏼉􏼈 􏼉

are their complements. Suppose that α1, β1 ∈ A,
α2, β2 ∈B, α1′, β1′ ∈ Ac, and α2′, β2′ ∈B

c, then

Ds(A,B) �
􏽐 α1( 􏼁 α2( 􏼁

􏽐 α21 + 􏽐 α22
+

􏽐 β1( 􏼁 β2( 􏼁

􏽐 β21 + 􏽐 β22
. (25)

However, α1 � β1′, α2 � β2′, β1 � α1′, and β2 � α2′. Hence,

Ds(A,B) �
􏽐 β1′( 􏼁 β2′( 􏼁

􏽐 β1′( 􏼁
2

+ 􏽐 β2′( 􏼁
2 +

􏽐 α1′( 􏼁 α2′( 􏼁

􏽐 α1′( 􏼁
2

+ 􏽐 α2′( 􏼁
2

⇒Ds(A,B) �
􏽐 α1′( 􏼁 α2′( 􏼁

􏽐 α1′( 􏼁
2

+ 􏽐 α2′( 􏼁
2 +

􏽐 β1′( 􏼁 β2′( 􏼁

􏽐 β1′( 􏼁
2

+ 􏽐 β2′( 􏼁
2

⇒Ds(A,B) � Ds A
c
,B

c
( 􏼁.

(26)

We can follow the same way to prove the Jaccard- and
Dice-weighted similarity measures:

(1) Jw
s (A,B) � Jw

s (B,A) and Dw
s (A,B) � Dw

s (B,A)

(2) Jw
s (A,B) � Dw

s (A,B) � 1, if and only if B � A

(3) 0≤ Jw
s (A,B)≤ 1 and 0≤Dw

s (A,B)≤ 1

4. Multiple Criteria Decision-Making under
DHF Environment

)e present segment comprises the model for MCDM in
which we use the two vector similarity measures based on

DHFSs. For an MCDM problem, under the dual hesitant
fuzzy (DHF) environment, let P � P1, P2, . . . , Pn􏼈 􏼉 be a
discrete set of alternatives and G � G1, G2, . . . , Gm􏼈 􏼉 be a
discrete set of criteria. If the DMs gave the various values for
the alternative Pi(i � 1, 2, . . . , n) under the attribute
Gj(j � 1, 2, . . . , m), these values can be considered as a dual
hesitant fuzzy element dij(i � 1, 2, . . . , n; j � 1, 2, . . . , m).
)ereby, we can form a dual hesitant fuzzy decision matrix
D � hij􏽮 􏽯, gij􏽮 􏽯􏽨 􏽩

n×m
. )e concept of optimal solution assists

the DMs to identify the best alternative from the decision
set in the MCDM framework. In spite of the fact that the
perfect option does not exist in actual realm, it provides a
valuable paradigm to appraise alternatives. Hence, we can
find the ideal options P∗ from the given information as
P∗ � maxi hi1,maxi hi2, . . . ,􏼈􏼈 maxi him}, mini gi1,mini gi2, . . . ,􏼈

minigim}}, where i �1,2, . . . ,n. Since the weights of the cri-
teria have excessive importance, therefore a weighting vector
of criteria is provided as w � (w1,w2,w3, . . . ,wm)T, where
􏽐

m
j�1wj �1, j �1,2, . . . ,m and wj>0.
We propose a MCDMmodel based on the two weighted

vector similarity under dual hesitant fuzzy data, which can
be formulated as follows:

Step 1: construct a dual hesitant fuzzy decision matrix
(DHFM) denoted by D � [dij]n×m according to the
given data presented by the DM
Step 2: transform the matrix D into normalized dual
hesitant fuzzy decision matrix NDHFM, 􏽥D � [􏽥dij]n×m

Step 3: find the optimal solution P∗ from the NDHFM,
􏽥D � [􏽥dij]n×m

Step 4: based on Definition 5, using the LP model to
find weights of criteria under the given constraints
provided by the DM
Step 5: by using equations (11) and (12), calculate the
weighted vector similarity measures amongst the alter-
native Pi(i � 1, 2, . . . , n) and the optimal alternative P∗

5. Practical Examples

Example 1. A particular example is used as a demonstration
of the application of the proposedMCDMmethod in reality-
based scenario. For an investment company, who want to
invest a sum of money in the best option, there is a particular
panel with four possible alternatives to invest the amount:
Pakistan microfinance, investment company (P1), national
investment trust limited (P2), Pak China investment
company limited (P3), power cement limited (P4), and Pak
Kuwait investment company (P5). In order to make a de-
cision, the investment company follows the following cri-
teria: the risk G1, the economic growth G2, the
environmental impact G3, and the interest rate G4. )e
information about the alternatives Pi under the criteria Gj is
represented by a dual hesitant fuzzy decision matrix D in
Table 1. Since the weights of the criteria have a great sig-
nificance in making the decision. DM has an ambiguity to
assign the weights to the criteria. DM assumed that the
weights of criteria under the constraint conditions are as
follows.
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Maximize the objective function w1 − 0.2w2 − 0.3w3 −

w4 subject to the constraints wj > 0, where j � 1, 2, 3, 4 and
􏽐

4
j�1 wj � 1:

w1 − w2 − 0.2w3 − w4 ≤ 0.4,

0.2w1 + w3 − 0.4w4 ≤ 0.2,

−0.2w1 + w2 + w4 ≤ 0.1,

0.2≤w1 ≤ 0.4,

0≤w2 ≤ 0.5,

0.2≤w3 ≤ 0.6,

0.1≤w4 ≤ 0.7.

(27)

We implemented the MCDM approach described in
Section 4 to get the preference order of the alternatives to
select the best alternative.

Step 1: the information given by the DM is illustrated in
Table 1 by a DHFM D

Step 2: a normalized dual hesitant fuzzy decision
matrix, 􏽥D, is shown in Table 2
Step 3: the optimal solution P∗ is obtained from the
NDHFM 􏽥D as P∗ � 0.5000, 0.7000, 0.8000{ },{

0.1000, 0.1500, 0.2000{ }}

Step 4: we obtained the weights of the criteria by using
the LP model on the objective function under the given
constraints provided by the DM in equation (27) as
w1 � 0.2333, w2 � 0.1000, w3 � 0.3000, and
w4 � 0.3667
Step 5: based on equations (11) and (12), calculate the
weighted vector similarity measures amongst the al-
ternative Pi(i � 1, 2, . . . , 5) and the optimal alternative
P∗

From Table 3, we obtain P3 is the best choice by utilizing
the Jaccard and Dice similarity measures. However, we have
another ranking order by using Cosine similarity measure
presented in Zhang et al. [29], which shows that the alter-
native P3 is the best alternative. )e preference arrange-
ments may be distinct according to distinct measures
because each algorithm emphases on different points of
interpretation.

Example 2. A newly established mobile phone firm wants to
launch a smart phone. In order to defeat the global market, we
must choose the exceptional fixtures suppliers to fit its supply
necessities and technology tactics.)e system on chip (SoC) is

the pivot of smart phones which is the main concern of the
productive growth.)e firm hires the suppliers as alternatives
according to their level of effort andmarket investigation.)e
alternatives can be represented as P � P1, P2, P3, P4, P5􏼈 􏼉 and
can be evaluated under the criteria as cost (G1), technical
ability (G2), product performance (G3), and financial
strength (G4). Assume that all the criteria are beneficial.

Step 1: the information given by the DM is expressed in
Table 4 by a DHFM D.
Step 2: a normalized dual hesitant fuzzy decisionmatrix
(NDHFM), 􏽥D, is shown in Table 5.
Step 3: the optimal solution P∗ is obtained from the
NDHFM 􏽥D as P∗ � 0.7000, 0.7500, 0.8000{ },{

0.1000, 0.1500, 0.2000{ }}.
Step 4: same weights are used as calculated for Example
1.
Step 5: based on equations (11) and (12), calculate the
weighted vector similarity measures amongst the al-
ternative Pi(i � 1, 2, . . . , 5) and the optimal alternative
P∗. Table 6 shows the decision outcomes by applying
Jaccard and Dice weighted similarity measures.

Table 6 shows that the two preferences’ order of the
alternatives are same, and we get P2 as a best choice by using
the Jaccard and Dice similarity measures which coincides
with another ranking order obtained by using Cosine
similarity measure given in Zhang et al. [29].

)e above examples clearly indicate that the proposed
decision-making model is simple and effective under dual
hesitant fuzzy environments and the true need of new types
of models based on the vector similarity measures of
DHFSs for dealing with dual hesitant fuzzy MCDM
problems. )e graphical representation of the preference
order of the alternatives achieved by the proposed model
and the method used by Zhang et al. [29] are shown in
Figures 1 and 2.

6. Comparative Analysis

In order to demonstrate merit and the strength of the
proposed modified Jaccard and Dice similarity measures for
the selection of investment company and supplier of smart
phone accessories, we now apply the already presented
Cosine similarity measure by Zhang et al. [29] under the
DHFSs situations for the comparison analysis. In Example 1,
the results of Table 3 indicate that the alternatives selected by
using the Jaccard and Dice similarity measures are the same,
that is, P5 is the best alternative, but on the contrary, P3 is

Table 1: Dual hesitant fuzzy decision matrix D.

G1 G2 G3 G4

P1 0.1, 0.2, 0.3{ }, 0.6, 0.7{ }{ } 0.5, 0.6, 0.7{ }, 0.1, 0.2{ }{ } 0.3, 0.4, 0.5{ }, 0.1, 0.2{ }{ } 0.1, 0.2, 0.3{ }, 0.4, 0.5{ }{ }

P2 0.4, 0.5, 0.6{ }, 0.1, 0.2{ }{ } 0.6, 0.7{ }, 0.1, 0.2{ }{ } 0.6, 0.7{ }, 0.1, 0.2{ }{ } 0.1, 0.2{ }, 0.3, 0.4{ }{ }

P3 0.3, 0.4{ }, 0.1, 0.2{ }{ } 0.4, 0.5{ }, 0.1, 0.2{ }{ } 0.3, 0.4{ }, 0.4, 0.5{ }{ } 0.6, 0.7{ }, 0.1, 0.2{ }{ }

P4 0.7, 0.8{ }, 0.1, 0.2{ }{ } 0.2, 0.3, 0.4{ }, 0.3, 0.4{ }{ } 0.2, 0.3{ }, 0.3, 0.4, 0.5{ }{ } 0.3, 0.4{ }, 0.2, 0.3{ }{ }

P5 0.5, 0.6{ }, 0.2, 0.3{ }{ } 0.4, 0.5, 0.6{ }, 0.1, 0.2, 0.3{ }{ } 0.1, 0.2, 0.3{ }, 0.1, 0.2{ }{ } 0.6, 0.7{ }, 0.2, 0.3{ }{ }
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selected with the help of Cosine similarity measure. In
Example 2, Table 6 shows that the alternative P2 is the best
choice obtained by applying the three similarity measures
(Jaccard, Dice, and Cosine similarity measures) under the
framework of DHFSs. According to the rule of themaximum
level of similarity, that is, the similarity increases if the value
of the similarity measures approaches to one and become

perfectly similar if the value of the similarity measure be-
come one. From Tables 3 and 6, we can see that value of
Jaccard and Dice similarity measures are much greater than
Cosine similarity measure. Hence, we can say that our
modified Jaccard and Dice similarity measures are more
realistic than Cosine similarity measure under the envi-
ronment of DHFSs.

Table 4: Dual hesitant fuzzy decision matrix D.

G1 G2 G3 G4

P1 0.5, 0.6{ }, 0.1, 0.2{ }{ } 0.7, 0.8{ }, 0.1, 0.2{ }{ } 0.6, 0.7{ }, 0.1, 0.2{ }{ } 0.3, 0.4{ }, 0.3, 0.4{ }{ }

P2 0.4, 0.5, 0.6{ }, 0.1, 0.2, 0.3{ }{ } 0.5, 0.6{ }, 0.3, 0.4{ }{ } 0.6, 0.7{ }, 0.1, 0.2{ }{ } 0.6, 0.7{ }, 0.2, 0.3{ }{ }

P3 0.1, 0.2, 0.3{ }, 0.3, 0.4, 0.5{ }{ } 0.5, 0.6{ }, 0.2, 0.3{ }{ } 0.4, 0.5{ }, 0.1, 0.2{ }{ } 0.6, 0.7{ }, 0.1, 0.2{ }{ }

P4 0.2, 0.3{ }, 0.1, 0.2{ }{ } 0.6, 0.7, 0.8{ }, 0.1, 0.2{ }{ } 0.1, 0.2{ }, 0.3, 0.4{ }{ } 0.6, 0.7{ }, 0.2, 0.3{ }{ }

P5 0.6, 0.7{ }, 0.1, 0.2{ }{ } 0.2, 0.3{ }, 0.4, 0.5, 0.6{ }{ } 0.3, 0.4{ }, 0.1, 0.2{ }{ } 0.3, 0.4{ }, 0.4, 0.5{ }{ }

Table 5: )e normalized Dual hesitant fuzzy decision matrix 􏽥D.

G1 G2 G3 G4

P1 0.5, 0.55, 0.6{ }, 0.1, 0.15, 0.2{ }{ } 0.7, 0.75, 0.8{ }, 0.7, 0.75, 0.8{ }{ } 0.6, 0.65, 0.7{ }, 0.1, 0.15, 0.2{ }{ } 0.3, 0.35, 0.4{ }, 0.3, 0.35, 0.4{ }{ }

P2 0.4, 0.5, 0.6{ }, 0.1, 0.2, 0.3{ }{ } 0.5, 0.55, 0.6{ }, 0.3, 0.35, 0.4{ }{ } 0.6, 0.65, 0.7{ }, 0.1, 0.15, 0.2{ }{ } 0.6, 0.65, 0.7{ }, 0.2, 0.25, 0.3{ }{ }

P3 0.1, 0.2, 0.3{ }, 0.3, 0.4, 0.5{ }{ } 0.5, 0.55, 0.6{ }, 0.2, 0.25, 0.3{ }{ } 0.4, 0.45, 0.5{ }, 0.1, 0.15, 0.2{ }{ } 0.6, 0.65, 0.7{ }, 0.1, 0.15, 0.2{ }{ }

P4 0.2, 0.25, 0.3{ }, 0.1, 0.15, 0.2{ }{ } 0.6, 0.7, 0.8{ }, 0.1, 0.15, 0.2{ }{ } 0.1, 0.15, 0.2{ }, 0.3, 0.35, 0.4{ }{ } 0.6, 0.65, 0.7{ }, 0.2, 0.25, 0.3{ }{ }

P5 0.6, 0.65, 0.7{ }, 0.1, 0.15, 0.2{ }{ } 0.2, 0.25, 0.3{ }, 0.4, 0.5, 0.6{ }{ } 0.3, 0.35, 0.4{ }, 0.1, 0.15, 0.2{ }{ } 0.3, 0.35, 0.4{ }, 0.4, 0.45, 0.5{ }{ }

Table 6: Decision results obtained by Jaccard, Dice, and Cosine similarity measures.

Jw
s (Pi,P

∗) Dw
s (Pi,P

∗) Cw
s (Pi,P

∗) Zhang et al. [29]

P1 0.5108 0.9010 0.4432
P2 0.5439 0.9541 0.4973
P3 0.4949 0.8943 0.4602
P4 0.4484 0.8079 0.4103
P5 0.4534 0.8345 0.4205
Preference order P2 ≻P1 ≻P3 ≻P5 ≻P4 P2 ≻P1 ≻P3 ≻P4 ≻P5 P2 ≻P3 ≻P1 ≻P5 ≻P4

Table 2: )e normalized dual hesitant fuzzy decision matrix 􏽥D.

G1 G2 G3 G4

P1 0.1, 0.2, 0.3{ }, 0.6, 0.65, 0.7{ }{ } 0.5, 0.6, 0.7{ }, 0.1, 0.15, 0.2{ }{ } 0.3, 0.4, 0.5{ }, 0.1, 0.15, 0.2{ }{ } 0.1, 0.2, 0.3{ }, 0.4, 0.45, 0.5{ }{ }

P2 0.4, 0.5, 0.6{ }, 0.1, 0.15, 0.2{ }{ } 0.6, 0.65, 0.7{ }, 0.1, 0.15, 0.2{ }{ } 0.6, 0.65, 0.7{ }, 0.1, 0.15, 0.2{ }{ } 0.1, 0.15, 0.2{ }, 0.3, 0.35, 0.4{ }{ }

P3 0.3, 0.35, 0.4{ }, 0.1, 0.15, 0.2{ }{ } 0.4, 0.45, 0.5{ }, 0.1, 0.15, 0.2{ }{ } 0.3, 0.35, 0.4{ }, 0.4, 0.45, 0.5{ }{ } 0.6, 0.65, 0.7{ }, 0.1, 0.15, 0.2{ }{ }

P4 0.7, 0.75, 0.8{ }, 0.1, 0.15, 0.2{ }{ } 0.2, 0.3, 0.4{ }, 0.3, 0.35, 0.4{ }{ } 0.2, 0.25, 0.3{ }, 0.3, 0.4, 0.5{ }{ } 0.3, 0.35, 0.4{ }, 0.2, .25, 0.3{ }{ }

P5 0.5, 0.55, 0.6{ }, 0.2, 0.25, 0.3{ }{ } 0.4, 0.5, 0.6{ }, 0.1, 0.2, 0.3{ }{ } 0.1, 0.2, 0.3{ }, 0.1, 0.15, 0.2{ }{ } 0.6, 0.65, 0.7{ }, 0.2, .25, 0.3{ }{ }

Table 3: Decision results obtained by Jaccard, Dice, and Cosine similarity measures.

Jw
s (Pi,P

∗) Dw
s (Pi,P

∗) Cw
s (Pi,P

∗) Zhang et al. [29]

P1 0.3921 0.7353 0.3430
P2 0.4658 0.8442 0.4122
P3 0.4920 0.8939 0.4796
P4 0.4391 0.7976 0.4146
P5 0.4965 0.8947 0.4661
Preference order P5 ≻P3 ≻P2 ≻P4 ≻P5 P5 ≻P3 ≻P2 ≻P2 ≻P4 P3 ≻P5 ≻P4 ≻P2 ≻P1
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7. Conclusions

Jaccard and Dice similarity measures are easy to compute, and
LP technique is also user friendly and responds quickly through
Matlab. So far, the Jaccard and Dice similarity measures have
not been considered under the framework of DHFSs. In the
present work, we established the Jaccard and Dice similarity
measures between two DHFSs. Most of the DMs assigned the
weights to the criteria which are partially or completely known.
However, in the present work, we used an objective function
which is maximized under the given constraints and then
applied the LP technique to find the weights of the criteria.
Based on the Jaccard and Dice weighted similarity measures
defined in Section 3, we propose an MCDM model to choose
the best alternative under the influence of various criteria.
Lastly, two practical examples of the constructed model are
given to choose the investment company and for the selection
of smart phone accessories. )en, we compared the results
obtained by using the proposed model and the Cosine

similarity measure presented by Zhang et al. [29]. )e decision
outcomes illustrate that the Jaccard and Dice similarity mea-
sures are more reliable than the Cosine similarity measure
because both (Jaccard and Dice) have the same option in the
similarity identification and follow the rule of level of maxi-
mum similarity. )us, the numerical examples show that the
proposed model in this work is applicable and more effective.
In the future research direction, the modified Jaccard and Dice
similarity measures will be extended to the picture fuzzy sets,
and it can be applied in other related decision-making problem.
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A double Roman dominating function on a graph G is a function f: V(G)⟶ 0, 1, 2, 3{ } satisfying the conditions that every vertex
u for which f(u) � 0 is adjacent to at least one vertex v for which f(v) � 3 or two vertices v1 and v2 for which f(v1) � f(v2) � 2
and every vertex u for which f(u) � 1 is adjacent to at least one vertex v for which f(v)≥ 2. *e weight of a double Roman
dominating function f is the value f(V) � 􏽐u∈Vf(u). *e minimum weight of a double Roman dominating function on a graph
G is called the double Roman domination number cdR(G) of G. A graph with cdR(G) � 3c(G) is called a double Roman graph. In
this paper, we study properties of double Roman domination in graphs. Moreover, we find a class of double Roman graphs and
give characterizations of trees with cdR(T) � cR(T) + k for k � 1, 2.

1. Introduction

In this paper, we shall only consider graphs without multiple
edges or loops. Let G be a graph, v ∈ V(G), and the neigh-
borhood of v in G is denoted by N(v). *at is to say,
N(v) � u | uv ∈ E(G), u ∈ V(G){ }. *e closed neighborhood
N[v] of v in G is defined as N[v] � v{ }∪N(v). *e com-
plementary graph ofG is denoted byG. A vertex of degree one is
called a leaf. A graph is trivial if it has a single vertex.*e degree
of a vertex v is denoted by d(v), i.e., d(v) � |N(v)|. Denote by
Kn, Pn, and Cn the complete graph, path, and cycle on n

vertices, respectively. *e maximum degree and the minimum
degree of a graph are denoted by Δ(G) and δ(G), respectively.
For a set S⊆V(G), the graph induced by S is denoted by G[S].
Let e ∈ E(G), and we denote byG/e the graph obtained fromG

by contracting the edge e. For an edge e ∈ E(G), we denote by
G − e the graph obtained from G by deleting e.

A subset D of the vertex set of a graph G is a dominating
set if every vertex not in D has at least one neighbour in D.
*e domination number c(G) is the minimum cardinality of
a dominating set of G.

*e domination and its variations of graphs have
attracted considerable attention [1, 2]. Many varieties of
dominating sets are listed in the book Fundamentals of
Domination in Graphs [3]. However, Roman domination

and double Roman domination are not listed in this book.
Roman domination and double Roman domination appear
to be a new variety of interest [4–11].

A Roman dominating function (RDF) of a graph G is a
function f: V(G)⟶ 0, 1, 2{ } such that every vertex u for
which f(u) � 0 is adjacent to at least one vertex v for which
f(v) � 2.*e weight w(f) of a Roman dominating function
f is the value w(f) � 􏽐u∈V(G)f(u). *e minimumweight of
a Roman dominating function on a graph G is called the
Roman domination number cR(G) of G. An RDF f of G with
w(f) � cR(G) is called a cR(G) function.

A double Roman dominating function (DRDF) on a
graph G is a function f: V(G)⟶ 0, 1, 2, 3{ } satisfying the
condition that every vertex u for which f(u) � 0 is adjacent
to at least one vertex v for which f(v) � 3 or two vertices v1
and v2 for which f(v1) � f(v2) � 2 and every vertex u for
which f(u) � 1 is adjacent to at least one vertex v for which
f(v)≥ 2. *e weight w(f) of a double Roman dominating
function f is the value w(f) � 􏽐u∈V(G)f(u). *e minimum
weight of a double Roman dominating function on a graph
G is called the double Roman domination number cdR(G) of
G. A DRDF f of G with w(f) � cdR(G) is called a cdR(G)

function. We denote by wS(f) the weight of a double
Roman dominating function f in S⊆V(G), i.e.,
wS(f) � 􏽐x∈Sf(x).
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Beeler et al. [12] initiated the study of the double Roman
domination in graphs. *ey showed that 2c(G)≤
cdR(G)≤ 3c(G) and defined a graph G to be double Roman
if cdR(G) � 3c(G). Moreover, they suggest to find double
Roman graphs.

In this paper, we study properties of double Roman
domination in graphs and show that the double Roman
domination problem is NP-complete for bipartite graphs.
Moreover, we find a class of double Roman graphs and give
characterizations of trees with cdR(T) � cR(T) + k for
k � 1, 2.

2. Properties of Double Roman Domination

Proposition 1 (see [12]). In a double Roman dominating
function of weight cdR(G), no vertex needs to be assigned the
value 1.

By Proposition 1, when we consider a cdR(G) function,
we assume no vertex has been assigned the value 1.

Proposition 2 (see [12])

(i) Let G be a graph and f � (V0, V1, V2) be a cR(G)

function. +en, cdR(G)≤ 2|V1| + 3|V2|.
(ii) For any graph G, cdR(G)≤ 2cR(G) with equality if

and only if G � Kn.

Proposition 3 (see [12])

(i) For every graph G, cR(G)< cdR(G).
(ii) If f � (V0,∅, V2, V3) is any cdR(G) function, then

cR(G)≤ 2(|V2| + |V3|) � cdR(G) − |V3|.

*e following result is immediate.

Proposition 4. For any graph G, cdR(G)≥ (3|V(G)|/
Δ(G) + 1).

Proof. *e desired inequality obviously holds if Δ(G)≤ 1. In
order to prove the proposition for Δ(G)≥ 2, we introduce
the discharging approach. Let f � (V0,∅, V2, V3) be a
cdR(G) function. *e initial charge of every vertex v ∈ V(G)

is set to be s(v) � f(v). We apply the discharging procedure
defined by applying the following rule.

For each vertex v ∈ V3, we send 3/(d(v) + 1) charge to
each adjacent vertex in V0. *en, the final charge of v is
satisfying with s(v) � (3/(d(v) + 1))≥ (3/(Δ(G) + 1)).

For each vertex v ∈ V2, we send (2/(d(v) + 1))−

(3/(d(v)(Δ(G) + 1))) � ((2Δ(G) − 1)/(d(v)(Δ(G) + 1)))≥
((2Δ(G) − 1)/(Δ(G)(Δ(G) + 1))) charge to each adjacent
vertex in V0. *en, the final charge of v is satisfying with
s(v) � (3/(d(v) + 1))≥ (3/(Δ(G) + 1)).

For each vertex v ∈ V0, by the definition of double
Roman domination, v has a neighbor assigned 3 or two
vertices u1 and u2 assigned 2. Due to the discharging rule
above, if v has a neighbor u assigned 3, v receives charge
from u. We have s(v)≥ (3/(Δ(G) + 1)).

If v has two vertices u1 and u2 assigned 2, v receives
charge from u1 and u2. We have s(v)≥ ((4Δ(G) − 2)/
(Δ(G)(Δ(G) + 1)))≥ (3/(Δ(G) + 1)). *us, cdR(G) �

􏽐v∈V(G)f(v) � 􏽐v∈V(G)s(v)≥ ((3|V(G)|)/ (Δ(G) + 1)). *e
proof is complete. □

Proposition 5. Let G be a graph. If cR(G) + 1 � cdR(G) and
f � (V0,∅, V2, V3) is a cdR(G) function,

(i) then |V3|≤ 1
(ii) if |V3| � 1, then |V2| � 0 and there exists a vertex v

with degree |V(G)| − 1.

Proof

(i) By Proposition 3, we have cR(G)≤ cdR(G) − |V3| �

cR(G) + 1 − |V3|. So we have |V3|≤ 1.
(ii) If |V3| � 1, let V3 � v{ } and H � G[V(G) − N[V3]].

We have the following claim. □

Claim 1. H is empty.

Proof. Otherwise, any vertex in H assigned with 0 has at
least two vertices assigned with 2. Let w be a vertex in H

assigned with 2, we consider a function f′ with f′(w) � 1,
f′(v) � 2, and f′(x) � f(x) for any x ∈ V(G) − v, w{ }.
*en, f′ is an RDF of G with weight cdR(G) − 2. So
cR(G)≤ cdR(G) − 2, a contradiction.

Since H is empty, we have v as a vertex with degree
|V(G)| − 1. Now, we have cdR(G) � 3 and cR(G) � 2, and so
the result holds. □

Theorem 1. For every graph G on n vertices without isolated
vertex, cdR(G)≤ 3n − (3n/(2(1 + δ(G))))e1/δ(G).

Proof. Clearly, we have δ(G)≥ 1. We select a subset S of
V(G), where each vertex is selected with probability p in-
dependently. Let T � V(G) − N[S], we consider a function
f: V(G)⟶ 0, 2, 3{ } with f(x) � 3 for x ∈ S, f(x) � 2 for
x ∈ T, and f(x) � 0 for other vertex x. *en, f is a DRDF of
G. We have cdR(G)≤ 3|S| + 2|T|. When we consider the
expectation, we also have cdR(G)≤E[3|S| + 2|T|] �

3E[|S|] + 2E[|T|]. First, it is clear that E[|S|] � np. For each
vertex with degree d(x), if neither x nor any neighbor is
selected, then x ∈ T. So we have P(x ∈ T) � (1 − p)1+d(x),
and thus, E[|T|]≤ n(1 − p)1+δ(G). Consequently, cdR(G)≤
3np + 2n(1 − p)1+δ(G). Let F(p) � 3np + 2n(1 − p)1+δ(G). By
F(p) � 3np − 2n(1 + δ(G))(1 − p)δ(G) � 0, the maximum
of F is given by Fmax � 3n − (3n/(2(1 + δ(G))))e1/δ(G) at
p � 1 − (3/(2(1 + δ(G))))e1/δ(G) ∈ (0, 1). *us, cdR(G)≤
3n − (3n/(2(1 + δ(G))))e1/δ(G).

If G is a graph with some isolated vertices, then δ(G) � 0.
Let W be the set of isolated vertices of G and let G′ � G − W.
*erefore, δ(G′)≥ 1. Because all isolated vertices must be
assigned 3, it is easy to prove that cdR(G)≤ 3n −

(3n′/(2(1 + δ(G′))))e1/δ(G′), where n′ � |V(G′)|.
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Proposition 6. If G is a connected graph of order n, then
cdR(G) + 1 � 2cR(G) if and only if there exists a vertex v of
degree n + 1 − ((cdR(G) + 1)/2) in G.

Proof

(⇒) Let f � (V0, V1, V2) be a cR(G) function with
minimum |V1|. *en, we have V1 being independent.
Together with Proposition 2, we have cdR(G)≤ 2|V1| +

3|V2|≤ 2|V1| +4|V2| � 2cR(G) � cdR(G) + 1. *en, we
have |V2|≤ 1. If |V2| � 0, we have |V0| � 0, and thus
cR(G) � n � |V1|. Since V1 is independent, it is im-
possible. If |V2| � 1, we have cdR(G) � 2|V1| + 3|V2|

< 2|V1| + 4|V2| � 2cR(G) � cdR(G) + 1. Let V2 � v{ },
V0 � N(v), and V1 � V(G) − V0 − V2. *en, we have
cR(G) � n − 1 − d(v) + 2 and so d(v) � n + 1 − cR(G)

� n + 1 − ((cdR(G) + 1)/2).
(⇐) By Proposition 2 (ii), we have cdR(G) + 1≤ 2cR(G)

for a connected graph G. Assume G contains a vertex v

of degree n + 1 − (cdR(G) + 1)/2 in G. Let V2 � v{ },
V0 � N(v), and V1 � V(G) − V0 − V2. *en,
f � (V0, V1, V2) is a cR(G) function and so
cR(G)≤ |V1| + 2|V2| � (cdR(G) + 1)/2. Hence,
cdR(G) + 1≥ 2cR(G).

Let F be the family of connected graphs G such that for
any cdR(G) function f � (V0,∅, V2, V3), we have |V3| � 0.

Proposition 7. Let G ∈ F, then

(i) G contains no strong support vertex
(ii) if f(u) � f(v) � 2 for an edge uv ∈ E(G), then G −

e ∈F and G/e ∈F.

Proof

(i) Suppose v be a strong support vertex, then there exist
two leaves x, y ∈ N(v). Since f(v)≠ 3, we have
f(x) � f(y) � 2. Now consider the function f′
with f′(z) � 0 for any z ∈ L(v), f′(v) � 3, and
f′(z) � f(z) for any z ∈ V(G)∖L[v]. *en, f′ is a
DRDF of G with fewer weight than f, a
contradiction.

(ii) If f(u) � f(v) � 2 for an edge uv ∈ E(G), we have f

as also a DRDF of G − e. So
cdR(G − e)≤w(f) � cdr(G). Since for any graph G,
we have cdR(G − e)≥ cdR(G), so
cdR(G − e) � cdR(G). Suppose to the contrary that
there exists a cdR(G − e) function such that f(v) � 3
for a vertex v ∈ V(G − e). *en, f is also a cdR(G)

function, contradicting with |V3| � 0. For the graph
G/e, the proof is similar. □

Lemma 1. Let G be a graph on n≥ 4 vertices, then cdR(G) �

4 if and only if G contains a complete bipartite graph K2,n− 2 as
a subgraph and Δ(G)≤ n − 2.

Proof

(⇒) If cdR(G) � 4, then no vertex is assigned with 3
and thus we have two vertices v andw assigned with 2
and the others 0. Also, each vertex 0 must be adjacent to
both v and w. *erefore, G contains a complete bi-
partite graph K2,n− 2 as a subgraph. Since cdR(G)> 3, we
have Δ(G)≤ n − 2.
(⇐) If G contains a complete bipartite graph K2,n− 2
with partitions X, Y (|X| � 2, |Y| � n − 2) as a subgraph
and Δ(G)≤ n − 2. *en, let f(x) � 2 for any x ∈ X and
f(x) � 0 for x ∈ Y. *en, f is a DRDF of G and so
cdR(G)≤ 4. Since G contains no vertex with degree
|V(G)| − 1, we have cdR(G)≥ 4.

Note that Δ(G)≥ n − 2 if G contains a complete bipartite
graph K2,n− 2 as a subgraph. *us, Δ(G)≤ n − 2 can be
replaced with Δ(G) � n − 2 in the lemma.

Theorem 2. Let G be a graph on n≥ 3 vertices, then
8≤ cdR(G) + cdR(G)≤ 2n + 3. Furthermore, equality holds in
the upper bound if G or G is Kn.

Proof. If G is a graph on n≥ 3 vertices, we have cdR(G)≥ 3,
and if cdR(G) � 3, then G has a vertex with degree n − 1. But
its complement is neither a star nor a graph G with cdR(G) �

4 (see the graph stated in Lemma 1). So we have cdR(G)≥ 5
and thus, cdR(G) + cdR(G)≥ 8. If G is a star, then cdR(G) � 5
and so the lower bound is attainable.

Let v be a vertex with maximum degree Δ(G); consider a
function f with f(v) � 3, f(x) � 0 for any x ∈ N(v), and
f(x) � 2 for x ∈ V(G) − N[x]. *en, f is a DRDF of G and
so cdR(G)≤w(f) � 2n − 2Δ(G) + 1. Since Δ(G) + δ(G) �

n − 1, we have cdR(G)≤ 2n − 2Δ(G) + 1 � 2δ(G) + 3.
*erefore, cdR(G) + cdR(G)≤ 2n + 4 − 2Δ(G) + 2δ(G)≤
2n + 4. It can be seen that if cdR(G) + cdR(G) � 2n + 4, then
Δ(G) � δ(G). Hence, G is k-regular for some k. By sym-
metry, we may assume that k≤ (n − 1)/2. *en, if
cdR(G) + cdR(G) � 2n + 4, we have cdR(G) � 2n − 2k + 1
and cdR(G) � 2k + 3. Let v ∈ V(G). If |N(u)∩N(v)|≤ k − 2
for some u ∈ V(G) − N[v], then f � (N(v)∪N(u),

∅, V(G) − N[u] − N[v], u, v{ }) is a DRDF of G with fewer
weight than 2n − 2k + 1, a contradiction. *erefore, each
vertex not in N[v] has at least k − 1 neighbors in N(v).
Analogously, each vertex in N[v] has at most 2 neighbors
outside N[v]. *en, we have (k − 1)(n − k − 1)≤ 2k. Since
k≤ (n − 1)/2, we have k≤ 2 + 2/(k − 1). If k � 3, then n � 7.
*is is impossible. If k � 2, then n ∈ 5, 6, 7{ }. If G � C5, we
have cdR(G) � cdR(G) � 6, and so cdR(G) + cdR(G)≠
2n + 4, a contradiction. If G � C6, we have cdR(G) �

cdR(G) � 6, and so cdR(G) + cdR(G)≠ 2n + 4, a contradic-
tion. If G � C7, we have cdR(G) � 8 and cdR(G) � 6, and so
cdR(G) + cdR(G)≠ 2n + 4, a contradiction. If k � 1, then
G � (n/2)K2, and we have cdR(G) � 3n/2 and cdR(G) � 4,
and so cdR(G) + cdR(G)≠ 2n + 4, a contradiction.*erefore,
we conclude that 8≤ cdR(G) + cdR(G)≤ 2n + 3. If G � Kn,
then cdR(G) � 3 and cdR(G) � 2n and thus the upper bound
is attainable. □
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3. Some Double Roman Graphs

*e Cartesian product of graphs G and H is the graph G□H
with vertex set G × H and (x1, x2)(y1, y2) ∈ E(G□H)

whenever x1y1 ∈ E(G) and x2 � y2, or x2y2 ∈ E(H) and
x1 � y1. *e Cartesian product is commutative and asso-
ciative, having the trivial graph as a unit (cf. [13]).

Let f be a double Roman dominating function of
Cm□Cn, and we write V

f
i � v ∈ V(Cm□Cn) | f(v) � i􏼈 􏼉 for

i ∈ 0, 1, 2, 3{ }. When no confusion arise, we simply write V
f
i

as Vi. We use f(i, j) to denote the value f(v) for
v � (i, j) ∈ V(Cm□Cn). Let xi be the weight of Ci, i.e.,
xi � 􏽐x∈Ci f(x)􏼈 􏼉.

Theorem 3. Let m, n≥ 1. +en, the Cartesian product graphs
C5m□C5n are double Roman.

Proof. *e lower bound follows from Proposition 4. Let
V(C5m□C5n) � vij: 0≤ i≤ 5m − 1, 0≤ j≤ 5n − 1􏽮 􏽯,
V1 � V2 � ∅, V3 � v(5i)(5j+2)􏽮 , v(5i+1)(5j), v(5i+2)(5j+3),
v(5i+3)(5j+1), v(5i+4)(5j+4), 0≤ i≤m − 1, 0≤ j≤ n − 1}, and
V0 � N(V3). *en, N[V3] � V(C5m□C5n) and so
f � (V0, V1, V2, V3) is a DRDF of C5m□C5n with weight
15mn and we have cdR(C5m□C5n)≤ 15mn. Since
c(C5m□C5n) � 5mn, we have C5m□C5n is double
Roman. □

4. Trees T with γdR(T)= � γR(T)+ k

Theorem 4. If T is a tree, then cR(T) + 1 � cdR(T) if and
only if T is a star K1,s for s≥ 1.

Proof

(⇐) If T is a star K1,s for s≥ 1, it is clear that cdR(T) � 3
and cR(T) � 2, and the theorem holds.
(⇒) By Proposition 3, we have |V3|≤ 1. If |V3| � 1, by
Proposition 5, we have T is a star K1,s for some s≥ 1. If
|V2| � 0, then each vertex in T is assigned 2 or 0. Since
T is a tree, T has a least two leaves v andw and
f(v) � f(w) � 2. If v andw are adjacent to the same
vertex x, then we can obtain a DRDF of T with fewer
weight by changing f(x) to 3 and f(v) andf(w) to 0
and obtaining a contradiction. If v andw are adjacent to
different vertices, we consider a function f′ with
f′(w) � 1, f′(v) � 1, and f′(x) � f(x) for any
x ∈ V(T) − v, w{ }. *en, f′ is an RDF of T with weight
cdR(T) − 2. So cR(T)≤ cdR(T) − 2, a contradiction.

For a positive integer t, a wounded spider is a star K1,t

with at most t − 1 of its edges subdivided. In a wounded
spider, a vertex of degree t will be called the head vertex, and
the vertices at distance two from the head vertex will be the
foot vertices. □

Theorem 5. If T is a tree, then cR(T) + 2 � cdR(T) if and
only if T is a wounded spider with only one foot or T is
obtained by adding an edge between two stars K1,s and K1,t

for s, t≥ 2.

Proof

(⇐) If T is a wounded spider with only one foot, it is
clear that cdR(T) � 5 and cR(T) � 3, and the theorem
holds. If T is a tree obtained by adding an edge between
two stars K1,s and K1,t for s, t≥ 2, then cdR(T) � 6 and
cR(T) � 4, and the theorem holds.
(⇒) By Proposition 3, we have |V3|≤ 2. If |V3| � 2, let
V3 � v, w{ } and H � G[V(G) − N[w] − N[v]]. Similar
to the proof of *eorem 5, we have H as empty.
Otherwise, there exists a vertex u in H assigned with 2.
Now, we change the function values of v, w, u from
3, 3, 2 to 2, 2, 1, respectively, and obtain an RDF of T

with weight cdR(T) − 3, a contradiction. In this case, T

is a tree obtained by adding an edge between two stars
K1,s and K1,t for s, t≥ 2. If |V3| � 1, let V3 � v{ } and
H � G[V(G) − N[v]]. *en, H has at most one con-
nected component. Otherwise, we can make a vertex in
each connected component to change the function
values including the vertex v to obtain an RDF of T with
weight cdR(T) − 3. Since H contains no vertex assigned
with 3, then H is not a star with at least two leaves. We
claim that the leaves of H are at most two. Otherwise,
we change the function values of v and choose two
leaves to obtain an RDF of T with weight cdR(T) − 3.
*erefore, H is a path on at least four vertices. In this
case, we can obtain an RDF of T with weight at most
cdR(T) − 3, a contradiction. *erefore, T is a wounded
spider with only one foot. □
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Climate change has become one of the major threats to global security. On the impact of climate change on national vulnerability,
the researchers firstly select relevant factors and data and analyze the principal components to determine the weight of climate
change on vulnerability so as to analyze the impact of climate change on national vulnerability. Secondly, based on the influencing
factors, we obtain the national vulnerability score through the fuzzy comprehensive evaluationmethod, delineate the impact scope
according to the score, and predict climate change by means of regression analysis and time series analysis. Finally, according to
the characteristics of cities and continents, the model is revised, a PSR model and a cluster analysis model are established, and the
prediction accuracy is improved.

1. Introduction

Climate change is one of the most universal global threats to
peace and security in the 21st century. ,e damage, loss, and
impact caused by various natural disasters worldwide are
becoming serious. ,e research on vulnerability, adapt-
ability, and resilience has become the focus of attention in
the fields of global change, disaster prevention and miti-
gation, and sustainable development. As a key element of
international relations and domestic welfare, it covers all
areas of security, construction, peace, and development. ,e
impact of climate change has had a negative impact on
vulnerable groups, while improving the response capacity of
the government [1].

,is paper argues that climate change is a “threat
multiplier” which interacts with existing pressures, such as
social conflict, economic inequality, mass migration, or
competition for resources. ,en, further countermeasures
will be proposed to eliminate these problems and the in-
stability that may arise in violent conflicts [2].

Vulnerability is used to describe the systems and
components that are vulnerable to damage, lack

antijamming capabilities, and restore their structure and
function. ,e state is a highly socioeconomically complex
integrated system. It interacts with the natural environment
and the social environment. According to the definition of
vulnerability, national vulnerability refers to the probability
of turning risk into disaster when a country’s system is
adversely affected by the outside world, but the system has
the ability to resist and reduce risk and self-recovery.

Vulnerability manifests itself in a variety of areas [3],
mainly including physical vulnerability, economic vul-
nerability, social vulnerability, and political vulnerabil-
ity. Physical vulnerability refers to the risk of
anthropogenic impacts on the climate, and other factors
such as natural disasters and human-induced pollution.
Economic vulnerability refers to the perception of in-
ternal and external threats to the economy. Social vul-
nerability refers to the potential disaster factors, the
degree of damage, and the coping capacity of a social
group, organization, or country exposed to disaster
impact. Political vulnerability refers to the territorial
integrity, core values, and internal unity which are ex-
posed to internal and external threats.
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In the study of vulnerability, early scholars mainly focus
on the ecological environment and then extend their re-
search to humanities and regional economy. ,is paper
establishes a national vulnerability assessment model, ana-
lyzes the impact of climate change on national vulnerability,
predicts the critical point of national vulnerability, and gives
government intervention measures. ,e overall idea is
shown in Figure 1.

,e data in this paper come from Question E of the 2018
American College Students Mathematical Modeling Com-
petition and the statistics of the World Bank.

2. Basic Assumptions

In order to solve the problem, we make the following
assumptions:

(i) Assuming the sovereign government can exercise its
executive power during its time in office to control
the factors affecting climate change.

(ii) Assuming the selected indicator adequately reflects
the country’s vulnerability and does not affect the
simulation below.

(iii) Assuming that in the process of state intervention in
climate change, the country will not be affected by
economic and political crisis, extreme natural di-
sasters, etc. It can achieve the desired state, when we
control the variables.

(iv) No unexpected factors affecting our assessment
during the study period.

3. How to Evaluate a Country’s Vulnerability
and Measure the Impact of Climate Change

3.1. Analysis Approach. With the research on the impact of
climate change in recent years, climate change has become
one of the important factors affecting national vulnerability
directly or indirectly. ,e main manifestations of climate
change are temperature, precipitation, etc., which, on the
one hand, directly affect the vulnerability through subtle
changes. On the other hand, climate change is indirectly
affected by glaciers and sea levels. Economical, political, and
social factors, such as species of flora and fauna, food
production, have further affected the vulnerability of the
country [4].

In order to measure national vulnerability reasonably
and to analyze the direct and indirect impact of climate
change on vulnerability, we firstly create an index system for
measuring national vulnerability, and then a fuzzy com-
prehensive evaluation model is established based on the
analysis of the principal components.

3.2. Fuzzy Comprehensive Evaluation Model Based on PCA
Model

3.2.1. Model Preparation. Considering the influencing fac-
tors of the state vulnerability, we should establish the hi-
erarchical structure to evaluate the vulnerability. ,e

decision-making problem is divided into three layers: target
layer (T), criterion layer (C), and program layer (P), and
each layer has several factors [5], as shown in Table 1.

3.2.2. Model Establishing and Solving. Suppose
U � u1, u2, . . . , un􏼈 􏼉 is a group of n countries to be evaluated,
V � v1, v2, . . . , vm􏼈 􏼉 is a set of evaluation factors, and each
solution in U is measured by each factor in V, and we select
the observation matrix X from the observation data of 16
countries in 2015 [6]:

X �

2720 2990 6270 · · · 63930

36.7 43.2 48.5 · · · 21.456

3.967 2.31 1.323 · · · 0.666

⋮ ⋮ ⋮ ⋱ ⋮

− 0.738 0.976 0.075 · · · 1.549

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

In the formula, xij represents the indicator value of the j-
th program on the i-th evaluation factor, and the vector xj �

x1j, x2j, . . . , xmj􏽮 􏽯 denotes the evaluation vector of the j-th
program on the m-th evaluation indicator.

Suppose the ideal urban air quality indicator vector is u:

u � u
0
1, u

0
2, . . . , u

0
m􏼐 􏼑 � (63930, 21.456, 0.17, 7.357, 0.075,

− 0.824, 17620, − 0.91, − 0.738),

(2)

where

u
0
i �

max
1≤j≤n

xij􏽮 􏽯, when xij is a benefit index,

min
1≤j≤n

xij􏽮 􏽯, when xij is a cos t index,

xij − x0

x0
, when xij is a neutral index.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

According to the established ideal scheme, the relative
deviation fuzzy matrix R

∼
is calculated by substituting the

observed data from 16 countries:

R
∼

�

r11 r12 · · · r131

r21 r22 · · · r231

⋮ ⋮ ⋱ ⋮

r71 r72 · · · r731

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (4)

where

Indicator system FCEM

State
fragility

Fragile countries

Nonfragile countries

State intervention

Comprehensive score

Climate change effects

Reach tipping point

Figure 1: Overall thinking process.

2 Discrete Dynamics in Nature and Society



RE
TR
AC
TE
D

Yij �
xij − u0

i

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

max1≤j≤n xij􏽮 􏽯 − min1≤j≤n xij􏽮 􏽯
, i � 1, 2, . . . , 9; j � 1, 2, . . . , 16.

(5)

So, we can get

R
∼

�

0.975 0.989 0.97 · · · 0

0.564 0.804 1 · · · 0

0.698 0.394 0.212 · · · 0.091

⋮ ⋮ ⋮ ⋱ ⋮

0 0.175 0.171 · · · 0.48

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

We use the principal component analysis method to cal-
culate the weight of each evaluation indicator. When calcu-
lating, the number of principal components can be selected to
make the contribution rate of cumulative variance of factors
large enough (larger than 85% here) so as to protect the in-
terpretation ability of the common factor to data [7].

As can be seen from Table 2, when the 5 principal
components are selected, the cumulative variance contri-
bution rate of the factor has reached 88.508% and meets the
requirements, so the first 5 factors are selected for analysis.
,e column vector of the i factor in Table 3 is divided by the
square root of the corresponding characteristic root, and the
variation coefficient vector of principal components is ob-
tained, which is shown in Table 4.

According to the proportion of the contribution rate of
each principal component to the total contribution rate, the
comprehensive coefficient of each factor is calculated and the
weight vector of each evaluation index is obtained:

W � (− 0.1214, 0.2750, 0.0798, 0.2515,

− 0.0911, 0.1597, 0.12, 0.272, 0.1218)
T
.

(7)

,en, we establish a comprehensive evaluationmodel [8]
as follows:

Fj � 􏽘
7

i�1
wirij. (8)

Based on this model, the higher the comprehensive score
is, the stronger the national vulnerability has. We calculated
data from 16 countries, and the ranking of comprehensive
score and vulnerability is shown in Table 4 and Figure 2.

3.3. Result Analysis. According to the score and ranking, the
score is divided into three levels, respectively, marked as
follows: fragile, vulnerable, and stable, as shown in Table 5.

When a country has a combined score between 0 and 0.4
in a given year, the country is stable. When the score is
between 0.4 and 0.7, the country is fragile. When score is
between 0.7 and 1, it is fragile [9].

Temperature and precipitation are the main manifes-
tations of climate and also direct factors affecting national
vulnerability. When temperatures and precipitation deviate
from a reasonable range, national vulnerability increases.
According to principle component analysis model, it can be

Table 1: Hierarchy table.

Level 1 indicator Level 2 indicator Level 3 indicator Mark

National vulnerability

Economic factors Per capita GNI X1
Gini coefficient X2

Political factors Military expenditure as a share of GDP X3
Public education expenditure as a share of GDP X4

Social factors
Per capita carbon dioxide emissions X5

Population growth rate X6
International migrant share of total population X7

Climatic factors Temperature X8
Precipitation X9

Table 2: ,e principal component eigenvalues and cumulative
contribution rate.

Components Total Rate of change Cumulative (%)
1 3.638 40.427 40.427
2 1.889 20.991 61.418
3 0.968 10.758 72.175
4 0.834 9.264 81.440
5 0.636 7.068 88.508
6 0.464 5.156 93.664
7 0.405 4.500 98.164
8 0.097 1.074 99.238
9 0.069 0.762 100.000

Table 3: Comprehensive score sheet.

Country Comprehensive score Rank
Angola 0.7801 1
Zimbabwe 0.7527 2
Yemen 0.7209 3
Kenya 0.7156 4
Laos 0.6823 5
Malawi 0.6419 6
India 0.6040 7
Malaysia 0.5748 8
Indonesia 0.4792 9
Namibia 0.4757 10
Mongolia 0.2821 11
Azerbaijan 0.2597 12
Poland 0.2419 13
Croatia 0.1829 14
Slovenia 0.1193 15
Switzerland 0.0890 16

Discrete Dynamics in Nature and Society 3



RE
TR
AC
TE
D

found that there is a direct correlation between indicators
affecting national vulnerability. As a result, temperature is
also vulnerable to indirect impacts of national vulnerability,
thus affecting other indicators [10].

4. Take the Top 10 Most Fragile States to
IllustrateHowClimateChangeHas Increased
Their Vulnerability

4.1. Problem Analysis. According to the model, the national
vulnerability indicators include purchasing power index,
gross national income, Gini coefficient, military expenditure,
public education, carbon dioxide emissions, population
growth rate, international migration, temperature, and
precipitation. ,e weight vector is W.

From the above description, we know that climate
change affects national vulnerability through changes in
temperature, precipitation, and carbon dioxide emissions. In
the absence of climate change, other indicators can reduce
national vulnerability by changing the data to change the
relative error fuzzy matrix, thereby affecting national vul-
nerability scores. To determine the impact of climate change

on national vulnerability, we use control variables to process
data analyze the impact of the vulnerability of selected
countries.

Taking Sudan as an example, we analyzed the impact of
other factors on national vulnerability when the initial
temperature increased or decreased by 5%, 10%, and 15%.
Similarly, we take Sudan to analyze the impact of other
factors on the vulnerability of the country [11].

4.2. Problem Solving

4.2.1. +e Impact of Temperature on Vulnerability.
Combined with the above problem, we get the national
vulnerability score of Sudan under different temperature
data, as shown in Table 6.

,e relationship between national vulnerability and
temperature was fitted, and the trend of national vulnera-
bility was observed. From Table 6, we know that when the
temperature deviates from the baseline temperature, as the
temperature rises, the state fragility score increases, which
means the state vulnerability increases.

4.2.2. +e Impact of Precipitation on Vulnerability. ,e
national vulnerability score of Sudan under different pre-
cipitation can be found in Table 7.

As can be seen from the result of simulation, Sudan’s
national vulnerability score varies with the change of pre-
cipitation. We can see from Table 7 that the score of national
vulnerability increases with the increase of precipitation;
that is, the national vulnerability increases [12].

4.2.3. +e Impact of Carbon Dioxide (CO2) Emissions on
Vulnerability. ,e national vulnerability score of Sudan
under different CO2 emissions is shown in Table 8.

We fit national vulnerability and carbon dioxide emis-
sions and observe the changing trends in state fragility as
shown in Figure 3.

As shown in Figure 3, with the increase of CO2 emis-
sions, national vulnerability score increases and the national
vulnerability increases. ,us, under certain conditions, the
reduction of CO2 emissions may reduce the vulnerability.
Carbon dioxide emissions are largely influenced by human
factors. In order to reduce the emission, the state should
advocate low-carbon and environment-friendly production
and life style.

5. Identify a Tipping Point and PredictWhen to
Reach It and Become More Fragile

5.1. Problem Analysis

5.1.1. Evaluation of Non Top Ten Fragile Countries. We
chose Mongolia, which is not one of the ten most vulnerable
countries to analyze this problem. Based on the indicator
data in 2015, Mongolia’s vulnerability score was calculated
and the range of the score was determined, thereby deter-
mining its vulnerability. By means of control variables, we
dynamically analyze the changes in national vulnerability

Table 4: Principal component coefficient matrix.

Factors Z1 Z2 Z3 Z4 Z5
X1 − 0.4323 0.1663 0.1069 0.2852 − 0.0776
X2 0.4696 0.1602 − 0.1040 0.0981 0.3115
X3 0.1390 − 0.4562 0.5560 0.1630 0.4992
X4 0.2449 0.2840 − 0.0267 0.8202 − 0.1289
X5 − 0.3985 0.0760 − 0.0033 0.2620 0.5745
X6 0.4083 − 0.1013 − 0.0053 0.1540 − 0.2289
X7 − 0.0732 0.3808 0.7851 − 0.0793 − 0.3003
X8 0.4246 0.2834 0.1792 − 0.2803 0.2308
X9 − 0.0469 0.6454 − 0.1393 − 0.1803 0.3244

1 Angola
2 Zimbabwe

3 Yemen

4 Kenya

5 Laos

6 Malawi

7 India

8 Malaysia
9 Indonesia

10 Namibia

11 Mongolia

12 Azerbaijan

13 Poland

14 Croatia

15 Slovenia

16 Switzerland

Overall ratings

Figure 2: Distribution maps of comprehensive score.

Table 5: ,e rating level.

Comprehensive score 0–0.4 0.4–0.7 0.7–1
National vulnerability Stable Vulnerable Fragile
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under different temperature conditions and find the trend
that national vulnerability scores change with temperature,
so as to predict the contribution of climate change to na-
tional vulnerability [11–13].

5.1.2. Prediction about Reaching Critical Value. From the
previous analysis, we know that CO2 emissions have a
significant impact on national vulnerability. With the in-
crease of CO2 emissions, the score of national vulnerability
increase and the national vulnerability also increase. So we
choose CO2 emissions as an indicator. ,e comprehensive
national vulnerability score ofMongolia under different CO2
concentrations is calculated by using the control variable
method, the direct functional relationship between the
national vulnerability score and CO2 emissions is obtained,
and the tipping point of vulnerability is also identified. Based
on the annual CO2 emission data of the World Bank of
Mongolia, we use the time series model to predict con-
centrations of CO2 in the coming decades, when to reach the

tipping point of concentrations, and when to reach the
international year record and become more fragile.

5.2. Problem Solving of Evaluating Non Top Ten Fragile
Countries. According to the indicator system model, the
national vulnerability scores of Mongolia are 0.2821 and
0< 0.2821< 0.4, which can be judged that Mongolia is stable
in 2015. We change the temperature indicator data to make
the temperature change by 5%, 10%, and 15%, respectively,
and obtain the national vulnerability score at different
temperatures, as shown in Figure 4.

As can be seen from Figure 4, the national vulnerability
of Mongolia also increases with the rise of temperature. In
addition, we can see from the figure that, when the tem-
perature rises from 10% to 15%, the national vulnerability
score rises from 0.3829 to 0.4113; that is, Mongolia is
transitioning from a stable state to a fragile state. ,erefore,
the Mongolian government should pay attention to the
factors affecting temperature rise and strengthen climate
management to prevent instability in the country.

5.3. Linear Regression Model [14]

5.3.1. Model Preparation. We fit national vulnerabilities and
carbon dioxide emissions and observe the changing trends
in national vulnerability, as shown in Figure 5.

5.3.2. Model Establishment. We have known that the in-
crease in CO2 emissions will lead to the increase in national
vulnerability scores. ,erefore, we establish a linear re-
gression model between CO 2 emissions and national vul-
nerability scores as follows [15]:

Yi � b0 + b1Xi + εi, i � 1, 2, 3, . . . , n. (9)

Table 6: Impact of temperature on vulnerability.

Temperature changes
Drop

Raw data
Rise

15% 10% 5% 5% 10% 15%
Temperature 25.48 25.48 26.90 28.31 29.73 31.14 29.73
Comprehensive score 0.5085 0.5795 0.6506 0.6861 0.7216 0.7599 0.7799

Table 7: Impact of precipitation on vulnerability.

Precipitation changes
Decrease

Raw data
Increase

30% 20% 10% 10% 20% 30%
Precipitation deviation − 0.7145 − 0.6003 − 0.4861 − 0.429 − 0.3719 − 0.2577 − 0.1435
Comprehensive score 0.8216 0.7754 0.7392 0.6861 0.643 0.5768 0.5206

Table 8: Impact of CO2 emissions on vulnerability.

CO2 emission changes
Decrease

Raw data
Increase

15% 10% 5% 5% 10% 15%
CO2 emissions 0.2627 0.2782 0.2936 0.3091 0.3246 0.3400 0.3555
Comprehensive score 0.5121 0.5733 0.6218 0.6861 0.7084 0.7431 0.7956
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Figure 3: Impact of CO2 emissions on state fragility.
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In solving the normal equations, the least squares esti-
mators of the two parameters are obtained as follows:

􏽢b1 �
SCP
SSX

,

􏽢b0 � Y − 􏽢b1X,

(10)

where

SCP � 􏽘
n

i�1
XiYi � nXY,

SSX � 􏽘

n

i�1
X

2
i − nX

2
.

(11)

5.3.3. Model Solving and Result Analysis. With the help of
MATBLE regression, we obtain the regression model of CO2
emissions and national vulnerability score as follows:

y � 23.4768x + 0.5672. (12)

Based on the regression model, we calculate that the CO2
emissions of Mongolia are 9.95792 when the national vul-
nerability threshold is 0.4.

5.4. Time Series Prediction Model Based on Exponential
Smoothing

5.4.1. Model Establishment. An exponential smoothing
formula is as follows:

S
(1)
t � aYt +(1 − a)S

(1)
t− 1, (13)

where S
(1)
t is the exponential smoothing value of t period, a is

smoothing constant, 0< a< 1, and Yt is current data:

S
(1)
t � aYt + a(1 − a)Yt− 1 +(1 − a)

2
Yt− 2 + · · ·

+ a(1 − a)
l
Yt− l + · · · + a(1 − a)

t− 1
Yt− (t− 1) +(1 − a)

t
S

(1)
0

� a 􏽘

t− 1

k�0
(1 − a)

k
Yt− k +(1 − a)

t
S

(1)
0 .

(14)

So, Yt, Yt− 1, Yt− 2, . . . ,weights are a, a(1 − a), a(1 − a)2, . . .,
and the change in weights decreases exponentially.

,e smooth value of period T is taken as the predicted
value of period T+ 1 [16]:

􏽢Yt+1 � S
(1)
t � aYt +(1 − a). (15)

5.4.2. Model Solving and Result Analysis. We use the time
series model to predict the emissions of carbon dioxide in
the coming 11 years and get data shown in Table 9.

From Table 9, we can see that in 2025, carbon dioxide
emissions of Mongolia will reach 9.9602 metric tons per
capita; that is, Mongolia may reach the critical state of
fragility [17].

6. Empirical Analysis of Mitigating Climate
Vulnerability by Intervention Measures

6.1. Problem Analysis. According to the ranking of the
national vulnerability indicator, we selected 177 represen-
tative countries. Combined with the fuzzy comprehensive
evaluation model, we study national interventions to miti-
gate the risks posed by climate change, while other condi-
tions remain the same [18]. We select representative three-
level countries, including fragile countries (South Sudan and
Somalia), vulnerable countries (Indonesia and China), and
stable countries (the UK and USA). In the absence of ex-
treme weather events, natural disasters, and economic and
political crises, intervention in the climate environment will
gradually improve the postintervention climate conditions
[19].

6.2. Empirical Analysis of Intervention Measures.
According to the indicator system model, carbon dioxide
emissions are selected as the main factor for climate change
intervention. After the intervention, CO2 emissions are 50%
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Figure 4: Impact of temperature on vulnerability.
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to 95% of the previous emissions. To facilitate the statistics,
we take 5% as the step size [20]. In order to compare the
countries more clearly, we standardize CO2 emissions in
data processing and obtain the following scores, as shown in
Table 10.

In the case of other indicators unchanged, we calculate
the contribution rate of the country to CO2 emissions and
obtain the weight vector of the evaluation indicator [21].
According to the comprehensive evaluation model, the
calculation score is shown in Figures 6–8 [22].

,rough data processing, we find that for countries with
different levels of vulnerability, intervention in carbon di-
oxide emissions can effectively reduce national vulnerability
indicators and enhance national stability [23]. By changing
CO2 emissions to the same extent, the country’s vulnera-
bility score decreases slowly as the country becomes more
stable [24].

7. Evaluation and Spread of the Model

7.1. Revision of theModel toMake ItWork on Smaller “States”
or Cities. Combining with the evaluation system based on
the abovementioned national vulnerability evaluation
model, as well as the specific characteristics of cities, we rank
and classify the indicators according to the risk level, sen-
sitivity, and adaptability [25]. We have established a selec-
tion database of urban vulnerability indicators to prepare for
future indicator screening.

7.2.+e PSRModel. Firstly, the index data are standardized,
and the entropy method is used to determine the indicator
weight, and then the comprehensive weight method is used
to calculate the indicator of urban vulnerability. After that,
we use factor analysis in SPSS to find out the main factors
influencing factors [26].

,e framework of the PSR model (risk sensitivity and
adaptability) is adopted to establish the indicator eval-
uation system of urban vulnerability. National risk

indicators are selected in terms of climate change, global
and external pressure factors, including annual average
precipitation change, annual average temperature
change, frequency of extreme climate events, urban
population density, and situation of economic develop-
ment [27]. Urban sensitivity indicators are selected from
the factors to explain situation of urban natural and social
environment, including water resources, relative hu-
midity, vegetation ecosystem, political conflict, social
equity, and primary industrial structure. Urban resilience
refers to the city’s ability to respond to climate change,
including GDP per capita, education level, hospital beds,
science and technology expenditure, ecological con-
struction, pollution control, and other factors [28].

(1) Building the original index data matrix: it is com-
posed of city and evaluation indexes.

Table 9: Prediction data (metric tons/person).

Year 2017 2018 2019 2020 2021 2022
Carbon dioxide emissions 7.3172 7.6258 7.8401 8.1964 8.5148 8.9027
Year 2023 2024 2025 2026 2027 —
Carbon dioxide emissions 9.3816 9.6931 9.9602 10.1858 10.3374 —

Table 10: Score chart.

Carbon dioxide emissions South Sudan Somalia China Indonesia ,e United States England
0.1 0.6907 0.6667 0.4971 0.4313 0.1919 0.1419
0.2 0.7274 0.6974 0.5262 0.4662 0.2221 0.1721
0.3 0.7618 0.7318 0.5540 0.4940 0.2440 0.1940
0.4 0.7845 0.7545 0.5750 0.5150 0.2622 0.2122
0.5 0.8064 0.7764 0.5896 0.5296 0.2782 0.2282
0.6 0.8233 0.7933 0.6047 0.5447 0.2927 0.2427
0.7 0.8349 0.8049 0.6145 0.5545 0.3022 0.2522
0.8 0.8459 0.8159 0.6280 0.5680 0.3103 0.2603
0.9 0.8514 0.8214 0.6411 0.5811 0.3143 0.2643
1 0.8543 0.8243 0.6434 0.5834 0.3160 0.2659
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Figure 6: Score of fragile countries.
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,ere are m cities and n evaluation indicators that form
the original indicator data matrix:

X � xij􏼐 􏼑
m×n

(0≤ i≤m, 0≤ j≤ n), (16)

where xij is the j-th indicator value of the i-th city. Firstly,
standardize the original indicator data.

,e standardized calculation of positive indicators is as
follows:

X �
Xij − min Xij􏼐 􏼑􏽨 􏽩

max Xi( 􏼁 − min Xi( 􏼁􏼂 􏼃
. (17)

,e standardized calculation of negative indicators is as
follows:

X �
max Xi( 􏼁 − Xi􏼂 􏼃

max Xi( 􏼁 − min Xi( 􏼁􏼂 􏼃
. (18)

After processing, calculate the proportion of the indi-
cator value Pij of the i-th city under the j-th indicator:

Pij �
yij

􏽐
m
i�1 yij

. (19)

,en, calculate the entropy of the j-th indicator:

Eij � −
k

􏽐
m
i�1 Pij lnPij

, k �
1

lnm
. (20)

(2) Calculating the weights of the j-th evaluation indi-
cator Wj:wj � gj/􏽐 gj.

(3) Calculating the difference coefficient of the j-th
evaluation indicator: based on the above method, the
weight of the evaluation indicators at all levels of the
urban vulnerability evaluation index system in the
context of climate change has been finally
determined.

8. Conclusion

In the irrational world political and economic order dom-
inated by the Western developed countries, poverty and war
occur in the underdeveloped countries, social vulnerability
exists in developed countries, and human beings in the
industrial age are faced with the vulnerability of the natural
environment [29].

,e research on the new theory of fragile countries can
break through the limitations of the past, improve the
ambiguity of the concept and the subjectivity of the eval-
uation criteria, and gradually improve the conceptual
framework and evaluation indicator system of the national
instability studies [30–35].

At the same time, the evaluation system defines the
vulnerability and incentive mechanism for national vul-
nerability, puts forward effective control or response mea-
sures, enhances the country’s ability to respond to various
adverse effects, and strengthens the application of national
vulnerability in the early warning of security risks. More
importantly, it provides a scientific basis for our country to
formulate sustainable development strategy.
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*e reciprocal degree resistance distance index of a connected graph G is defined as
RDR(G) � 􏽐 u,v{ }⊆V(G)((dG(u) + dG(v))/(rG(u, v))), where rG(u, v) is the resistance distance between vertices u and v in G. LetUn

denote the set of unicyclic graphs with n vertices. We study the graph with maximum reciprocal degree resistance distance index
among all graphs in Un and characterize the corresponding extremal graph.

1. Introduction

Let G � (V, E) be a simple connected graph of order n with
vertex set V � V(G) � v1, v2, . . . , vn􏼈 􏼉 and edge set
E � E(G). For any u ∈ V(G), dG(u) is the degree of vertex u,
and the distance between vertices of u and v, denoted by
dG(u, v), is the length of a shortest path between them.
Topological indices are numbers associated with molecular
structures which serve for quantitative relationships between
chemical structures and properties. *e first such index was
published byWiener [1], but the name topological index was
invented by Hosoya [2]. Many of them are based on the
graph distance [3] and the vertex degree [4]. In addition,
several graph invariants are based on both the vertex degree
and the graph distance [5].

One of the most intensively studied topological indices is
the Wiener index. *e Wiener index was introduced by
American chemist Wiener in [1], defined as

W(G) � 􏽘
u,v{ }⊆V(G)

dG(u, v). (1)

Another distance-based graph invariant Harary index
has been introduced by Plavšić et al. [6] and independently
by Ivanciuc et al. [7] in 1993 for the characterization of
molecular graphs. *e Harary index H(G) of graph G is
defined as

H(G) � 􏽘
u,v{ }⊆V(G)

1
dG(u, v)

. (2)

For more results related to Harary index, refer to
[8, 9–17].

*e resistance distance r(u, v) (if more than one graphs
are considered, we write rG(u, v) in order to avoid confu-
sion) between vertices u and v in G is defined as the effective
resistance between the two nodes of the electronic network
obtained so that its nodes correspond to the vertices of G and
each edges of G is replaced by a resistor of unit resistance,
which is compared by the methods of the theory of resistive
electrical networks based on Ohm’s and Kirchoff’s laws.

*e Kirchhoff index Kf(G) of a graph G is defined as
[18, 19]
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Kf(G) � 􏽘
u,v{ }⊆V(G)

rG(u, v). (3)

As a new structure descriptor, the Kirchoff index is well
studied (see recent papers [20–31]). In 2017, Chen et al. [32]
introduced a new graph invariant reciprocal to Kirchoff
index, named Resistance-Harary index:

RH(G) � 􏽘
u,v{ }⊆V(G)

1
rG(u, v)

. (4)

For more results related to Resistance-Harary index,
refer to [32–34].

*e first and the second Zagreb indices are defined as

M1 � M1(G) � 􏽘
u∈V(G)

dG(u)
2

� 􏽘
uv∈E(G)

dG(u) + dG(v)( 􏼁,

M2 � M2(G) � 􏽘
uv∈E(G)

dG(u)dG(v),

(5)

respectively. *ese are the oldest [35, 36] and best studied
degree-based topological indices (see the reviews [4], recent
papers [37, 38], and the references cited therein).

Dobrynin and Kochtova [39] and Gutman [40] inde-
pendently proposed a vertex-degree-weighted version of
Wiener index called degree distance, which is defined for a
connected graph G as

DD(G) �
1
2

􏽘
u,v{ }∈V(G)

dG(u) + dG(v)( 􏼁dG(u, v). (6)

*e reciprocal degree distance [41] is defined as

RDD(G) �
1
2

􏽘
u,v{ }∈V(G)

dG(u) + dG(v)

dG(u, v)
. (7)

Hua and Zhang [42] have obtained lower and upper
bounds for the reciprocal degree distance of graph in terms
of other graph invariants. *e chemical applications and
mathematical properties of the reciprocal degree distance are
well studied in [41, 43].

Analogous to the relationship between degree distance
and reciprocal degree distance, we introduce here a new
graph invariant based on both the vertex degree and the
graph distance, named the reciprocal degree resistance
distance index:

RDR(G) � 􏽘
u,v{ }⊆V(G)

dG(u) + dG(v)

rG(u, v)
. (8)

A unicyclic graph is a connected graph with n vertices
and n edges. LetUn denote the set of unicyclic graphs with n

vertices. In this paper, we determine the graph with max-
imum reciprocal degree resistance distance index among all
graphs in Un and characterize the corresponding extremal
graph.

2. Preliminaries

In this section, we will introduce some useful lemmas and
three transformations.

Let Cg � v1v2 · · · vgv1 be the cycle on g≥ 3 vertices. For
any two vertices vi, vj ∈ V(Cg) with i< j, by Ohm’s law, one
has

rCg
vi, vj􏼐 􏼑 �

(j − i)(g + i − j)

g
. (9)

Lemma 1 (see [19]). Let x be a cut vertex of a connected
graph G and let a and b be vertices occurring in different
components which arise upon deletion of x. /en,

rG(a, b) � rG(a, x) + rG(x, b). (10)

2.1. Edge-Lifting Transformation. Let G1 and G2 be two
graphs with n1 ≥ 2 and n2 ≥ 2 vertices, respectively. G is the
graph obtained from G1 and G2 by adding an edge between a
vertex u0 of G1 to a vertex v0 of G2. And G′ is the graph
obtained by identifying u0 of G1 to a vertex v0 of G2 and
adding a pendant edge to u0(v0). We say that G′ is obtained
from G by an edge-lifting transformation at e � u0, v0􏼈 􏼉 (see
Figure 1).

Lemma 2. If G′ can be obtained from G by an edge-lifting
transformation, then RDR(G)<RDR(G′).

Proof. Consider G and G′ shown in Figure 1. By the defi-
nition of RDR(G),
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RDR(G) � 􏽘

x,y∈V G1( )\ u0{ }

dG(x) + dG(y)

rG(x, y)
+ 􏽘

x,y∈V G2( )\ v0{ }

dG(x) + dG(y)

rG(x, y)

+ 􏽘

x∈V G1( )\ u0{ }

dG u0( 􏼁 + dG(x)

rG u0, x( 􏼁
+ 􏽘

x∈V G2( )\ v0{ }

dG u0( 􏼁 + dG(x)

rG v0, x( 􏼁 + 1

+ 􏽘

x∈V G1( )\ u0{ }

dG v0( 􏼁 + dG(x)

rG u0, x( 􏼁 + 1
+ 􏽘

x∈V G2( )\ v0{ }

dG v0( 􏼁 + dG(x)

rG v0, x( 􏼁

+ 􏽘

x∈V G1( )\ u0{ },y∈V G2( )\ v0{ }

dG(x) + dG(y)

rG x, u0( 􏼁 + 1 + rG v0, y( 􏼁
+

dG u0( 􏼁 + dG v0( 􏼁

rG u0, v0( 􏼁
,

RDR G′( 􏼁 � 􏽘

x,y∈V G1( )\ u0{ }

dG′(x) + dG′(y)

rG′(x, y)
+ 􏽘

x,y∈V G2( )\ v0{ }

dG′(x) + dG′(y)

rG′(x, y)

+ 􏽘

x∈V G1( )\ u0{ }

dG′ u0( 􏼁 + dG′(x)

rG′ u0, x( 􏼁
+ 􏽘

x∈V G2( )\ v0{ }

dG′ v0( 􏼁 + dG′(x)

rG′ v0, x( 􏼁

+ 􏽘

x∈V G1( )\ u0{ }

dG′ w0( 􏼁 + dG′(x)

rG′ u0, x( 􏼁 + 1
+ 􏽘

x∈V G2( )\ v0{ }

dG′ w0( 􏼁 + dG′(x)

rG′ v0, x( 􏼁 + 1

+ 􏽘

x∈V G1( )\ u0{ },y∈V G2( )\ v0{ }

dG′(x) + dG′(y)

rG′ x, u0( 􏼁 + rG′ v0, y( 􏼁
+

dG′ u0( 􏼁 + dG′ w0( 􏼁

rG′ u0, w0( 􏼁
.

(11)

(i) Note that dG(x) + dG(y) � dG′(x) + dG′(y),
rG(x, y) � rG′(x, y) for x, y ∈ V(G1)\ u0􏼈 􏼉 or
x, y ∈ V(G2)\ v0􏼈 􏼉, and dG(u0) + dG(v0) � dG′(u0)+

dG′(w0), rG(u0, v0) � rG′(u0, w0); then, we have

􏽘

x,y∈V G1( )\ u0{ }

dG(x) + dG(y)

rG(x, y)
� 􏽘

x,y∈V G1( )\ u0{ }

dG′(x) + dG′(y)

rG′(x, y)
,

􏽘

x,y∈V G2( )\ v0{ }

dG(x) + dG(y)

rG(x, y)
� 􏽘

x,y∈V G2( )\ v0{ }

dG′(x) + dG′(y)

rG′(x, y)
,

dG u0( 􏼁 + dG v0( 􏼁

rG u0, v0( 􏼁
�

dG′ u0( 􏼁 + dG′ w0( 􏼁

rG′ u0, w0( 􏼁
.

(12)

(ii) Note that dG(x) + dG(y) � dG′(x) + dG′(y),
rG(x, u0) + rG(v0, y) � rG′(x, u0) + rG′(v0, y) for
x ∈ V(G1)\ u0􏼈 􏼉, y ∈ V(G2)\ v0􏼈 􏼉; then, we have

􏽘

x∈V G1( )\ u0{ },y∈V G2( )\ v0{ }

dG(x) + dG(y)

rG x, u0( 􏼁 + 1 + rG v0, y( 􏼁

< 􏽘

x∈V G1( )\ u0{ },y∈V G2( )\ u0{ }

dG′(x) + dG′(y)

rG′ x, u0( 􏼁 + rG′ v0, y( 􏼁
.

(13)

(iii) Note that rG′(u0, x) � rG(u0, x) for any
x ∈ V(G1)\ u0􏼈 􏼉, and dG′(u0) � dG(u0) +

dG(v0) − 1; then, we have

G1 G2v0u0

(a)

G1 G2u0 (v0)

w0

(b)

Figure 1: *e edge-lifting transformation. (a) G. (b) G′.
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􏽘

x∈V G1( )\ u0{ }

dG′ u0( 􏼁 + dG′(x)

rG′ u0, x( 􏼁
− 􏽘

x∈V G1( )\ u0{ }

dG u0( 􏼁 + dG(x)

rG u0, x( 􏼁
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

+ 􏽘

x∈V G1( )\ u0{ }

dG′ w0( 􏼁 + dG′(x)

rG′ u0, x( 􏼁 + 1
− 􏽘

x∈V G1( )\ u0{ }

dG v0( 􏼁 + dG(x)

rG u0, x( 􏼁 + 1
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

� 􏽘

x∈V G1( )\ u0{ }

dG v0( 􏼁 − 1
rG u0, x( 􏼁

+ 􏽘

x∈V G1( )\ u0{ }

1 − dG v0( 􏼁

rG u0, x( 􏼁 + 1
> 0.

(14)

(iv) Note that rG′(v0, x) � rG(v0, x), dG′(x) � dG(x) for
any x ∈ V(G2), and dG′(v0) � dG(u0) + dG(v0) − 1;
then, we have

􏽘

x∈V G2( )\ v0{ }

dG′ v0( 􏼁 + dG′(x)

rG′ v0, x( 􏼁
− 􏽘

x∈V G2( )\ v0{ }

dG v0( 􏼁 + dG(x)

rG v0, x( 􏼁
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

+ 􏽘

x∈V G2( )\ v0{ }

dG′ w0( 􏼁 + dG′(x)

rG′ v0, x( 􏼁 + 1
− 􏽘

x∈V G2( )\ v0{ }

dG u0( 􏼁 + dG(x)

rG v0, x( 􏼁 + 1
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

� 􏽘

x∈V G2( )\ v0{ }

dG u0( 􏼁 − 1
rG v0, x( 􏼁

+ 􏽘

x∈V G2( )\ v0{ }

1 − dG u0( 􏼁

rG v0, x( 􏼁 + 1
> 0.

(15)

*us, by (i)–(iv), we get RDR(G′) − RDR(G) > 0. □

2.2. Cycle-LiftingTransformation. Let G be a graph as shown
in Figure 2. Take a cycle C in G, say C � v1v2 · · · vpv1; G can
be viewed as a graph obtained by coalescing C with a number
of star subgraphs of G, say G1, G2, . . . , Gp, by identifying vi

with the center of Gi for all i(1≤ i≤p), denoted as |E(Gi)| �

si and |V(Gi)| � si + 1. Deleting all edges in Gi and joining v1
to all pendant vertices of Gi(2≤ i≤p), we obtained a new
graph, denoted by G′ (see Figure 2).*is operation is called a
cycle-lifting transformation of G with respect to C.

Lemma 3. If G′ can be obtained from G by a cycle-lifting
transformation, then RDR(G)<RDR(G′).

Proof. Consider G and G′ shown in Figure 2. By the defi-
nition of RDR(G),

RDR(G) � 􏽘

p

i�1
􏽘

x,y∈V Gi( )\ vi{ }

dG(x) + dG(y)

rG(x, y)
+ 􏽘

p

i�1
􏽘

x∈V Gi( )\ vi{ }

dG vi( 􏼁 + dG(x)

rG vi, x( 􏼁

+ 􏽘

p

i,j�1

i≠j

􏽘

x∈V Gi( )\ vi{ }

y∈V Gj( 􏼁\ vj􏼈 􏼉

dG(x) + dG(y)

rG x, vi( 􏼁 + rG vi, vj􏼐 􏼑 + rG vj, y􏼐 􏼑
+ 􏽘

p

i�1
􏽘

x∈V Gi( )\ vi{ }

y∈V Gj( 􏼁\ vj􏼈 􏼉

dG(x) + dG(y)

rG(x, y)

+ 􏽘

x,y∈V Cp( 􏼁

dG(x) + dG(y)

rG(x, y)
,

RDR G′( 􏼁 � 􏽘

p

i�1
􏽘

x,y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)
+ 􏽘

p

i�1
􏽘

x∈V Gi( )\ v1{ }

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁

+ 􏽘

p

i,j�1

i≠j

􏽘

x∈V Gi( )\ v1{ }

y∈V Gj( 􏼁\ v1{ }

dG′(x) + dG′(y)

rG′ x, v1( 􏼁 + rG′ v1, y( 􏼁
+ 􏽘

p

i�1
􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)

+ 􏽘

x,y∈V Cp( 􏼁

dG′(x) + dG′(y)

rG′(x, y)
.

(16)
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(i) Note that dG(x) + dG(y) � dG′(x) + dG′(y),
rG(x, y) � rG′(x, y) for x, y ∈ V(Gi)\ vi􏼈 􏼉 in G, and
x, y ∈ V(Gi)\ v1􏼈 􏼉 in G′; then, we have

􏽘

p

i�1
􏽘

x,y∈V Gi( )\ vi{ }

dG(x) + dG(y)

rG(x, y)

� 􏽘

p

i�1
􏽘

x,y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)
.

(17)

(ii) Let rG(vi, vj) � rG′(vi, vj) � rt; when |j − i| � t, then
rt � rp− t. dG(vi) � si + 2 for any vi ∈ V(Cp) in G and
dG′(v1) � s1 + · · · + sp + 2 for v1 ∈ V(Cp) in G′;
then, we have

􏽘

x,y∈V Cp( 􏼁

dG(x) + dG(y)

rG(x, y)
� 􏽘

p

i�2

dG v1( 􏼁 + dG vi( 􏼁

rG v1, vi( 􏼁

+ 􏽘

p

i�3

dG v2( 􏼁 + dG vi( 􏼁

rG v2, vi( 􏼁
+ · · ·

+
dG vp− 1􏼐 􏼑 + dG vp􏼐 􏼑

rG vp− 1, vp􏼐 􏼑
.

(18)

*us,

􏽘

p

i�2

dG v1( 􏼁 + dG vi( 􏼁

rG v1, vi( 􏼁
�

s1 + s2 + 4
r1

+
s1 + s3 + 4

r2
+ · · · +

s1 + sp + 4
rp− 1

,

􏽘

p

i�3

dG v2( 􏼁 + dG vi( 􏼁

rG v2, vi( 􏼁
�

s2 + s3 + 4
r1

+ · · · +
s2 + sp + 4

rp− 2
,

· · ·

dG vp− 1􏼐 􏼑 + dG vp􏼐 􏼑

rG vp− 1, vp􏼐 􏼑
�

sp− 1 + sp + 4
r1

.

(19)

G1

Gp

G3

G2

v3

v2

v1

vp

(a)

G1

Gp

v3

v2

v1

vp

(b)

Figure 2: *e cycle-lifting transformation. (a) G. (b) G′.
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*us,

􏽘

x,y∈V Cp( 􏼁

dG(x) + dG(y)

rG(x, y)
�

s1 + · · · + sp− 1􏼐 􏼑 + s2 + · · · + sp􏼐 􏼑 + 4(p − 1)

r1

+
s1 + · · · + sp− 2􏼐 􏼑 + s3 + · · · + sp􏼐 􏼑 + 4(p − 2)

r2

+ · · · +
s1 + sp + 4

rp− 1
.

(20)

Similarly,

􏽘

x,y∈V Cp( 􏼁

dG′(x) + dG′(y)

rG′(x, y)
�

s1 + · · · + sp􏼐 􏼑 + 4(p − 1)

r1

+
s1 + · · · + sp􏼐 􏼑 + 4(p − 2)

r2

+ · · · +
s1 + · · · + sp + 4

rp− 1
.

(21)

*en,

􏽘

x,y∈V Cp( 􏼁

dG(x) + dG(y)

rG(x, y)
− 􏽘

x,y∈V Cp( 􏼁

dG′(x) + dG′(y)

rG′(x, y)

�
s2 + · · · + sp− 1

r1
+

s3 + · · · + sp− 2

r2

+ · · · +
− s2 + · · · + sp− 1􏼐 􏼑

rp− 1
� 0.

(22)

(iii) Note that dG(x) + dG(y) � dG′(x) + dG′(y),
rG(x, vi) + rG(vj, y) � rG′(x, v1) + rG′(v1, y) for
x ∈ V(Gi)\ vi􏼈 􏼉, y ∈ V(Gj)\ vj􏽮 􏽯 in G and for
x ∈ V(Gi)\ v1􏼈 􏼉, y ∈ V(Gj)\ v1􏼈 􏼉 in G′; then, we
have

􏽘

p

i,j�1
i≠j

􏽘

x∈V Gi( )\ vi{ }

y∈V Gj( 􏼁\ vj􏼈 􏼉

dG(x) + dG(y)

rG x, vi( 􏼁 + rG vi, vj􏼐 􏼑 + rG vj, y􏼐 􏼑

< 􏽘

p

i,j�1
i≠j

􏽘

x∈V Gi( )\ v1{ }

y∈V Gj( 􏼁\ v1{ }

dG′(x) + dG′(y)

rG′ x, v1( 􏼁 + rG′ v1, y( 􏼁
.

(23)

(iv) Note that rG(vi,x) � rG′(v1,x) � 1, dG(vi) + dG(x) �

si +3 for x ∈V(Gi)\ vi􏼈 􏼉 in G, and dG′(v1) + dG′(x) �

s1 + · · · + sp +3 for x ∈V(Gi)\ v1􏼈 􏼉 in G′; then, we
have

􏽘

p

i�1
􏽘

x∈V Gi( )\ vi{ }

dG vi( 􏼁 + dG(x)

rG vi, x( 􏼁
� s1 s1 + 3( 􏼁 + s2 s2 + 3( 􏼁

+ · · · + sp sp + 3􏼐 􏼑

� 􏽘

p

i�1
si si + 3( 􏼁,

􏽘

p

i�1
􏽘

x∈V Gi( )\ v1{ }

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁
� s1 s1 + · · · + sp + 3􏼐 􏼑 + · · ·

+ sp s1 + · · · + sp + 3􏼐 􏼑

� 􏽘

p

i�1
si s1 + · · · + sp + 3􏼐 􏼑.

(24)

*us, we have

􏽘

p

i�1
􏽘

x∈V Gi( )\ v1{ }

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁
− 􏽘

p

i�1
􏽘

x∈V Gi( )\ vi{ }

dG vi( 􏼁 + dG(x)

rG vi, x( 􏼁

� 􏽘

p

i,j�1
i≠j

si · sj.

(25)

(v) Note that dG(x) + dG(y) � 3 + si, dG′(x) +

dG′(y) � 3, rG(x, y) � rG′(x, y) for any
x ∈ V(Cp)\ vi􏼈 􏼉, y ∈ V(Gi)\ vi􏼈 􏼉 in G and for
x ∈ V(Cp)\ v1􏼈 􏼉, y ∈ V(Gi)\ v1􏼈 􏼉 in G′; when
si+t > sp(1≤ t≤p − 1), then si+t � si+t− p; we have

6 Discrete Dynamics in Nature and Society



􏽘

p

i�1
􏽘

x∈V Cp( 􏼁\ vi{ }

y∈V Gi( )\ vi{ }

dG(x) + dG(y)

rG(x, y)
� 􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V G1( )\ v1{ }

dG(x) + dG(y)

rG(x, y)

+ 􏽘

x∈V Cp( 􏼁\ v2{ }

y∈V G1( )\ v2{ }

dG(x) + dG(y)

rG(x, y)

+ · · · + 􏽘

x∈V Cp( 􏼁\ vp􏼈 􏼉

y∈V Gp( 􏼁\ vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)
.

(26)

*us,

􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V G1( )\ v1{ }

dG(x) + dG(y)

rG(x, y)
�

s1 3 + s2( 􏼁

r1 + 1
+

s1 3 + s3( 􏼁

r2 + 1
+ · · · +

s1 3 + sp􏼐 􏼑

rp− 1 + 1
,

􏽘

x∈V Cp( 􏼁\ v2{ }

y∈V G1( )\ v2{ }

dG(x) + dG(y)

rG(x, y)
�

s2 3 + s3( 􏼁

r1 + 1
+

s2 3 + s4( 􏼁

r2 + 1
+ · · · +

s2 3 + s1( 􏼁

rp− 1 + 1
,

· · ·

􏽘

x∈V Cp( 􏼁\ vp􏼈 􏼉

y∈V Gp( 􏼁\ vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)
�

sp 3 + s1( 􏼁

r1 + 1
+

sp 3 + s2( 􏼁

r2 + 1
+ · · · +

sp 3 + sp− 1􏼐 􏼑

rp− 1 + 1
,

(27)

and we have

􏽘

p

i�1
􏽘

x∈V Cp( 􏼁\ vj􏼈 􏼉

y∈V Gp( 􏼁\ vj􏼈 􏼉

dG(x) + dG(y)

rG(x, y)
� 􏽘

p

i�1

si 3 + s(i+1)modp􏼐 􏼑

r1 + 1
+ 􏽘

p

i�1

si 3 + s(i+2)modp􏼐 􏼑

r2 + 1
+ · · · + 􏽘

p

i�1

si 3 + s(i+p− 1)modp􏼐 􏼑

rp− 1 + 1
.

(28)
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*us,

􏽘

p

i�1
􏽘

x∈V Cp( 􏼁\ vi{ }

y∈V Gp( 􏼁\ vi{ }

dG(x) + dG(y)

rG(x, y)
� 􏽘

p

i,j�1

i≠j

si · 3 + sj􏼐 􏼑

rG vi, vj􏼐 􏼑 + 1
.

(29)

Similarly,

􏽘

p

i�1
􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)
� 􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)
+ 􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)

+ · · · + 􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)
,

􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)
�

3s1

r1 + 1
+

3s1

r2 + 1
+ · · · +

3s1

rp− 1 + 1
,

􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)
�

3s2

r1 + 1
+

3s2

r2 + 1
+ · · · +

3s2

rp− 1 + 1
,

· · ·

􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)
�

3sp

r1 + 1
+

3sp

r2 + 1
+ · · · +

3sp

rp− 1 + 1
.

(30)

*us, we have

􏽘

p

i�1
􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)

� 􏽘

p

i�1

3si

r1 + 1
+ 􏽘

p

i�1

3si

r2 + 1
+ · · · + 􏽘

p

i�1

3si

rp− 1 + 1
.

(31)

*en,

􏽘

p

i�1
􏽘

x∈V Cp( 􏼁\ v1{ }

y∈V Gi( )\ v1{ }

dG′(x) + dG′(y)

rG′(x, y)

− 􏽘

p

i�1
􏽘

x∈V Cp( 􏼁\ vi{ }

y∈V Gi( )\ vi{ }

dG(x) + dG(y)

rG(x, y)
� − 􏽘

p

i,j�1
i≠ j

si · sj

rG vi, vj􏼐 􏼑 + 1
.

(32)
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*us, by (i)–(v), we get RDR(G′) − RDR(G)> 0. □

2.3. Cycle-Shrinking Transformation. Denote by S
p
n the

unicyclic graph obtained from cycle Cp by attaching n − p

pendant edges to a vertex v1 of Cp (see Figure 3). Let
G � S

p
n (p≥ 4); deleting the edges v2v3, . . . , vp− 1vp and

adding the edges v2vp, v3v1, . . . , vp− 1v1, we obtain the graph
G′ � S3n. *is operation is called cycle-shrinking transfor-
mation. Denote by W(W′, resp) the set of pendant vertices
of G(G′, resp). Let |W| � k, |W′| � k′. It is clear that p + k �

n and 3 + k′ � n. *en, k′ � k + (p − 3); thus, W′ can be

partitioned into two subsets. One has k vertices, which is
naturally corresponding to W. So, we also denote it by W;
another has p − 3 vertices, denoted by 􏽥W.

Lemma 4. Let G be an unicyclic graph of order n and a cycle
Cp with p≥ 4; if G′ can be obtained from G by a cycle-
shrinking transformation, then RDR(G)<RDR(G′).

Proof. Consider G and G′ shown in Figure 3. By the defi-
nition of RDR(G),

RDR(G) � 􏽘
x,y∈W

dG(x) + dG(y)

rG(x, y)
+ 􏽘

x∈W

dG v1( 􏼁 + dG(x)

rG v1, x( 􏼁
+ 􏽘

x∈W

y∈ v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)

+ 􏽘

x∈W

y∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)
+ 􏽘

x∈ v2 ,vp􏼈 􏼉

dG v1( 􏼁 + dG(x)

rG v1, x( 􏼁

+ 􏽘

x∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG v1( 􏼁 + dG(x)

rG v1, x( 􏼁
+ 􏽘

x∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

y∈ v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)

+ 􏽘

x,y∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)
+

dG v2( 􏼁 + dG vp􏼐 􏼑

rG v2, vp􏼐 􏼑
,

RDR G′( 􏼁 � 􏽘
x,y∈W

dG′(x) + dG′(y)

rG′(x, y)
+ 􏽘

x∈W

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁
+ 􏽘

x∈W

y∈ v2 ,vp􏼈 􏼉

dG′(x) + dG′(y)

rG′(x, y)

+ 􏽘

x∈W,y∈􏽥W

dG′(x) + dG′(y)

rG′(x, y)
+ 􏽘

x∈ v2 ,vp􏼈 􏼉

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁
+ 􏽘

x∈􏽥W

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁

+ 􏽘

x∈W

y∈ v2 ,vp􏼈 􏼉

dG′(x) + dG′(y)

rG′(x, y)
+ 􏽘

x,y∈􏽥W

dG′(x) + dG′(y)

rG′(x, y)
+

dG′ v2( 􏼁 + dG′ vp􏼐 􏼑

rG′ v2, vp􏼐 􏼑
.

(33)
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(i) Note that dG(x) + dG(y) � dG′(x) + dG′(y),
rG(x, y) � rG′(x, y) for any x, y ∈W; then, we have

􏽘
x,y∈W

dG(x) + dG(y)

rG(x, y)
� 􏽘

x,y∈W

dG′(x) + dG′(y)

rG′(x, y)
. (34)

(ii) Note that dG(x) + dG(y) � dG′(x) + dG′(y) � 3,
rG(x, y) � (p − 1)/p + 1≥ rG′(x, y) � (2/3) + 1 for
any x ∈W, y ∈ v2, vp􏽮 􏽯 in G and x ∈W, y ∈ v2, vp􏽮 􏽯

in G′; then, we have

􏽘

x∈W
y∈ v2 ,vp􏼈 􏼉

dG′(x) + dG′(y)

rG′(x, y)
− 􏽘

x∈W
y∈ v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)
≥ 0.

(35)

(iii) Note that dG(v1) + dG(x) � k + 3, dG′(v1)+

dG′(x) � k + p, rG(v1, x) � rG′(v1, x) � 1, for
x ∈W in G and G′, respectively; then, we have

􏽘
x∈W

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁
− 􏽘

x∈W

dG v1( 􏼁 + dG(x)

rG v1, x( 􏼁

� k(k + p) − k(k + 3) � k(p − 3).

(36)

(iv) Note that dG(x) + dG(y) � 3, rG(x, y) �

rG(vi, v1) + 1≥ 2(3≤ i≤p − 1) for x ∈W, y ∈
V(Cp)\ v1, v2, vp􏽮 􏽯 and dG′(x) + dG′(y) � 2, rG′

(x, y) � 2 for x ∈W, y ∈ 􏽥W; then, we have

􏽘

x∈W
y∈􏽥W

dG′(x) + dG′(y)

rG′(x, y)
− 􏽘

x∈W

y∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)

≥ k(p − 3) −
3k(p − 3)

2
� −

k(p − 3)

2
.

(37)

Combing (iii) − (iv), we have

􏽘
x∈W

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁
− 􏽘

x∈W

dG v1( 􏼁 + dG(x)

rG v1, x( 􏼁
⎛⎝ ⎞⎠

+ 􏽘

x∈W

y∈􏽥W

dG′(x) + dG′(y)

rG′(x, y)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− 􏽘

x∈W

y∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

≥
k(p − 3)

2
≥ 0.

(38)

(v) Note that dG(v1) + dG(x) � k + 4, rG(v1, x) �

(p − 1)/p, and dG′(v1) + dG′(x) � k + p + 1,

rG′(v1, x) � 2/3, for x ∈ v2, vp􏽮 􏽯 in G and G′, re-
spectively; then, we have

􏽘

x∈ v2 ,vp􏼈 􏼉

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁
− 􏽘

x∈ v2 ,vp􏼈 􏼉

dG v1( 􏼁 + dG(x)

rG v1, x( 􏼁

� 3(k + p + 1) −
2p(k + 4)

p − 1
�

(k + 3p + 1)(p − 3)

p − 1
.

(39)

(vi) Note that dG(v1) + dG(x) � k + 4, rG(v1, x) �

rG(v1, vi)≥ 1(3≤ i≤p − 1) for x ∈ V(Cp)\

v1, v2, vp􏽮 􏽯 and dG′(v1) + dG′(x) � k + p, rG′
(v1, x) � 1 for x ∈ 􏽥W; then, we have

v3

v2

v1

vp

W

(a)

v2

v1

vp

W

W

(b)

Figure 3: *e cycle-shrinking transformation. (a) G. (b) G′.
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􏽘

x∈􏽥W

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁
− 􏽘

x∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG v1( 􏼁 + dG(x)

rG v1, x( 􏼁

≥ (p − 3)(k + p) − (p − 3)(k + 4) � (p − 3)(p − 4).

(40)

(vii) Note that dG(x) + dG(y) � 3 for
x ∈ V(Cp)\ v1, v2, vp􏽮 􏽯, y ∈ v2, vp􏽮 􏽯 and
dG′(x) + dG′(y) � 4, rG′(x, y) � rG′(v2, v1) + 1 �

(2/3) + 1 � (5/3) for x ∈ 􏽥W, y ∈ v2, vp􏽮 􏽯; by the
symmetry between v2 and vp, we have

􏽘

x∈􏽥W
y∈ v2 ,vp􏼈 􏼉

dG′(x) + dG′(y)

rG′(x, y)
− 􏽘

x∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

y∈ v2 ,vp􏼂 􏼃

dG(x) + dG(y)

rG(x, y)

� 2 􏽘

p− 1

i�3

3
rG′ v2, v1( 􏼁 + 1

− 2 􏽘

p− 1

i�3

4
rG v2, vi( 􏼁

�
18(p − 3)

5
−

8p

p − 1
+ 2 􏽘

p− 1

i�4

4
rG v2, vi( 􏼁

⎛⎝ ⎞⎠.

(41)

Since rG(v2, vi)≥ rG(v2, v4) � ((2(p − 2))/p)(4≤ i≤
p − 1), if ((2(p − 2))/p)≥ (5/3), then p≥ 12.
*en,

2 􏽘

p− 1

i�4

4
rG v2, vi( 􏼁

⎞⎠≤
24(p − 4)

5
. (42)

*us,

􏽘

x∈􏽥W
y∈ v2 ,vp􏼈 􏼉

dG′(x) + dG′(y)

rG′(x, y)
− 􏽘

x∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

y∈ v2 ,vp􏼂 􏼃

dG(x) + dG(y)

rG(x, y)

≥
18(p − 3)

5
−

8p

p − 1
+
24(p − 4)

5
􏼠 􏼡.

(43)

(viii) Note that dG(x) + dG(y) � 4, rG(x, y) �

rG(vi, vj)(3≤ i< j≤p − 1) for x, y ∈ V(Cp)

\ v1, v2, vp􏽮 􏽯 and dG′(x) + dG′(y) � 2, rG′(x, y) �

2 for x, y ∈ 􏽥W; then, we have

􏽘

x,y∈􏽥W

dG′(x) + dG′(y)

rG′(x, y)
− 􏽘

x,y∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)

�
(p − 3)(p − 4)

2
− 􏽘

p− 1

i,j�3 i<j

4
rG vi, vj􏼐 􏼑

.

(44)

*en,

􏽘

p− 1

i,j�3i< j

4
rG vi, vj􏼐 􏼑

� 􏽘

p

i�4

dG v3( 􏼁 + dG vi( 􏼁

rG v3, vi( 􏼁
+ 􏽘

p

i�5

dG v4( 􏼁 + dG vi( 􏼁

rG v4, vi( 􏼁

+ · · · +
dG vp− 2􏼐 􏼑 + dG vp− 1􏼐 􏼑

rG vp− 2, vp− 1􏼐 􏼑
.

(45)

When j − i � t(i< j), rG(vi, vj) � rt � rp− t; thus,

􏽘

p

i�4

dG v3( 􏼁 + dG vi( 􏼁

rG v3, vi( 􏼁
�

4
r1

+
4
r2

+ · · · +
4

rp− 4
,

􏽘

p

i�5

dG v4( 􏼁 + dG vi( 􏼁

rG v4, vi( 􏼁
�

4
r1

+ · · · +
4

rp− 5
,

· · ·

dG vp− 2􏼐 􏼑 + dG vp− 1􏼐 􏼑

rG vp− 2, vp− 1􏼐 􏼑
�

4
r1

,

(46)

and

􏽘

x,y∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)
�
4(p − 4)

r1
+
4(p − 5)

r2

+ · · · +
4

rp− 4
.

(47)

Since r1 � ((p − 1)/p), rt ≥ r2 � (2(p − 2))/p(2≤ t≤
p − 4), if (2(p − 2))/p≥ (5/3), then p≥ 12.
*en,

􏽘

x,y∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)
≤
4p(p − 4)

p − 1

+
6(p − 4)(p − 5)

5
.

(48)
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*us,

􏽘

x,y∈􏽥W

dG′(x) + dG′(y)

rG′(x, y)
− 􏽘

x,y∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)

≥
(p − 3)(p − 4)

2
−

4p(p − 4)

p − 1
+
6(p − 4)(p − 5)

5
􏼠 􏼡.

(49)

When p≥ 12, combing (v) − (viii), we have

􏽘

x∈ v2 ,vp􏼈 􏼉

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁
− 􏽘

x∈ v2 ,vp􏼈 􏼉

dG v1( 􏼁 + dG(x)

rG v1, x( 􏼁

⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠

+ 􏽘

x∈􏽥W

dG′ v1( 􏼁 + dG′(x)

rG′ v1, x( 􏼁
− 􏽘

x∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG v1( 􏼁 + dG(x)

rG v1, x( 􏼁

⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠

+ 􏽘

x∈􏽥Wy∈ v2 ,vp􏼈 􏼉

dG′(x) + dG′(y)

rG′(x, y)
− 􏽘

x∈V Cp􏼐 􏼑\ v1, v2, vp􏽮 􏽯

y∈ v2, vp􏽮 􏽯

dG(x) + dG(y)

rG(x, y)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

+ 􏽘

x,y∈􏽥W

dG′(x) + dG′(y)

rG′(x, y)
− 􏽘

x,y∈V Cp( 􏼁\ v1 ,v2 ,vp􏼈 􏼉

dG(x) + dG(y)

rG(x, y)

⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠

≥
(k + 3p + 1)(p − 3)

p − 1
+
3(p − 3)(p − 4)

2
+
18(p − 3)

5
−
4p(p − 2)

p − 1
−
6(p − 1)(p − 4)

5
.

�
3p3 − 22p2 + 33p − 54 + k(10p − 30)

10(p − 1)
.

(50)

Let f(p) � 3p3 − 22p2 + 33p − 54, p ∈ [12, +∞); this
function is strictly increasing in this interval; thus,
f(p)≥f(12) � 2358> 0.
Hence,

3p3 − 22p2 + 33p − 54 + k(10p − 30)

10(p − 1)
> 0. (51)

(ix) Note that dG(x) + dG(y) � 4, rG(v2, vp) � ((2(p −

2))/p) for x ∈ v2, vp􏽮 􏽯 inG and dG′(x) + dG′(y) � 4,
rG′(v2, vp) � (2/3) for x ∈ v2, vp􏽮 􏽯 in G′; then, we
have

dG′ v2( 􏼁 + dG′ vp􏼐 􏼑

rG′ v2, vp􏼐 􏼑
−

dG v2( 􏼁 + dG vp􏼐 􏼑

rG v2, vp􏼐 􏼑
� 6 −

2p

p − 2

�
4p − 12
p − 2
> 0.

(52)

*us, by (i)–(ix), when p≥ 12, we get
RDR(G′) − RDR(G) > 0.

When 4≤p≤ 11, Un(G0) � S4n, S5n, S6n, S7n, S8n, S9n, S10n , S11n􏼈 􏼉.
By comparison of direct calculation, we can obtain
RDR(S3n)>RDR(S

p
n ).

*e proof is completed. □
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3. Maximum Reciprocal Degree Resistance
Distance Index of Unicyclic Graphs

Let G be a connected graph with exactly one cycle, say
Cp � v1v2 · · · vpv1. G can be viewed as a graph obtained by
coalescing Cp with a number of trees, denoted by
G1, G2, . . . , Gp, by identifying vi with some vertex of Gi for
all i(1≤ i≤p). Denote S3n by the unicyclic graph obtained
from cycle C3 by attaching n − 3 pendant edges to a vertex of
C3. *e next theorem discusses the maximum reciprocal
degree resistance distance index in Un, which is the main
result of our work.

Theorem 1. Let G be a unicyclic graph of order n; then,
RDR(G)≤RDR(S3n), and the equality holds if and only if
G � S3n.

Proof. Let G be a unicyclic graph of order n such that ξ(G) is
as big as possible. By Lemmas 2–4, we have
RDR(G) ≤RDR(S3n); the equality holds if and only if
G � S3n. □
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Harary index for the characterization of chemical graphs,”

Journal of Mathematical Chemistry, vol. 12, no. 1, pp. 235–250,
1993.

[7] O. Ivanciuc, T.-S. Balaban, and A. T. Balaban, “Design of
topological indices. Part 4. Reciprocal distance matrix, related
local vertex invariants and topological indices,” Journal of
Mathematical Chemistry, vol. 12, no. 1, pp. 309–318, 1993.

[8] B. Furtula, I. Gutman, and V. Katanic, “*ree-center Harary
index and its applications,” Iranian Journal of Mathematical
Chemistry, vol. 7, pp. 61–68, 2016.

[9] L. Feng, Y. Lan, W. Liu, and X. Wang, “Minimal Harary index
of graphs with small parameters,” MATCH Communications
in Mathematical and in Computer Chemistry, vol. 76,
pp. 23–42, 2016.

[10] X.-X. Li and Y.-Z. Fan, “*e connectivity and the Harary
index of a graph,” Discrete Applied Mathematics, vol. 181,
pp. 167–173, 2015.

[11] S. Pirzada, H. A. Ganie, and I. Gutman, “On laplacian-energy-
like invariant and Kirchhoff index,” MATCH Communica-
tions in Mathematical and in Computer Chemistry, vol. 73,
pp. 41–59, 2015.

[12] K. Xu and K. C. Das, “On Harary index of graphs,” Discrete
Applied Mathematics, vol. 159, no. 15, pp. 1631–1640, 2011.

[13] K. Xu, “Trees with the seven smallest and eight greatest Harary
indices,” Discrete Applied Mathematics, vol. 160, no. 3,
pp. 321–331, 2012.

[14] K. Xu and K. C. Das, “Extremal unicyclic and bicyclic graphs
with respect to Harary index,” Bulletin of the Malaysian
Mathematical Sciences Society, vol. 36, pp. 373–383, 2013.

[15] K. Xu, J. Wang, K. C. Das, and S. Klavžar, “Weighted Harary
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DNA origami is the application of self-assembly in nanotechnology. .e combination of DNA origami and hybridization chain
reaction is one of the important application methods of DNA origami. In this paper, DNA origami is used to design the cipher
pattern on the base of origami..e cipher chain, which is put into the reaction solution, hybridizes with the molecular beacon and
the hairpin structure that form the cipher pattern to build a DNA origami model that can decode the pattern. .e cipher chain
consists of the starting chain and the intermediate chain. When the cipher is correct, the cipher chain can open the molecular
beacon and the hairpin structure to display the cipher pattern on the origami base in the solution.

1. Introduction

DNA origami is a DNA self-assembly method proposed in
recent years. .e concept of DNA origami was proposed
firstly by Rothemund [1]. Compared with traditional DNA
self-assembly, DNA origami is easier in constructing highly
complex and structurally stable nanostructures. It also has
addressability, which is a significant progress in the field of
DNA self-assembly and DNA nanotechnology. .rough
DNA origami technology, Qian and his team successfully
constructed the map of China, further proving that DNA
origami has the ability to construct almost any complex two-
dimensional nanoshape [2]. In 2011, Han et al. studied the
stereoscopic vase structure that can precisely regulate the
three-dimensional surface and pushed the research of DNA
origami in the structural design and manufacturing to the
climax [3, 4]. In 2013, the bipedal DNAWalker played a key
role in the research of DNA origami “orbit” [5]. In 2014,
DNA origami robots were designed for conventional
computing [6]. In the same year, Koirala and his team
combined DNA origami nanostructures to mechano-
chemical sensors [7]. In 2017, Tikhomirov et al. used the
square DNA origami as the basic unit to obtain the pattern of
the Mona Lisa at the micron level, further proving the ability

of DNA origami to construct any complex pattern, indi-
cating the addressability of DNA origami [8]. In 2018, Chao
combined DNA origami with hybridization chain reaction
to solve the maze problem [9]. .e substrate constructed by
DNA origami has great advantages in assembling functional
carbon nanotubes, nanoparticles, and proteins. Many
complex and diverse nanostructures have been designed and
assembled [10–12]. DNA origami can construct highly
complex nanostructures, which has great potential in the
“nano” field. Wang and his team used DNA origami
nanostructures to visualize cell uptake and metastasis in
tumor cells [13]. In fact, DNA origami has been applied to
single molecule detection [14, 15] and logic operation
[16, 17]. DNA origami has been used as the carbon nano-
tubes, protein structure, and the basic template for the as-
sembly of functional metal nanoparticles [18–22].

.e combination of DNA origami and hybridization
chain reaction is one of the important application methods
of DNA origami. Hybridization chain reaction (HCR) is a
new signal amplification method based on DNA hybrid-
ization proposed by Dirks and Pierce in 2004. .is is an
isothermal amplification technology, which greatly sim-
plifies the requirements of the instrument. It only needs
simple temperature control equipment such as heating
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module and water bath pot to complete the signal ampli-
fication of hybridization chain reaction [23]. When there are
only two kinds of DNA strands in the test tube solution, they
are stable in the solution and will not be hybridized and
opened. Once the starting DNA strand is added, the two
kinds of DNA strands will be hybridized alternately to form
a long double stranded DNA polymer with a gap. .e use of
hybridization chain reaction can not only amplify the signal
of single strand DNA, but also amplify the signal of other
biological molecules. It can induce oligonucleotides to hy-
bridize with each other using a small segment of nucleotide
chain as initiator to form a single strand DNA with two-
dimensional or three-dimensional spatial structure by de-
signing different oligonucleotides reasonably [23, 24]. At
present, hybridization chain reaction has been widely used
in nucleic acid, protein detection, biosensor, and other fields
[25–29]. Dong and his team combined the hybridization
chain reaction with G-quadruplex to construct a fluorescent
sensor for target DNA unmarked detection. .e target DNA
can be detected by changing the fluorescence intensity be-
fore and after the reaction [30]. Xiao et al. designed a variety
of chemiluminescence imaging technologies by combining
DNA microarray with hybridization chain reaction ampli-
fication induced by adjacent binding and used them in
sensitive screening and detection of protein biomarkers [31].
Li et al. proposed a method to light up the fluorescent sensor
by using hybridization chain reaction and DNA three-strand
assembly [32]. Because of the advantages of simple operation
and low cost, this method has high application value in
biomarker determination, clinical diagnosis, and biomedical
detection.

We use DNA origami to design the cipher pattern on the
base of origami. We put the cipher chain into the reaction
solution, which carry on the hybridization chain reaction
with the molecular beacon and the hairpin structure that
form the cipher pattern. It could establish the DNA origami
model, which can decode the pattern. It has been proved that
hybridization chain reaction and DNA origami structure
have the good application prospect in this field [33–46]. .e
cipher chain is composed of the starting chain and the
intermediate chain containing the password. .rough the
reaction with the origami base containing the cipher pattern
in the solution, the pattern is displayed when the cipher is
correct. .e pattern is observed by imaging with atomic
force microscope.

2. DNA Origami and Hybridization
Chain Reaction

2.1. DNA Origami. DNA origami refers to folding a long
M13mp18 phage DNA strand back and forth as a scaffold
chain and using multiple staples to fix the shape to obtain
fine and complex two-dimensional structure. Compared
with the self-assembly of DNA module, the design of DNA
strand in DNA origami is relatively simple. It also have high
assembly efficiency, nano-addressable characteristics (real-
ized by redesigning the single strand at the designated
position of staple chain and scaffold chain), and the ability to
construct more complex and fine patterns. .e substrate

constructed by DNA origami has great advantages in as-
sembling functional carbon nanotubes, nanoparticles, pro-
teins, and so on.

2.2. Hybridization Chain Reaction. Hybridization chain
reaction (HCR) is a new signal amplification method pro-
posed by Dirks and Pierce. It can induce oligonucleotides to
hybridize with each other to form DNA with spatial
structure using a small segment of nucleotide chain as
initiator by rationally designing different oligonucleotides.
.e hybridization chain reaction is to induce DNA mole-
cules of two different types of hairpin structures to hybridize
alternately by using the starting chain, open the hairpin
structure alternately, and form a double strand DNA
nanowire with a gap. And this process does not need enzyme
participation; the reaction conditions are mild; the operation
is simple. .e reaction principle is shown in Figure 1.

C1 and C2 are two DNA strands of hairpin structure,
which can exist in solution at the same time and can remain
stable without any hybridization reaction. C1 and C2 are all
composed of three parts, the sticky end, the “stem” in the
form of double chain, and the ring part of single chain, as
shown in Figure 1 (1). Among them, b and b∗ are base
complementary and exist in the form of double chain, called
the stem of C1(C2) chain; a is the single chain sticky
extending from the “stem” of C1 chain, and the single chain
segment c of hairpin is called the ring of C1 chain; ac-
cordingly, a∗ is the C2 chain ring, and c∗ is the single chain
sticky end extending from the “stem” of C2 chain. We can
call T initiation chain, which is a DNA single strand com-
posed of a∗ and b∗ parts. When the initiation chain T is
added, the a∗ and b∗ segments hybridize with the sticky end
a and stem b of C1, respectively. .e hairpin segment of C1 is
opened, and the segment c − b∗ is exposed in the form of a
single chain, as shown in Figure 1 (2). .e segment c − b∗

exposed by C1 and segment c∗ − b of C2 have a hybridization
chain reaction. .e hairpin section of C2 is opened, and the
segment a∗ − b∗ is exposed by C2, as shown in Figure 1 (3).
.e exposed segment a∗ − b∗ of C2 continues to hybridize
with the next C1 and open the hairpin structure. It will
circulate and react successively until the C1 and C2 in the
solution are exhausted. Finally, alternating hybridization of
C1 and C2 assembled spontaneously a long DNA nanowire.
Each initiation chain T is equivalent to the growth site of a
DNA nanowire. With the concentration of “fuel” C1 and C2
being constant and sufficient, the higher the concentration of
the initiation chain T is, the shorter the nanowire is and the
smaller the molecular weight is.

3. DNA Origami Model

3.1. Composition of the Model. Because of the simple image
design, we give a simple cipher image circuit diagram of
“Tian,” shaped as the Chinese character “Field.”

.ere are three lines in the horizontal and vertical di-
rection of the circuit diagram, and each line has two short
paths (two short edges) with a total of 12 edges. .e 12 edges
of the circuit diagram can be used to design simple cipher
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image. .e circuit diagram is mapped on the origami base,
which is composed of several molecular beacons and or-
dinary hairpin structure fixed on the DNA origami base.
Among them, there are nine ordinary hairpin structures at
the vertices and intersections of the circuit diagram, which
are fixed on the origami base in the form of three in each row
and three rows in total; there are molecular beacons with a
fluorescence group and a quenching group on each edge
(between the two adjacent hairpin structures) of the circuit
diagram, a total of 12, as shown in Figure 2(a). We use the
short chain to fold the circular phage into a two-dimensional
rectangle as the origami base (shown in gray in the figure).
At a certain distance on the origami base, we extend the staple
chain with the sticky end (shown in light blue in the figure),
which is connected with the hairpin structures (including
molecular beacon and ordinary hairpin structure). .e red
one is the molecular beacon with fluorescence and quenching
group, and the dark blue one is the ordinary hairpin structure.

.e structure of molecular beacon and hairpin structure
is basically the same. .ey are all composed of five-segment
oligonucleotide fragments, with two segments that com-
plement each other to form the “stems” of the chain. One is
the “ring” of the chain, and the other is complementary to
the sticky end of a stapling chain extending on the origami
base, which fixes the chain on the origami base. Only
compared with the ordinary hairpin structure, the two sticky
ends of the molecular beacon have luminescent fluorescence
groups and quenching groups. .ey do not light up when
they are not turned on. And they only turn on and shine
when the starting chain and the intermediate auxiliary chain
(collectively referred to here as “the cipher chain”) are
added. And the ordinary hairpin structure plays a role of
route guidance to avoid causing other neighboring molec-
ular beacons to open in advance when opening these mo-
lecular beacons, so that it can be opened according to the
designed route. In this way, the molecular beacons fixed on
the origami base can be used for simple cipher image design,
and the corresponding molecular beacons need to be opened
to display the cipher pattern.

To open the corresponding molecular beacon, a cipher
chain needs to be added, which is composed of a starting
chain and an intermediate chain, as shown in Figure 2(b).
.e starting chain consists of two oligonucleotide fragments,
as shown in the left side of Figure 2(b); the intermediate
chain consists of four oligonucleotide fragments, as shown in

the right side of Figure 2(b). Only the chain containing the
correct fragment can open the corresponding molecular
beacon, and then the cipher pattern can be displayed.

3.2. )e Construction of Cipher and the Realization of
Decoding. According to the composition of the model, we
designed a cipher pattern and according to the cipher
pattern, we designed the base sequence of hairpin structure
(including molecular beacon and hairpin structure) on
origami base. .e base sequence of each hairpin structure
passed by the pattern is almost the same. It is only different
from the base sequence of molecular beacon and hairpin
structure at the binding marker, and the base sequence of
hairpin structure of the starting point at the junction of the
starting chain, as shown in Figure 3(a). We set the top left as
the starting point of the cipher pattern, and the cipher
pattern we designed is the dotted brown line on the graph
below. .e base sequence of hairpin structure in other
positions is different from it, so it will not react with it and
open it.

In the cipher pattern on this origami substrate, all
hairpin structures can be regarded as consisting of five
segments of oligonucleotide fragments. One of the segments
is complementary to the sticky end of a staple chain
extending on the origami base and is not marked with letters.
.e remaining four segments are marked with letters as
shown in the hairpin structure on Figure 3(a). Segments a
and a∗ are the stems of the hairpin structure, and they are
complementary; segment c is the loop of the hairpin
structure. .e above oligonucleotide fragments are the same
in all the hairpin structures. Only compared to the ordinary
hairpin structure, the two sticky ends of the a and a∗ seg-
ments of the molecular beacon have luminescent fluorescent
groups and quenching groups. .e hairpin structure of the
starting point is different from other hairpin structures in
the oligonucleotide fragment combined with the starting
chain, and we mark it as the x segment. We mark other
hairpin structures of this segment as the e segment.

.e base sequence of the hairpin structure in the position
of noncipher pattern is different from that in the position of
cipher pattern, so that the cipher chain will not react with it
and this hairpin structure will not be opened. In order to
simplify the design of hairpin structure, we can only design
different noncipher pattern hairpin structure adjacent to the
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3a abbc

c∗c∗b
a∗

a∗
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T
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Figure 1: Basic principle of hybridization chain reaction.
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hairpin structure at the location of cipher pattern to avoid
other hairpin structures participating in the reaction.

We put the designed origami base into the solution in
advance. .en we add the cipher chain to the solution. .e
hairpin structure of the starting point has a special oligo-
nucleotide fragment, which can be specifically combined
with the starting chain in the cipher chain, thereby ensuring
the uniqueness of the starting point.

When the cipher chain is added to the solution, the
starting chain will open the hairpin structure of the starting
point. .e opening process is shown in Figure 3(b). .e x∗

segment of the starting chain will complement and pair with
the x segment of the starting point hairpin structure, and the
a∗ segment of the starting chain will complement and pair
with the a segment of the starting point hairpin structure,
thereby opening the hairpin structure..e hairpin c segment
and a∗ segment of the hairpin structure will be comple-
mentarily paired with the intermediate chain c∗ segment and
the a segment of the cipher chain, thereby opening the
intermediate chain. .e loop e∗ segment and a∗ segment of
the intermediate chain can continue to be complementary
paired with the e segment and a segment of the molecular
beacon, thereby opening the molecular beacon to make the
pattern glow.

Another molecular beacon adjacent to the starting point
hairpin structure will not open (that is, the cipher pattern
will not pass through) because its base sequence structure is
different from the intermediate chain. In this way, according
to the designed cipher pattern, the hairpin structure can be
opened in sequence; the starting chain can open the hairpin
structure of the starting point; the hairpin structure opens
the intermediate chain; the intermediate chain is opening the
molecular beacon; the molecular beacon lights up; and then
the molecular beacon opens the intermediate chain so as to
finally display the cipher pattern, as shown in Figure 3(c). At
the same time, the intermediate chain can only open the

adjacent hairpin structure of the previous one, thereby
avoiding mismatches.

.e circuit diagram of cipher pattern we designed does
not directly arrange the molecular beacons in order. .e
addition of ordinary hairpin structures between the mo-
lecular beacons can avoid the situation that there is a fold
back in the path of cipher pattern and the opening sequence
cannot follow the design image. As shown in Figure 4(a), T1
goes through T2 to T3 instead of directly from T1 to T3. .e
correct and wrong opening methods are shown in
Figure 4(b).

We pour the cipher chain into the solution. If the cipher
chain is correct, the starting chain can open the hairpin
structure at the starting point, and then the intermediate
chain of the cipher chain can sequentially open the hairpin
structure that the cipher pattern passes through. And the
opened molecular beacon will light up to display the cipher
pattern. If the cipher is not correct, no matter the base
sequence in the starting chain or the intermediate chain is
wrong, the hairpin structure cannot be opened to display the
cipher pattern. As shown in Figure 4(c), the upper part is the
open figure with correct cipher chain display, and the lower
part is the figure with wrong cipher chain display (this is the
starting chain error).

We also consider hiding the base code of the inter-
mediate chain, and the correct code is its password. Since
the encryption algorithm of DNA coding has been very
mature, we hide the base sequence of intermediate chain.
After only obtaining its decoding method, completing the
decoding, and finding the corresponding intermediate
chain to match, we could get the correct cipher pattern
while putting the cipher chain into the solution. If the
decoding is not successful, we will not get the final correct
cipher pattern. In this way, we can make the cipher chain
more secure. We should have not only the cipher chain but
also the correct method for decoding the cipher chain, so

(a)

a

e∗

c∗

a∗ x∗ a∗

(b)

Figure 2: (a) Circuit diagram of origami base and hairpin structure; (b) cipher chain, consisting of starting chain (left) and intermediate
chain (right).
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Figure 3: (a) .e hairpin structure and cipher pattern designed on origami base; (b) the opening process after adding the cipher chain; (c)
the cipher pattern after opening.
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that the correct answer can form the correct path. .is is
what we will do next.

4. Conclusion

In this paper, DNA origami model for simple image
decoding is established by combining DNA origami with
hybridization chain reaction. We design the hairpin struc-
ture on the origami base, which can decode the simple cipher
pattern. .e correct cipher chain composed of a starting
chain and an intermediate chain can open the molecular
beacon and display the cipher pattern. But the hairpin
structure is a one-time channel, which cannot be reused; the
cipher pattern cannot be designed to crossovers. With the
development of molecular biology and bioengineering, the
method is expected to have more progress in reusability and
can further be expanded to solve more complex decoding
problems.
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Several graph invariants have been defined and studied, which present applications in nanochemistry, computer networks, and
other areas of science. One vastly studied class of the graph invariants is the class of the topological indices, which helps in the
studies of chemical, biological, and physical properties of a chemical structure. One recently introduced graph invariant is the face
index, which can assist in predicting the energy and the boiling points of the certain chemical structures. In this paper, we drive the
analytical closed formulas of face index of silicon carbides Si2C3 − I[a, b], Si2C3 − II[a, b], Si2C3 − III[a, b], and SiC3 − III[a, b].

1. Introduction

Several invariants assigning a matrix, a polynomial, a nu-
meric number, or a sequence (of numbers) to a graph have
been defined and studied during the last few decades. One
such significant class among such invariants is the class of
topological indices (TIs), which assigns a number to the
given graph. +e value of a TI of a molecular structure is
dependent on its shape, size, symmetry, patterns of the
bonds, and the contents of heteroatoms in it. Consequently,
the notion of the TI provides the quantitative character-
ization of the molecular structures. Several researchers have
studied different aspects and applications of the TIs. For
contents related to studies on lower/upper bounds maxima/
minima of TIs, see [1–5], studies on chemistry and drugs see
[6–10], and other applications, see [11–13]. Another vital
contribution of the study of the TIs is their effectiveness in
studying the different aspects of new drugs and chemical
compounds, which is an immense need of the medical
science and industry. For details, we refer [14, 15] to the
readers. Consequently, computing and studying the behavior

of the values of the TIs of the molecular structures provide
significant information and hence is one of the trends in
modern research.

Before proceeding further with the study of a specific
index, we set the notations used in this paper. +e notions
of a planar graph, its faces, and an infinite face are well
known in the literature. Let G be a graph with vertex set
V(G), edge set E(G), and face set F(G). A face f is said to
be incident with an edge e, whenever e is among the edges
which surrounds f. Moreover, face is said to be incident
with a vertex w, whenever w is incident to an edge e which
surrounds f. +e incidency of w to the face f is repre-
sented by w ∼ f. +e degree of a face f in G is given as
d(f) � 􏽐w∼fdw. For the notions and notations not given
here, we refer [16] to the readers. Recently, Jamil et al.
[17] introduced a novel topological index named as the
face index. +ey showed that the face index can help to
predict the boiling points and the energy of selected
benzenoid hydrocarbons with the correlation coefficient
r> 0.99. For a planar graph G, the face index (FI) can be
defined as
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FI(G) � 􏽘
f∈F(G)

d(f) � 􏽘
w∼f∈F(G)

dw,
(1)

where w ∼ f represents the incidency of the vertex w with
the face f.

On the contrary, the Silicon Carbide (SiC) is the first and
foremost material that contained the covalent bound of C
and Si atoms, typically in biatomic layers. +ese layers form
tetrahedrally oriented molecules of C and Si atoms, with a
very short bound length and hence a very high bound
strength.+is is the base of extremely high mechanically and
chemical stability of SiC [18, 19]. SiC occurs in nature as the
incredibly uncommon mineral moissanite. SiC being one of
the most extensively used wide bandgap materials, performs
a vital role in power industries by setting new principles in
power savings as rectifiers or switches in the system for data
centers, solar cells, wind turbines, and electric vehicles, as
well as high temperature and radiation tolerant electronic
applications [20–23]. +ere are several silicon carbides
which we are going to study in this paper, such as
Si2C3 − I[a, b], Si2C3 − II[a, b], Si2C3 − III[a, b], and
SiC3 − III[a, b]. Several papers have been devoted to the
study of silicon, carbon-based structures, for details, see
[24–26]. +e main objective of this paper is to find the
analytic formula of the face index of these silicon carbides.
Moreover, we also present the graphical analysis of the
obtained results. For this, we use the Chemsketch for
plotting the figures of silicon carbides, Maple for calcula-
tions, and MATLAB for graphical analysis.

Before presenting the results, we include Euler’s formula
for planar graphs. Evidently, we may observe that the silicon
structures presented in Section 2 are consistent with this
formula.

Theorem 1. For a finite, connected, and planar graph G with
vertex set V(G), edge set E(G), and face set F(G), we have

|V(G)| − |E(G)| +|F(G)| � 2. (2)

2. Results

In this section, we investigate the exact formulas of the face
index for Si2C3 − I[a, b], Si2C3 − II[a, b], Si2C3 − III[a, b],
and SiC3 − III[a, b]. To find the face indices of the molecular
graphs, we partitioned the face set depending on the degrees
of each face.

2.1. Face Index for Si2C3 − II[a, b] and Graphical
Representations. +e molecular graphs of silicon carbides
Si2C3 − I[a, b] are given in Figure 1. Figure 1(a) consists of
unit cell of the silicon carbide Si2C3 − I[a, b] and Si2C3 −

I[a, b] for a � 1 and b � 1. Figure 1(b) is Si2C3 − I[a, b] for
a � 3 and b � 4.

Theorem 2. Let G � Si2C3 − I[a, b], where a, b≥ 1. 6en,

FI(G) �

70a − 34, if b � 1

90ab − 20a − 30b − 4, if a, b≠ 1

18(3b − 1), if a � 1.

⎧⎪⎪⎨

⎪⎪⎩
(3)

Proof. We consider the following three cases:

Case-I If b � 1, let fj and |fj| denote the face with the
property 􏽐w∼fj

dw � j and the number of such faces,
respectively. +e structure Si2C3 − I[a, 1] contains four
types of internal faces f14, f16, f18, and f20 and an
external face, f∞. So, the face index of Si2C3-I[a, 1] is

(a) (b)

Figure 1: +e unit cell and Si2C3 − I[3, 4], respectively.
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FI(G) � 􏽘
w∼f∈F(G)

dw

� 􏽘
w∼f14

dw + 􏽘
w∼f16

dw + 􏽘
w∼f18

dw + 􏽘
w∼f20

dw + 􏽘
w∼f∞

dw

� f14
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(14) + f16
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(16) + f18
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(18) + f20
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(20) + 20a

� 14(a − 1) + 16(a − 1) + 18(2) + 20(a − 2) + 20a

� 70a − 34.

(4)

Case-IIWhen a, b≠ 1, then, we notice that the structure
Si2C3 − I[a, b] contains seven types of faces, which are
f14,f15,f16,f18,f19,f20, and f21 and an external face,
f∞. Moreover, the sum of vertex degrees of external

face is 20a + 30(b − 1). In each row of Table 1, the
number of internal faces is written.

+e face index of Si2C3 − I[a, b] is

Table 1: Numbers of f14, f15, f16, f18, f19, f20, and f21 with given number of rows.

Rows |f14| |f15| |f16| |f18| |f19| |f20| |f21|

2 a + 1 2a− 3 a− 1 a + 1 2 a− 2 2a− 3
3 a + 3 2(2a− 3) a− 1 2a 4 a− 2 2(2a− 3)
4 a + 5 3(2a− 3) a− 1 3a− 1 6 a− 2 3(2a− 3)
. . . . . — — —
. . . . . — — —
. . . . . — — —
B a+ 2b− 3 (b− 1) (2a− 3) a− 1 ab− a− b+ 3 2(b− 1) a− 2 (b− 1) (2a− 3)
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Figure 2: FI(Si2C3 − I[a, 1]), FI(Si2C3 − I[a, b]), and FI(Si2C3 − I[1, b]), respectively.

(a) (b)

Figure 3: +e unit cell and Si2C3 − II[4, 1], respectively.

Table 2: Numbers of f16, f17, and f18 with given number of rows.

No. of rows |f16| |f17| |f18|

2 2a 2a 3a− 5
3 2a + 2 2a + 2 8a− 12
4 2a + 4 2a + 4 13a− 19
. . . .
. . . .
. . . .
B 2(a + b)− 4 2(a + b)− 4 5ab− 7(a + b) + 9
+e rest follows from the definition of the face index.

Discrete Dynamics in Nature and Society 3



FI(G) � 􏽘
w∼f∈F(G)

dw

� 􏽘
w∼f14

dw + 􏽘
w∼f15

dw + 􏽘
w∼f16

dw + 􏽘
w∼f18

dw

+ 􏽘
w∼f19

dw + 􏽘
w∼f20

dw + 􏽘
w∼f21

dw + 􏽘
w∼f∞

dw

� f14
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(14) + f15
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(15) + f16
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(16) + f18
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(18)

+ f19
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(19) + f20
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(20) + f21
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(21) + 20a + 30(b − 1)

� 14(a + 2b − 3) + 15(b − 1)(2a − 3) + 16(a − 1)

+ 18(ab − a − b + 3) + 19(2(b − 1)) + 20(a − 2)

+ 21(b − 1)(2a − 3) + 20a + 30(b − 1)

� 90ab − 20a − 30b − 4.

(5)

Case-III When a � 1, the structure Si2C3 − I[a, b]

contains three types of internal faces f13, f16, and f17
and an external face f∞ with sum of degrees 24b − 4.
Moreover, |f13| � b − 1, |f16| � 1, and |f17| � b − 1. So,
the face index of Si2C3 − I[a, b] is

FI(G) � 􏽘
w∼f∈F(G)

dw

� 􏽘
w∼f13

dw + 􏽘
w∼f16

dw + 􏽘
w∼f17

dw + 􏽘
w∼f∞

dw

� f13
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(13) + f16
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(16) + f17
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(17) + 24b − 4

� 13(b − 1) + 16(1) + 17(b − 1) + 24b − 4

� 18(3b − 1),

(6)

which completes the proof. □

Remark 1. It is interesting to observe that
|V(Si2C3 − I[a, b])| � 10ab, |E(Si2C3 − I[a, b])| � 15ab −

2a − 3b, and |F(Si2C3 − I[a, b])| � 5ab − 2a − 3b + 2. Hence,
the structure Si2C3 − I[a, b] satisfies the Euler formula.

Now, we present the results obtained for Si2C3 − I[a, b]

in a graphical way in Figure 2. Every silicon carbide structure
depends on two variables a and b. We use two kinds of
graphs to show the outcomes of face index. One is the 2D
graph where the reliance of a face index is drawn against one
variable of the structure a or b while other is kept fixed. Here,
we demonstrate 2D graphs for b � 1 and change a, and for
a � 1 and change b. +e second tool is the 3D graph where
reliance of a face index is drawn against both parameters,
and we gained a surface that tells about the trends of face
index against both parameters a and b at the same time.

2.2. Face Index for Si2C3 − II[a, b] and Graphical
Representations. +e molecular graphs of silicon carbides
Si2C3 − II[a, b] are given in Figure 3, which consists of unit
cell of silicon carbide Si2C3 − II[a, b] and Si2C3 − II[a, b] for
a � 4 and b � 1.

Theorem 3. Let H � Si2C3 − II[a, b], where a, b≥ 1. 6en,
the face index of H is given as

FI(H) �

18(3a − 2), if b � 1,

90ab − 30(a + b) − 15, if a, b≠ 1,

18(3b − 2), if a � 1.

⎧⎪⎪⎨

⎪⎪⎩
(7)

Proof. We consider the following three cases.

Case-I If b � 1, then the graph of Si2C3 − II[a, 1]

consists of two faces, an internal face f15 with |f15| �

2a − 2 and an external face, f∞ having the sum of
vertex degrees 24a − 6. +e rest follows from the def-
inition of the face index.
Case-IIWhen a, b≠ 1, then, we notice that the structure
Si2C3 − II[a, b] contains three types of internal faces,
which are f16, f17, and f18 and an external face, f∞.
Moreover, the sum of vertex degrees of external face is
30(a + b) − 45. +e number of internal faces in each
row is given in Table 2. □
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Figure 4: FI(Si2C3 − II[a, 1]), FI(Si2C3 − II[a, b]), and FI(Si2C3 − II[1, b]), respectively.
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Case-III When a � 1, the structure Si2C3 − II[a, b]

contains an internal face f15 and an external face f∞
with sum of degrees 24b − 6. Moreover, |f15| � 2b − 2.
+e rest follows from the definition of the face index.

Remark 2. It is interesting to observe that
|V(Si2C3 − II[a, b])| � 10ab, |E(Si2C3 − II[a, b])| � 15ab −

2a − 3b, and |F(Si2C3 − II[a, b])| � 5ab − 2a − 3b + 2.
Hence, the structure Si2C3 − II[a, b] satisfies the Euler
formula.

With the same settings as in Section 2.1, we present the
results obtained for Si2C3 − II[a, b] in graphical way in
Figure 4.

2.3. Face Index for SiC3 − III[a, b] and Graphical
Representations. +e molecular graphs of silicon carbides
SiC3 − III[a, b] are given in Figures 5 and 6. Figure 5(a) is for
a � 5 and b � 1, Figure 5(b) is for a � 5 and b � 2, and
Figure 6 consists of unit cell and SiC3 − III[a, b] for a � 5
and b � 5.

Theorem 4. Let K � SiC3 − III[a, b], where a, b≥ 1. 6en,

FI(K) �
32a − 18; for b � 1

72ab − 30a − 20b − 7; for b> 1.
􏼨 (8)

Proof. When b � 1, then the graph of SiC3 − III[a, 1] con-
sists of two faces, an internal face f14 with |f14| � a − 1, and

(a)

(b)

Figure 5: (a) SiC3 − III[5, 1] and (b) SiC3 − III[5, 2].

(a) (b)

Figure 6: +e unit cell and SiC3 − III[5, 5], respectively.

Table 3: Numbers of f13, f15, f17, f18, f20, f22, and f24 with given
number of rows.

Rows |f13| |f15| |f17| |f18| |f20| |f22| |f24|

2 1 3(a− 1) a− 1 — 1 a− 1 —
3 2 5(a− 1) a− 1 a− 1 1 A a− 1
4 3 7(a− 1) a− 1 2(a− 1) 1 a + 1 2(a− 1)
. . . . . . . .
. . . . . . . .
. . . . . . . .

B b− 1 (2b− 1)
(a− 1) a− 1 (b− 2)

(a− 1) 1 a + b− 3 (b− 2)
(a− 1)

+e rest follows from the definition of the face index.
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an external face, f∞ having the sum of degrees 18a − 4. +e
rest follows from the definition of the face index. Now, when
b> 1, then we notice that the structure SiC3 − III[a, b]

contains seven types of internal faces which are f13, f15, f17,
f18, f20, f22, and f24 and an external face, f∞. Moreover,
the sum of vertex degrees of external face is 30a + 17b − 30.
In each row of Table 3, the number of internal faces is
written. □

Remark 3. It is interesting to observe that
|V(SiC3 − III[a, b])| � 8ab, |E(SiC3 − III[a, b])| � 12ab −

3a − 2b, and |F(SiC3 − III[a, b])| � 4ab − 3a − 2b + 2.
Hence, the structure SiC3 − III[a, b] satisfies the Euler
formula.

With the same settings as in Section 2.1, we present the
results obtained for SiC3 − III[a, b] in a graphical way in
Figure 7.

2.4. Face Index for SiC3 − III[a, b] and Graphical
Representations. +e molecular graphs of silicon carbides
SiC3 − III[a, b] are given in Figure 8.

Theorem 5. Let L � SiC3 − III[a, b], where a, b≥ 1. 6en,

FI(L) �
70a − 32, for b � 1,

90ab − 20a − 30b − 2, for b> 1.
􏼨 (9)
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Figure 7: FI(SiC3 − III[a, 1]), FI(SiC3 − III[a, b]), and FI(SiC3 − III[1, b]), respectively.

(a) (b)

Figure 8: +e unit cell and SiC3 − III[5, 4], respectively.
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Proof. When b � 1, then the graph of Si2C3 − III[a, 1]

consists of four types of faces, three internal faces f14, f20,
and f22 and an external face f∞ having the sum of degrees
20a. Moreover, the values of |f14|, |f20|, and |f22| are
2(a − 1), 2, and (a − 2), respectively. +e rest follows from
the definition of the face index. Now, when b> 1, then we
notice that the structure SiC3 − III[a, b] contains eight types
of internal faces, which are f14, f15, f17, f18, f21, f22, f23,
and f24 and an external face, f∞. Moreover, the sum of
vertex degrees of external face is 20a + 24(b − 1). In each
row of Table 4, the number of internal faces is written. □

Remark 4. It is interesting to observe that
|V(Si2C3 − III[a, b])| � 10ab, |E(Si2C3 − III[a, b])| � 15ab−

2a − 3b, and |F(Si2C3 − III[a, b])| � 5ab − 32 − 3b + 2.
Hence, the structure Si2C3 − III[a, b] satisfies the Euler
formula.

With the same settings as in Section 2.1, we present the
results obtained for Si2C3 − III[a, b] in a graphical way in
Figure 9.

3. Conclusions

An ongoing direction in mathematical and computational
chemistry is the assessment of various properties of mo-
lecular structures with the help of numerical graph de-
scriptors. +ese invariants have also established the feasible
applications in QSAR/QSPR studies, which are beneficial for
the new molecular designs, drug discoveries, and hazard

estimation of chemicals. Hence, the novel index, named as
the face index for the molecular graphs of silicon carbides, is
presented through the numerical way, and we have also
displayed our numeric outcomes in the graphical way. Our
consequences could be applicable in assessing and com-
paring the properties of these molecular structures.
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*e connectivity index, introduced by the chemist Milan Randić in 1975, is one of the topological indices with many applications.
In the first quarter of 1990s, Randić proposed the variable connectivity index by extending the definition of the connectivity index.
*e variable connectivity index for graph G is defined as 􏽐vw∈E(G)((d(v) + c)(d(w) + c))− 1/2, where c is a nonnegative real
number, E(G) is the edge set of G, and d(t) denotes the degree of an arbitrary vertex t in G. Soon after the innovation of the
variable connectivity index, its various chemical applications have been reported in different papers. However, to the best of the
authors’ knowledge, mathematical properties of the variable connectivity index, for c> 0, have not yet been discussed explicitly in
any paper. *e main purpose of the present paper is to fill this gap by studying this topological index in a mathematical point of
view. More precisely, in this paper, we prove that the star graph has the minimum variable connectivity index among all trees of a
fixed order n, where n≥ 4.

1. Introduction

All the graphs that we discuss in the present study are simple,
connected, undirected, and finite. For a graph G � (V, E),
the number |V(G)| is called its order, and |E(G)| is the size
of G. Neighbor of a vertex v ∈ V(G) is a vertex adjacent to v.
*e set of all neighbors of vertex v of G is denoted by N(v).
*e number |N(v)| is called the degree of a vertex, v ∈ G,
and it is denoted by d(v). If d(v) � 1, then v is called a
pendent vertex or a leaf. A graph of order n is called an
n-vertex graph. Denote by Pn and Sn the n-vertex path graph
and the n-vertex star graph, respectively. *e class of all
n-vertex trees is denoted by Tn. For the (chemical) graph
theoretical notation and terminology that are not defined in
this paper, refer to [1, 2].

One of the fundamental ideas in CGT (chemical graph
theory) is molecular connectivity. Chemical behavior of a
compound is dependent upon its structure. QSPR/QSAR
(quantitative structure-property/activity relationship)

studies are progressive fields of chemical research that focus
on the behavior of this dependency. *e quantitative rela-
tionships are mathematical models that either enable the
prediction of a continuous variable (e.g., boiling point and
LC50 toxicity) or the classification of a discrete variable (e.g.,
sweet/bitter and toxic/nontoxic) from structural parameters.
Actually, CGT has provided many topological indices that
have been and are being used in QSPR/QSAR studies for
predicting the physicochemical properties of chemical
compounds. Topological indices are those graph invariants
that found some applications in chemistry [3–6]. For further
details about the topological indices and their applications,
refer to [3, 7–11] and the references therein.

Molecules can bemodeled using graphs in which vertices
correspond to atoms of the considered molecules, and the
edges correspond to the covalent bonds between atoms [6].
To model the heteroatom molecules, it is better to use the
vertex-weighted graphs, which are the graphs whose one or
more vertices are distinguished in some way from the rest of
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the vertices [12]. Let G be a vertex-weighted graph with the
vertex set v1, v2, . . . , vn􏼈 􏼉, and let wibe the weight of the
vertex vi for i � 1, 2, . . . , n. *e augmented vertex-adjacency
matrix of G is an n × n matrix denoted by avA(G) and is
defined as avA(G) � [ai,j]n×n, where

ai,j �

1, if vivj ∈ E(G);

wi, if i � j;

0, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

*e variable connectivity index [13, 14], proposed by
Randić, for graph G is defined as

1χ
f

(G) � 􏽘
vivj∈E(G)

1
���������������������

d vi( 􏼁 + wi( 􏼁 d vj􏼐 􏼑 + wj􏼐 􏼑

􏽱 . (2)

We associate this index’s name with its inventor Randić
by calling it as the variable Randić index. *is index was
actually introduced within the QSPR/QSAR studies of
heteroatom molecules. If G is the molecular graph of a
homoatomic molecule, then w1 � w2 � · · · � wn � c (say),
and hence, the variable Randić index 1χf

(G) becomes
1χ

f
(G)�

v
Rc(G) � 􏽘

vivj∈E(G)

1
�������������������

d vi( 􏼁 + c( 􏼁 d vj􏼐 􏼑 + c􏼐 􏼑

􏽱 . (3)

In the rest of this paper, we denote this index by vRc

instead of 1χf. Clearly, if we take c � 0, then the invariant

vRc(G) is the classical Randić index [10, 15]. Liu and Zhong
[5] showed that the variable Randić index has more flexi-
bility in characterizing polymers, which can lead to simpler
correlations with better correlative accuracy. Details about
the chemical applications of the variable Randić index can be
found in [5, 7, 9, 12, 15–22] and related references listed
therein. It needs to be mentioned here that the variable
Randić index seems to have more chemical applications than
the several well-known variable indices, for example, the
indices considered in [23–33]. However, to the best of the
authors’ knowledge, mathematical properties of the variable
Randić index, for c> 0, have not yet been discussed explicitly
in any paper. *e main purpose of the present paper is to fill
this gap by studying this topological index in a mathematical
point of view. Since the trees (that are the connected graphs
without cycles) form an important class of graphs both in
chemical graph theory as well as in general graph theory, in
this paper, we study an extremal problem related to the
variable Randić index of the class of trees. We prove that the
star graph Sn has the minimum variable Randić index among
all trees of a fixed order n, where n≥ 4.

2. Main Result

To establish the main result, we prove a lemma first.

Lemma 1. If c≥ 0 and s, t≥ 2, then function f defined as

f(c, s, t) � (s + t − 1)
����������
s + t − 1 + c

􏽰
− (s − 1)

����
s + c

√
− (t − 1)

����
t + c

􏽰
−

�����������
(s + c)(t + c)

1 + c

􏽳

, (4)

is positive-valued. Proof. We note that the function zf/zs is strictly increasing
in t on the interval (1,∞) because

zf

zs
�

����������
s + t − 1 + c

􏽰
+

s + t − 1
2

����������
s + t − 1 + c

􏽰 −
����
s + c

√
−

s − 1
2 ����

s + c
√ −

����
t + c

√

2
������������
(1 + c)(s + c)

􏽰 ,

z

zt

zf

zs
􏼠 􏼡 �

3
�����������������
(1 + c)(t + c)(s + c)

􏽰
−

����������
s + t − 1 + c

􏽰

4
�����������������
(1 + c)(t + c)(s + c)

􏽰 ����������
s + t − 1 + c

􏽰 +
c

4(s + t − 1 + c)3/2
> 0,

(5)

where the last inequality holds because

(c + 1)(s + c)(t + c)≥ (s + c)(t + c)>(s + c) +(t + c) − 1≥ s + t + c − 1. (6)

Also, note that the value of the function zf/zs at t � 1 is
0, which implies that the function zf/zs is positive-valued
for t> 1, and hence, function f is strictly increasing in s on
the interval (1,∞). Due to the identity f(c, s, t) � f(c, t, s),
function f is strictly increasing also in t on the interval

(1,∞). It holds that f(c, 1, t) � f(c, t, 1) � 0, and hence,
f(c, s, t)> 0 for all s, t> 1 and c≥ 0. □

Transformation 1. For n≥ 4, let T be a tree of order n

containing at least two nonpendent vertices. Let u ∈ V(T) be

2 Discrete Dynamics in Nature and Society



a vertex of maximum degree, and let NT(u) � v, u1, u2, . . . ,􏼈

us− 1}, where d(v)≥ d(ui) for i � 1, 2, . . . , s − 1. Also, take
NT(v) � u, v1, v2, . . . , vt− 1􏼈 􏼉. Note that s≥ t≥ 2. We trans-
form T into another tree T

�

by removing the edges
vv1, vv2, . . . , vvt− 1 and adding the edges uv1, uv2, . . . , uvt− 1.

Lemma 2. LetT and T
�

be the trees defined in Transformation
1. For c≥ 0, it holds that

v
Rc(T�)< vRc(T). (7)

Proof. By using the definition of the variable Randić index,
one has

v
Rc(T) −

v
Rc(T�) � 􏽐

s− 1

i�1
f s, d ui( 􏼁( 􏼁 − f s + t − 1, d ui( 􏼁( 􏼁􏼂 􏼃

+ 􏽐
t− 1

i�1
f t, d vi( 􏼁( 􏼁 − f s + t − 1, d vi( 􏼁( 􏼁􏼂 􏼃

+f(s, t) − f(s + t − 1, 1),

(8)

where

f(a, b) �
1

������������
(a + c)(b + c)

􏽰 . (9)

Equation (8) gives

v
Rc(T) −

v
Rc(T�) � 􏽐

s− 1

i�1
f s, d ui( 􏼁( 􏼁 1 −

f s + t − 1, d ui( 􏼁( 􏼁

f s, d ui( 􏼁( 􏼁
􏼢 􏼣

+ 􏽐
t− 1

i�1
f t, d vi( 􏼁( 􏼁 1 −

f s + t − 1, d vi( 􏼁( 􏼁

f t, d vi( 􏼁( 􏼁
􏼢 􏼣

+f(s, t) − f(s + t − 1, 1)

� 􏽐
s− 1

i�1
f s, d ui( 􏼁( 􏼁 1 −

����
s + c

√

����������
s + t − 1 + c

􏽰􏼠 􏼡

+ 􏽐
t− 1

i�1
f t, d vi( 􏼁( 􏼁 1 −

����
t + c

√

����������
s + t − 1 + c

􏽰􏼠 􏼡

−
1

�����������������
(1 + c)(s + t − 1 + c)

􏽰 +
1

�����������
(s + c)(t + c)

􏽰 .

(10)

Since the vertex u ∈ V(T) has the maximum degree,
that is, d(u) � s≥d(w) for every w ∈ V(T) and
d(v) � t≥d(ui) for i � 1, 2, . . . , s − 1, thus,
f(s, d(ui))≥f(s, t) and f(t, d(vi))≥f(t, s) � f(s, t).
Hence, equation (10) yields

v
Rc(T) −

v
Rc(T�)≥

s − 1
�����������
(s + c)(t + c)

􏽰 1 −

����
s + c

√

����������
s + t − 1 + c

􏽰􏼠 􏼡

+
t − 1

�����������
(s + c)(t + c)

􏽰 1 −

����
t + c

√

����������
s + t − 1 + c

􏽰􏼠 􏼡

−
1

�����������������
(1 + c)(s + t − 1 + c)

􏽰 +
1

�����������
(s + c)(t + c)

􏽰

�
s − 1

�����������
(s + c)(t + c)

􏽰 +
t − 1

�����������
(s + c)(t + c)

􏽰 +
1

�����������
(t + c)(s + c)

􏽰

−
s − 1

�����������������
(t + c)(s + t − 1 + c)

􏽰 −
t − 1

�����������������
(s + c)(s + t − 1 + c)

􏽰

−
1

�����������������
(1 + c)(s + t − 1 + c)

􏽰

�
1

�����������������������
(s + c)(t + c)(s + t − 1 + c)

􏽰 [(s + t − 1)
����������
s + t − 1 + c

􏽰

− (s − 1)
����
s + c

√
− (t − 1)

����
t + c

√
−

�����������
(s + c)(t + c)

1 + c

􏽳

⎤⎦.

(11)
By using Lemma 1 in (11), we get vRc(T) − vRc(T

�

)> 0, as
desired.

Next result is a direct consequence of Lemma 2. □

Theorem 1. For n≥ 4 and c≥ 0, among all trees of a fixed
order n, star graph Sn is the unique tree with minimum
variable Randić index vRc, which is

n − 1
���������������
(n − 1 + c)(1 + c)

􏽰 . (12)

For c≥ 0 and small values of n, we calculate the variable
Randić index vRc of the trees of order n and find that the
value of this index does not exceed from

v
Rc Pn( 􏼁 �

2
������������
(1 + c)(2 + c)

􏽰 +
n − 3
2 + c

. (13)

This suggests the following conjecture.

Conjecture 1. For n≥ 4 and c≥ 0, among all trees of a fixed
order n, path graph Pn is the unique tree with maximum
variable Randić index vRc, which is

2
������������
(1 + c)(2 + c)

􏽰 +
n − 3
2 + c

. (14)
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hostility toward chemical graph theory,” MATCH Commu-
nications in Mathematical and in Computer Chemistry,
vol. 59, no. 1, pp. 5–124, 2008.

[16] J. C. Dearden, “*e use of topological indices in QSAR and
QSPRmodeling,” inAdvances in QSARModeling, K. Roy, Ed.,
pp. 57–88, Springer, Berlin, Germany, 2017.

[17] R. G. Domenech, J. Gálvez, J. V. de Julián-Ortiz, and
L. Pogliani, “Some new trends in chemical graph theory,”
Chemical Reviews, vol. 108, pp. 1127–1169, 2008.

[18] M. Pompe, “Variable connectivity index as a tool for solving
the anti connectivityproblem,” Chemical Physics Letters,
vol. 404, pp. 296–299, 2004.
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Topological index is a number that can be used to characterize the graph of a molecule. Topological indices describe the physical,
chemical, and biological properties of a chemical structure. In this paper, we derive the analytical closed formulas of face index of
some planar molecular structures such as TUC4, TUC4C8(S), TUHC6, TUC4C8(R), and armchair TUVC6.

1. Introduction

In this time of rapid technological development, the phar-
macological techniques have evolved rapidly during the
recent years. Consequently, a large number of new drugs and
chemical compounds have been obtained. A huge amount of
work is required to study the biological, chemical, and
pharmacological aspects of these new drugs and chemical
compounds. &is workload is becoming more and more
cumbersome as it requires sufficient tools, reagents, human
resources, and a lot of time to check the performance of these
new chemical compounds. However, the developing
countries cannot afford these equipment and reagents to
check up these biochemical properties and are resultantly
unable to compete with the developed world in the areas of
medical science and industry. To some extent, the chemical
graph theory solved this problem as it assists to measure the
pharmaceutical, chemical, and physical properties of the
chemical compounds. Fortunately, previous research has
revealed that chemical properties of a molecule such as
boiling point, melting point, and toxicity are closely related
to their molecular structures (see [1, 2]). &is relationship is

one of the key reasons for the development of the mathe-
matical chemistry. In the chemical graph theory, a molecular
structure can be represented in the form of a graph
G � (V(G), E(G)), where vertices V � V(G) and edges E �

E(G) of a graph G show the atoms and the bonds of a
molecular structure, respectively.

A topological index (TI) is an invariant that is assigned to
a molecular structure (graph) and is used to characterize the
molecule. It may be thought as a convenient device which
converts a chemical constitution into a unique number, which
is independent of the way in which the corresponding graph
has been drawn or labeled. TIs were employed in developing a
suitable correlation between the chemical structure and
chemical or biological activities and physical properties.
Several researchers working in the area of chemical and
mathematical sciences have introduced TIs, such as the
Wiener index, Randić indices, Zagreb indices, PI index, ec-
centric index, atom-bond connectivity index, and forgotten
index, which have been used to predict the characteristics of
the nanomaterials, drugs, and other chemical compounds.
&ere are several papers to calculate the topological indices of
some special molecular graphs [3–12].
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&e notions of a planar graph, its faces, and an infinite
face are well known in the literature. Let
G � (V(G), E(G), F(G)) be a finite simple connected planar
graph, where V(G), E(G), and F(G) represent the vertex,
edge, and face sets, respectively. A face f ∈ F(G) is incident
to an edge e ∈ E(G) if e is one of those which surrounds the
face. Similarly, a facef ∈ F(G) is incident to a vertex v inG if
v is at the end of one of those incident edges; the incidency of
v to the face f is represented by v∼f. &e face degree f in G

is given as d(f) � 􏽐v∼fd(v). For the notions and notations
not given here, we refer [13] to the readers.

Recently, Jamil et al. [14] introduced a novel topological
index named as the face index. &e face index helped to
predict the energy and the boiling points of selected ben-
zenoid hydrocarbons with the correlation coefficient
r> 0.99. For a graph G, the face index (FI) can be defined as

FI(G) � 􏽘
f∈F(G)

d(f) � 􏽘
v∼f∈F(G)

d(v).
(1)

In this paper, we calculate the face index of some special
molecular graphs which have been widely used in drugs.

2. Main Results

In this section, we investigate the exact formulas of the face
index for the molecular structures of vastly studied nano-
tubes with wide range of applications:
TUC4C8(S),TUC4C8(R),TUHC6,TUC4, and TUVC6. To
find the face indices of the molecular graphs of these
nanotubes, we partitioned the face set depending on the
degrees of each face.

2.1. Face Index of TUC4C8(S)[n, q, r] and TUC4C8(R)

[n, q, r]Nanotubes. &e 2-dimensional lattice of TUC4C8(S)

[n, q, r] is constructed by the alternatingly positioned squares
C4 and octagons C8 (see Figure 1(a)), where n, q, and r

represent the number of rows, octagons in each row, and
squares in each row. A TUC4C8(S)[n, q, r] nanotube can be
constructed by rolling the 2D lattice of carbon atoms and can
be seen in Figure 1(b).

Firstly, we prove the following formula which provides
the exact values of the face index for TUC4C8(S)[n, q, r].

Theorem 1. Let G � TUC4C8(S)[n, q, r], where n, q, r≥ 1, be
the 2-dimensional lattice of TUC4C8(S) nanotube; then, the
face index of G is given as

FI(G) � 24nq + 12nr + 4q + 12r. (2)

Proof. Let G be the 2-dimensional lattice of
TUC4C8(S)[n, q, r] nanotube with n number of rows and let
q and r be the number of octagons and number of squares in
each row, respectively. In TUC4C8(S)[n, q, r], the total
number of faces in one row is q + r. Let fj denote the faces
having 􏽐w∼fj

dw � j and |fj| denote the number of faces
with degree j. From Figure 1(a), it can be noticed that 2D
lattice of TUC4C8(S)[7, 4, 4] contains four types of internal
faces f12, f20, f22, and f24 and an external face, f∞. When

TUC4C8(S)[n, q, r] has n rows, then sum of vertex degrees of
external face is 8q + 12r. &e number of internal faces in
each row is given in Table 1.

&e face index of TUC4C8(S)[n, q, r] is

FI(G) � 􏽘
w∼f∈F(G)

dw

� 􏽘
w∼f12

dw + 􏽘
w∼f22

dw + 􏽘
w∼f24

dw + 􏽘
w∼f∞

dw

� f12
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(12) + f22
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(22) + f24
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(24) + 8q + 12r

� nr(12) + 2q(22) + q(n − 2)(24) + 8q + 12r

� 12nr + 44q + 24nq − 48q + 8q + 12r

� 24nq + 12nr + 4q + 12r.

(3)

&is completes the proof. □

Theorem 2. Let n, q, r≥ 1 and H � TUC4C8(R)[n, q, r] be
the graph of 2-dimensional lattice of TUC4C8(R) nanotube.
9en, the face index of the graph H is given as

FI(H) � 24nq + 6nr + 12q + 18r. (4)

Proof. Consider a TUC4C8(R)[n, q, r] nanotube with n

number of rows, q number of octagons, and r number of
squares in each row as shown in Figure 2(a).&e 2-dimensional
lattice (H) of TUC4C8(R)[n, q, r] is shown in Figure 2(b). In
H, the total number of faces in one row is q + r. Letfj and |fj|

denote the face with degree j and the number of faces with
degree j, respectively. From the structure of H, one can notice
that there are three types of internal faces f11,f12, and f24 and
an external face f∞. &e external face has degree 12q + 2r.
Table 2 illustrates the number of internal faces in
TUC4C8(R)[n, q, r] based on the degree of each face.

&e face index of the graph H � TUC4C8(R)[n, q, r] is

FI(H) � 􏽘
w∼f∈F(H)

dw

� 􏽘
w∼f11

dw + 􏽘
w∼f12

dw + 􏽘
w∼f24

dw + 􏽘
w∼f∞

dw

� |f11|(11) + |f12|(12) + |f24|(24) + 12q + 2r

� r(11) +
(n − 1)r

2
(12) + nq(24) + 12q + 2r

� 11r + 6nr − 6r + 24nq + 12q + 2r

� 24nq + 6nr + 12q + 7r.

(5)

&is completes the proof. □

2.2. Face Index of TUC4[p, q] Nanotube. For p≥ 2 and
q≥ 3, the 2-dimensional lattice of TUC4[p, q] nanotube is
obtained by the Cartesian product of the path Pp and the
cycle Cq. For p � 8 and q � 4, the example of TUC4[p, q] is
shown in Figure 3(b).
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(a) (b)

Figure 1: (a) 2D lattice of TUC4C8(S)[7, 4, 4]. (b) 3D nanotube TUC4C8(S).

Table 1: Numbers of f12, f20, f22, and f24 with given number of rows.

n |f12| |f20| |f22| |f24|

1 R q — —
2 2r — 2q —
3 3r — 2q Q
4 4r — 2q 2q
. . . . .
. . . . .
. . . . .
N Nr — 2q (n−2)q

(a) (b)

Figure 2: (a) 3D nanotube TUC4C8(R). (b) 2D lattice of TUC4C8(R).

Table 2: Numbers of f11, f12, and f24 with given number of rows.

n |f11| |f12| |f24|

1 R — Q
2 R r/2 2q
3 R R 3q
4 R 3r/2 4q
5 5 2r 5q
. . . .
. . . .
. . . .
N R (n − 1)r/2 Nq
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Theorem 3. Let K be the graph of TUC4[p, q] nanotube
structure, where p≥ 2 and q≥ 3. 9en, the face index of K is
equal to

FI(K) �

18q; if p � 2,

34q; if p � 3,

2q(8p − 7); if p> 3.

⎧⎪⎪⎨

⎪⎪⎩
(6)

Proof. We will prove the result for p> 3. Let K denote the
graph of TUC4C[p, q] nanotube structure. From Figure 3,
we can notice that the graph K contains three types of
internal faces, namely, f3q, f14, and f16, and an external face
of degree 3q. By applying the definition and using the values
from Table 3, the face index of K can be computed as

FI(K) � 􏽘
w∼f∈F(K)

dw

� 􏽘
w∼f3q

dw + 􏽘
w∼f14

dw + 􏽘
w∼f16

dw

� f3q

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌(3q) + f14
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(14) + f16
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(16)

� 2(3q) + 14(2q) + 16(p − 3)q

� 2q(8p − 7).

(7)

&is completes the proof.

2.3. Zig-Zag TUHC6[n, q] Nanotube. Consider the graph K

of TUHC6[n, q] zig-zag polyhex nanotube structure, where n

denotes the number of rows and the number of hexagons in
each row is represented by q. Figure 4 illustrates the
nanotube TUHC6[n, q] and its 2-dimensional structure.

Theorem 4. For n, q≥ 1, let K represent the 2-dimensional
graph of TUHC4[n, q] structure. 9e face index of K is

FI(K) � 18nq + 8q. (8)

Proof. Let TUHC6[n, q] be a polyhex nanotube with n

number of rows and q number of hexagons in each row and
K be the 2-dimensional graph of TUHC6[n, q] structure.&e
molecular graph of TUHC6[n, q] is shown in Figure 4. Let fj

denote the face having degree j, i.e., 􏽐w∼fj
dw � j, and let

|fj| denote the number of fj. &e molecular graph of
TUHC6[n, q] contains two types of internal faces f17 and
f18 and an external face f∞. When TUHC6[n, q] has n rows,
then the face degree of f∞ is 10q. &e number of internal
faces with the given number of rows is listed in Table 4.

&e face index of the graph K � TUHC6[n, q] is

FI(K) � 􏽘
w∼f∈F(K)

dw

� 􏽘
w∼f17

dw + 􏽘
w∼f18

dw + 􏽘
w∼f∞

dw

� f17
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(17) + f18
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(18) + 10q

� 2q(17) +(n − 2)q(18) + 10q

� 34q + 18nq − 36q + 10q

� 18nq + 8q,

(9)

which is the required result. □

2.4. TUVC6[n, q] Nanotube. &e 2-dimensional graph of
TUVC6[n, q] is shown in Figure 5(b), and the TUVC6[n, q]

nanotube can be constructed by rolling this lattice of carbon
atoms (Figure 5(a)), where n represents the number of rows
and q is the hexagons in each row.

Theorem 5. Let L � TUVC4[n, q], where n, q≥ 1, be the
graph of 2-dimensional lattice of TUVC6[n, q] armchair
polyhex nanotube. 9e face index of L is

FI(L) � 36nq − 8q. (10)

Proof. Let L represent the 2-dimensional molecular
graph of TUVC6[n, q] with n number of rows and q

number of hexagons in each row. From Figure 5(b), we
can easily notice that L contains 2 types of internal faces
f16 and f18 and an external face, and the degree of ex-
ternal face is 14q. &e cardinalities of internal faces with
given degree and given number of rows are explained in
Table 5.

&e face index of L � TUVC6[n, q] is

Table 3: Numbers of f11, f12, and f24 with given number of rows.

TUC4[k, q] |f3q| |f12| |f14| f16

k� 2 2 Q — —
k� 3 2 — 2q —
k� 4 2 — 2q Q
k� 5 — 2q 2q
. . . . .
. . . . .
. . . . .
k� p 2 — 2q (p−3)q

(a) (b)

Figure 3: (a) Nanotube TUC4[p, 6]. (b) Nanotube TUC4[8, 4].
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FI(L) � 􏽘
w∼f∈F(L)

dw

� 􏽘
w∼f16

dw + 􏽘
w∼f18

dw + 􏽘
w∼f∞

dw

� f16
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(16) + f18
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌(18) + 14q

� 2q(16) +(2n − 3)q(18) + 14q

� 32q + 36nq − 54q + 14q

� 36nq − 8q,

(11)

and the proof is complete. □

(a) (b)

Figure 4: (a) 3D nanotube TUHC6[n, q]. (b) 2D lattice of TUHC6[5, 5].

Table 4: &e cardinalities of the faces with given degree for given number of rows.

n |f16| |f17| |f18|

1 q — —
2 — 2q —
3 — 2q Q
4 — 2q 2q
. . . .
. . . .
. . . .
N — 2q (n−2)q

(a) (b)

Figure 5: (a) Armchair 3D nanotube TUVC6[n, q]. (b) 2D lattice of TUVC6[4, 4].

Table 5:&e cardinalities of f14, f16, and f18 with given number of
rows.

n |f14| |f16| |f18|

1 q — —
2 — 2q Q
3 — 2q 3q
4 — 2q 5q
. . . .
. . . .
. . . .
N — 2q (2n−3)q
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3. Conclusion

In [14], using multiple linear regression, it has been shown
that the novel face index can predict the π electron energy
and boiling point of benzenoid hydrocarbon with a corre-
lation coefficient greater than 0.99. &erefore, this index can
be useful in QSPR/QSAR studies. In this paper, we have
computed the novel face index of some nanotubes.
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Cyanobacteria in Chaohu Lake multiply rapidly and diffuse in large quantities every summer, which has a serious impact on the
normal life of the surrounding residents and the local economic development. -erefore, it is urgent to control the cyanobacterial
pollutants in Chaohu Lake. In this context, in order to improve the scientificalness and feasibility of control measures, it is an
important prerequisite and condition to grasp the change of cyanobacterial pollutant diffusion in Chaohu Lake. For this reason, a
computational model for cyanobacterial pollutant diffusion in Chaohu Lake, China, was designed based on the relevant large data.
-e design of the model is divided into three parts: the first part builds an area calculation model to analyze the change of
cyanobacterial pollutant diffusion area; the second part builds a concentration calculation model to analyze the change of
cyanobacterial pollutant concentration; and the third part combines the previous two to build a diffusion change calculation
model to analyze the rule of cyanobacterial pollutant diffusion change in Chaohu Lake. In order to verify the feasibility and validity
of the model, simulation experiments were carried out. -e results show that, under the large data related to cyanobacteria
pollution in Chaohu Lake, China, fromMay to August 2017, the calculation model is used to calculate the cyanobacteria pollutant
diffusion change. -e data obtained are basically consistent with the actual situation, which proves the feasibility and validity of
the model. -is provides data support for the cyanobacteria pollution control in Chaohu Lake and improves the efficiency and
effect of the control.

1. Introduction

China is a vast land with many rivers and lakes, such as
Junyang Lake in Jiangxi Province, Dongting Lake in Hunan
Province, Taihu Lake and Hongze Lake in Jiangsu, and
Chaohu Lake in Anhui Province, which are five major
freshwater rivers in China and important part of fresh water
resource. Taking Chaohu Lake in China as an example, this
paper analyzes the change of cyanobacterial pollutant dif-
fusion. Located in central Anhui Province and between the
Yangtze River and the Huaihe River, Chaohu River covers a
total area of 769.5 square kilometers and stretches across 6
counties and cities, Hefei, Feixi, Shucheng, Lujiang, Chaohu,
and Feidong, with multiple functions such as transportation,
fish breeding, and agricultural irrigation [1]. However, as the

economy develops rapidly and urban population increases
quickly, there are increasing pollutants discharged into
Chaohu Lake, especially industrial wastewater, which causes
serious water heavy metal pollution. According to the data of
satellite monitoring, the frequency and the maximum area of
cyanobacterial outbreak were higher than those of the same
period last year; in the first half of this year, the total nitrogen
concentration of Chaohu Lake was basically equal to that of
the same period last year, and the total phosphorus con-
centration increased by 7.32%; the average algae density of
the whole lake was 78.1% higher than that of the same period
last year [2]. In addition, since this summer, there have been
29 cyanobacterial outbreaks in Chaohu Lake. -e maximum
outbreak area reached 130 square kilometers, accounting for
17.1% of the area of Chaohu Lake, which not only had a
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serious impact on the normal life of the surrounding resi-
dents but also caused serious losses to local transportation
and fishery development. In this context, it is urgent to
control the cyanobacterial pollutants in Chaohu Lake,
China. However, due to insufficient mastery of the infor-
mation related to the change of cyanobacterial pollutant
diffusion, the adopted treatment measures could not suit the
remedy to the case. -erefore, based on big data, this paper
designs a calculation model for cyanobacterial pollutant
diffusion change in Chaohu Lake, China. In order to roundly
grasp the changing situation of cyanobacterial pollutant
diffusion in Chaohu Lake, China, this model comprehen-
sively evaluates pictures and data and concludes the com-
prehensive result including the change of pollutant diffusion
area and concentration distribution situation in water body
as time goes by integrating all results [3]. Among them, the
former two were realized based on remote sensing data,
while the latter was realized on the detection data from the
sensor. Finally, in order to test the validity of the calculation
model in this paper, the relevant historical data fromMay to
August 2015 was taken as sample data for simulation test.
After comparing the test result with the actual result
recorded in that year, the result showed that data related to
the change of cyanobacterial pollutant diffusion in Chaohu
Lake obtained by the calculation model in this paper is close
to the actual results and proved the validity and feasibility of
the model in this paper, which provides important treatment
data for cyanobacterial pollutants in Chaohu Lake, China,
and improves the water environment of Chaohu Lake to
some extent.

2. Design of Calculation Model for
CyanobacterialPollutantDiffusionChangein
Chaohu Lake of China

Cyanophyta, also known as cyanobacteria, is the most
primitive and the oldest algae with extremely wide distri-
bution range and strong reproductive ability. Especially with
suitable temperature and rich nutrient substances, Cyano-
phyta will reproduce excessively, which will cause oxygen
reduction in water body, affect the growth of other aquatic
plants, generate cyanobacterial toxins, harm aquaculture,
and influence the normal life of surrounding residents with
stink [4]. As one of five major freshwater lakes, Chaohu Lake
has Cyanophyta outbreak every year, which causes enor-
mous economic loss. For the above situations, this paper
divides the calculation model for cyanobacterial pollutant
diffusion change in Chaohu Lake, China, into three parts: the
first is the calculation model for the pollutant diffusion area
change; the second is the model of pollutant transportation
and diffusion concentration; and the third is that the pre-
vious two are combined to construct the mathematical
model of water quality to describe the pollutant diffusion
rule as space and time go by [5]. -e specific content is
shown in Figure 1.

2.1. Calculation Model for the Pollutant Diffusion Area
Change. Pollutant diffusion area is directly related to the

input effort and layout of treatment measures of cyano-
bacterial pollutants in Chaohu Lake. -erefore, in this
chapter, based on satellite remote sensing images, the dis-
tribution and area change of cyanobacterial outbreak zone in
Chaohu Lake are analyzed [6]. -e analysis process of the
model is divided into three parts: satellite remote sensing
image processing of cyanobacterial pollutants, image
identification, and area calculation.

2.1.1. Remote Sensing Image Processing. Remote sensing is a
science and technology acquiring its information without
touching the target object on the Earth’s surface directly. A
lot of information can be obtained from remote sensing
images, such as water body, vegetation, land, and mountain.
However, the original cyanobacterial pollutant images of
Chaohu Lake collected by satellite remote sensing shall be
processed before image analysis, such as image correction,
image mosaic, and cutting [7].

(1) Image Correction. Affected by the character of the sensor,
ground light conditions (terrain and solar altitude angle
influence), and atmospheric action, there is an inconsistency
between the measured value of the remote sensing equip-
ment and the actual ground spectral radiant emissivity;
namely, radiometric distortion is generated. However,

Start

Calculation model for
variation of pollutant

diffusion area

Calculation model for
variation of pollutant

concentration

Calculation model
for pollutant

diffusion change

Simulation
analysis

End

Figure 1: Research thought of the calculation model for cyano-
bacterial pollutant diffusion change in Chaohu Lake of China.
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radiometric distortion will cause the deviation of the geo-
metric position, shape, size, location, and other character-
istics of surface features on the original image from the
expression requirements in the reference system; namely,
geometric distortion is generated. -e previous two dis-
tortions shall be corrected, and images shall be restored.
Radiometric distortion includes sensor correction, topo-
graphic correction, and atmospheric correction. Geometric
distortion correctionmainly involves the selection of control
point, transformation of spatial location (transformation of
coordinates), and recollection of pixel brightness value [8].

(2) Image Mosaic. When the area to be researched cannot be
summarized with a remote sensing image, two or more
images shall be spliced together to form an image with a
wider cover area, so that the collected images are rounder. In
order to make image mosaic, based on an image, the contrast
ratio matching, pixel size, and data type of mosaic image
shall be determined firstly; then, another image shall be
inserted into a basic image through hue adjustment, removal
of overlapping, and other processings [9].

(3) Image Cutting. Among the collected remote sensing
images of Chaohu Lake, the research goal is the area
covered by Chaohu Lake instead of other areas. -erefore,
it is necessary to cut the excessive part and leave the area
to be researched, so as to reduce the research difficulty.
Due to the large difference between the spectral reflec-
tivity of water body and the spectral reflectivity of other
surrounding areas, area growth can be used directly to
generate polygon, so as to gain the boundary of Chaohu
Lake and cut out Chaohu Lake area from remote sensing
image along the boundary.

2.1.2. Identification of Cyanobacterial Pollutants. Because
this paper aims to research the cyanobacterial pollutants in
Chaohu Lake, Chaohu water area image shall be cut out
further to determine the distribution scope of cyanobacterial
pollutants, so as to calculate the pollutant diffusion area
subsequently.

For target identification, there are many methods, such
as deep learning algorithm, SVM, and decision-making tree.
Here, the decision-making tree is adopted to identify the
cyanobacterial pollutants in Chaohu Lake, China. -e
identification process is mainly divided into two stages.

(1) ,e First Stage. Characteristic analysis of cyanobacterial
pollutants in Chaohu Lake: Due to different properties and
characteristics of every substance, there are differences in the
reflectivity of remote sensing beam, which makes images
show different object characteristics. -erefore, different
reflectivity of water body on the remote sensing images of
Chaohu Lake will distinguish water body from various
substances in water body. Under this principle, except for
Chaohu Lake water body, all influencing factors including
chlorophyll, suspended matter, and yellow substance can be
shown through the inherent optical characteristic parame-
ters of water body. -e mathematical description formula of

the relationship between various substances and water body
reflectivity influence is as follows:

Zw ≈
xw + xs + sp

yw + ys + yp + yy
. (1)

In formula 1, Zw represents the water surface reflectivity;
xw refers to the backscattering coefficient of water; xs means
the backscattering coefficient of inorganic suspended mat-
ters; sp represents the backscattering coefficient of algal
substances; yw is the absorption coefficient of water; ys
means the absorption coefficient of suspended matters; yp
represents the absorption coefficient of algal substances; yy
refers to the absorption coefficient of yellow substances.

Containing a lot of chlorophyll, Cyanophyta is also
called green alga. -erefore, in the event of the mass
propagation of Cyanophyta in Chaohu Lake, the content of
chlorophyll a in water will also increase. However, the
concentration of chlorophyll a strongly correlates with the
spectral ranges of 550∼580, 630∼670, and 685∼715 nm;
namely, when the concentration of chlorophyll a in water is
high, the accumulation area of cyanobacteria will have
spectral characteristics similar to those of plants with high
reflectivity [10].

(2) ,e Second Stage. Classification and identification of
Cyanophyta pollutants in Chaohu Lake:

Based on the above spectral characteristics of Cya-
nophyta pollutants in Chaohu Lake, decision-making tree
algorithm is used to construct classifier and identify
Cyanophyta pollutants in Chaohu Lake. As a machine
learning algorithm, decision-making tree is a tree
structure similar to flow chart [11]. In a decision-making
tree, because the top node of the tree represents the root
of the tree, it is called root node; containing all the data to
be analyzed, the root node is a data set; branch nodes in
the internal structure of the decision-making tree rep-
resent the best test for an attribute, and each branch
represents the taxonomic structure; the tree structure also
includes leaves, namely, leaf nodes that represent cate-
gories [12].

-e construction of the decision-making tree requires
ID3, CART, and C4.5 algorithms. Here, CART algorithm is
adopted to construct the decision-making tree [13]. Known
as classification and regression tree, CART is a nonpara-
metric classification and regression method [14]. Its
mathematical definition is shown below:

CART � 1 − 􏽘
J

j

R
2 j

N
􏼒 􏼓, (2)

R
j

N
􏼒 􏼓 �

sj(N)

s(N)
. (3)

In formulas (2) and (3), R(j/N) is the probability that
the value of a sample test variable in training set is N and
belongs to the category of J; sj(N) represents the number of
samples where the value of a test variable in training set is N
and belongs to the category of J; s(N) refers to the number of
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samples where a test variable in training set isN; j means the
number of categories.

-e basic flow of CART is shown in Algorithm 1.

2.1.3. Calculation of Cyanobacterial Pollutant Diffusion Area.
Based on the distribution range of cyanobacterial pollutants in
Chaohu Lake identified by the above CART decision-making
tree [15], the cyanobacterial pollutant diffusion area can be
calculated directly. -e calculation mode is shown below.

Given that the density of cyanobacterial pollutants
within the polluted area of Chaohu Lake is ρ and the location
of the central coordinate in the standard coordinate system
is (x, y), the distribution degree coefficient of cyanobacterial
pollutants within the polluted area of Chaohu Lake is

μ �
1
ρ2

􏽘
j�1

x
2

+ y
2

􏼐 􏼑 − v
2
ab. (4)

In formula (4), j represents the number of pixels of the
cut boundary outline of the polluted area of Chaohu Lake; v

represents the number of all pixels of the polluted area of
Chaohu Lake; a refers to convection coefficient of water
flow; b means the mobile coefficient of boats and ships on
water body.

-en, the above distribution degree coefficients of
cyanobacterial pollutants within the polluted area of Chaohu
Lake are used to calculate partitioning coefficient as shown
below:

c �

���������

(x − y) · μ
􏽱

· log ab − v. (5)

Partitioning coefficient describes the partitioning situ-
ation between the cyanobacterial polluted area and non-
polluted area.

Finally, the distribution degree coefficient and parti-
tioning coefficient of cyanobacterial pollutants within the
polluted area of Chaohu Lake are used to calculate the
pollutant diffusion area, namely,

λ �
(

�
c

√
− μ)2

μ2 + v
. (6)

-e pollutant area can be obtained through pollutant
diffusion area coefficient [16]. However, affected by non-
linear disordered factors such as water flow and various
material activities in water body, the diffusion path is un-
predictable. -erefore, error compensation is required [17].
Error calculation formula is as follows:

k �
1
E

􏽘
i�1

t d −
f

g
􏼠 􏼡

2

. (7)

In formula (7), E is the diffusion distance offset pa-
rameter of pollutants; t represents spatial location param-
eters of pollutants; d refers to diffusion factor; f means the
coefficient of pollutant diffusion area; g is the pollutant
diffusion direction deviation parameter.

2.2. Computational Model for Pollutant Diffusion Concen-
tration Change. In Chapter 1, based on remote sensing

image information, the cyanobacterial pollutant diffusion
range and area are calculated. However, diffusion range and
area coefficients are a part of the computational model for
diffusion change, and the concentration calculation of an-
other part is also very important. -e flow and diffusion of
cyanobacterial pollutants in Chaohu Lake is a complicated
process because the pollutants will spread around or reduce
or disappear due to self-cleaning action of water body.
-erefore, the distribution and calculation of pollutant
concentration in water body are important problems in the
environmental engineering of Chaohu Lake. -erefore, in
this chapter, the model of pollution diffusion concentration
change is established to calculate the concentration of
pollution diffusion [18].

As an unsteady diffusion process, the flow and diffusion
of cyanobacterial pollutants in Chaohu Lake can be de-
scribed by diffusion model [19]. Firstly, if all factors are
considered, the diffusion model will be complicated, and the
calculation will be difficult. -erefore, it is necessary to set
hypothesis conditions. Although the exact result cannot be
obtained, certain veracity and feasibility can be possessed
[20].

(1) Each section and degree of depth in Chaohu Lake are
consistent

(2) -e amount of cyanobacterial pollutants can be
represented by certain concentration symbol (such
as BOD or COD)

(3) Certain self-cleaning action that reduces pollutants
can be regarded as a kind of first-level reaction

(4) -e diffusion movement of cyanobacterial pollutants
has a steady diffusion coefficient

According to Fick’s Law, the formula of cyanobacterial
pollutant diffusion can be obtained:

q

t
� u

q

x2 − h
q

x
. (8)

In formula (8), q is the pollutant concentration; t means
time; u refers to diffusion coefficient; x represents polluted
area; h is water velocity of Chaohu Lake.

2.3. Computational Model for Cyanobacterial Pollutant Dif-
fusion Change. Based on the above calculation of the area
and concentration of cyanobacterial pollutants in Chaohu
Lake, a computational model for cyanobacterial pollutant
diffusion change is constructed, which describes the varia-
tion laws of pollutant diffusion with the time as well as
spatial development. -e model derivation formula is as
follows:

AC

t
+

AUC

x
�

A Dx + Ex( 􏼁(q/x)

x
− KAC +

A

h
Sr + S. (9)

In formula (9), A is the area of the pollutant; C is the
average concentration of the pollutants; U is the average flow
rate; Dx is the turbulent diffusion coefficient; Ex is the
longitudinal diffusion coefficient; K is the pollutant degra-
dation coefficient; h is the average depth of the section; Sr is
the speed of releasing pollutants from riverbed sediment; S is
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the amount of pollutants discharged per unit of riverbed in
unit of time.

According to experience, the longitudinal movement of
water flow in the lake is the main factor leading to the
variation of the pollution area and concentration, so the
abovemodel can be simplified on this basis. Regardless of the
effects of turbulent diffusion, release of pollutants from lake
bed sediments, and discharge of other pollutants, the
computational model for pollutant diffusion change is

AC

t
+

AUC

x
� AE

q

x2 − KAC. (10)

In this paper, the implicit difference system in the finite
difference method is adopted for solution among the above
models. As a numerical method of differential equations, the
finite difference method approximates the derivative
through finite difference, so as to obtain the approximate
solution of the differential equation.-e principle diagram is
shown in Figure 2.

-e finite difference method can be represented by the x-
t grid plane. As shown in Figure 2,Δx represents the step size
in direction x; Δt is the step size in direction t; (xi, tj)

represents the grid node formed by the intersection of two
grid lines; (0, tj) and (xj, 0) represent boundary nodes;
C(xi, tj) or C

j
i represents the water quality and concen-

tration at any point.
After that, the implicit difference equation can be used to

solve the computational model for pollutant diffusion
change, insert the boundary firstly, and then obtain the
solution via the chasing method.

3. Simulation Test Analysis

After finishing building the model, further simulation ex-
periments are needed to verify the feasibility and effec-
tiveness of the model. -e data used in this experiment are
all cited from the website of Chaohu Lake China Resources
Satellite Ground Application Center.

3.1. Experimental Data Set. In this experiment, data were
collected fromMay to September 2017, generally from 10:00
am to 2:00 pm when the weather is fine, the wind was small,
and the water surface was relatively calm. -e water is
collected once a month on the 15th and 30th days from 5
collection points. -ere are totally 20 spectrum collection
points, which are densely arranged in the western half of the
lake while being sparsely arranged in the eastern half of the
lake (Table 1).

(1) Sensing Image Set. -e sensing image set contains
1600 images about the cyanobacterial pollutant
diffusion in Chaohu Lake, as shown in Figure 3.

(2) Water Quality Related Data.

3.2. Test Software. -e experiment was carried out on the
virtual simulation platform of smart city pollution control, a

Input: Train date set Y of the remote sensing images of cyanobacterial pollutants; conditions for stopping calculation
Output: CART Decision-making Tree
According to training data set, conduct the following operations on each node recursively from root node and construct binary
decision-making tree:
Step 1: Set the training data set of nodes as D, calculate the Gini coefficient of existing characteristics on this data set, test whether to
divide D into D1 and D2 according to sample point A� a for each characteristic A and each possible value a, and then calculate Gini
(D, A)
Step 2: among all possible characteristics A and segmentation points a, select the characteristic with the smallest Gini coefficient and
corresponding segmentation points as the optimal characteristic and segmentation point. According to the optimal characteristic and
segmentation point, generate two child nodes from the existing node and distribute the training data set into two child nodes
according to characteristics
Step 3: make recursive calls on two child nodes until the sop conditions are met
Step 4: Generate CART Decision-making Tree
end
Note: the conditions for algorithm to stop calculation are that the number of samples in nodes is less than a predefined threshold or
Gini coefficient of sample set is smaller than a predefined threshold (samples are basically of the same category), or there are no more
characteristics.

ALGORITHM 1: Basic flow of CART algorithm.

t (Δt)

x (Δx)

J + 2
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i–1 C j+1
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Figure 2: x-t grid plane.
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monitoring and disposal management platform indepen-
dently developed by UNISOL directed at various environ-
mental pollutions. By integrating with virtual simulation,
BIM model, GIS data, Internet of -ings, artificial intelli-
gence, and other complex technologies, this platform is
designed to improve real-time monitoring and preventive
processing capabilities in wastewater treatment as well as
solid waste prevention. -e platform is mainly composed of
three modules: environmental monitoring and treatment,
emergency simulation and disposal, and urban planning and
reporting. It can display the integrated water quality
monitoring and manual monitoring data of the surrounding
lakes and the monitoring data of pollution sources in a visual
way, drive the control value, and simulate the variation form
of water pollution under different data.

3.3. Test Results. As can be observed from Tables 2 and 3, the
data and status of cyanobacterial pollutant change in
Chaohu Lake during the period from May to September
2017 are calculated by using the proposed model. -ese data
are almost consistent with those recorded with the website of
Chaohu Lake China Resources Satellite Ground Application
Center.

Regarding analysis of pollution change, in May, the area
of cyanobacterial pollutant in Chaohu Lake was small and
the concentration was low. In the middle of June, the level of
cyanobacterial pollutant in Chaohu Lake reached its peak

(a) (b)

Figure 3: Sensing image of cyanobacterial pollutant diffusion in Chaohu lake (excerpt).

Table 1: Water quality related data in June 1st (excerpt).

Item TN (mg/L) TP (mg/L) COD (mg/L) COD Mn (mg/L) TOC (mg/L) Chl (mg/m3)
Collection point 1 5.562 0.152 12.363 5.487 9.123 4.36
Collection point 2 6.561 0.254 13.15. 5.933 9.256 5.33
Collection point 3 8.256 0.256 15.320 7.145 10.363 7.125
Collection point 4 6.522 0.242 14.325 6.692 9.255 5.632
Collection point 5 6.352 0.202 14.201 6.636 9.014 5.201

Table 2: Test results.

Month Area (m2) Concentration (mg/m3)
5.1 52123.6 7.36
5.15 52694.5 7.58
6.1 52819.5 7.66
6.15 96922.3 9.25
7.1 82143.3 8.68
7.15 71231.3 8.54
8.1 75692.3 7.36
8.15 81433.3 8.25
9.1 84250.6 8.47
9.15 85361.3 8.65

Table 3: Actual results.

Month Area (m2) Concentration (mg/m3)
5.1 52124.4 7.52
5.15 52694.6 7.45
6.1 52818.0 7.60
6.15 96922.7 9.33
7.1 82145.4 8.47
7.15 71232.4 8.63
8.1 75691.9 7.45
8.15 81435.5 8.32
9.1 84255.0 8.52
9.15 85363.3 8.78
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and the relevant departments started treatment since then,
so there were fewer pollutants during the middle of July.
-en, the monitoring in August and September found that
the area and concentration of cyanobacterial pollutant in
Chaohu Lake began to increase relatively, but they were less
than the peak in the middle of June.

4. Conclusions

To sum up, as one of the five largest freshwater lakes in
China, Chaohu Lake provides important freshwater re-
sources for transportation, agricultural irrigation, and do-
mestic water. However, the massive and rapid reproduction
of cyanobacteria in Chaohu Lake during summer has serious
water pollution and seriously influenced the surrounding
residents as well as local economic development. Under this
background, it is of great practical significance to study the
law of cyanobacterial pollutant change in Chaohu Lake. To
this end, a computational model for the cyanobacterial
pollutant diffusion change in Chaohu Lake is designed based
on big data, which can help grasp the diffusion of cyano-
bacterial pollutants in Chaohu Lake so as to provide data
support for its governance and improve the feasibility as well
as scientificalness of the treatment plan. Finally, the simu-
lation test is carried out to test the model validity, which
shows that the results obtained by the proposed computa-
tional model are almost consistent with the actual results.
-erefore, the model proposed in this paper is proved to be
effective and the research purpose is achieved.
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Risk statistic is a critical factor not only for risk analysis but also for financial application. However, the traditional risk statistics may fail
to describe the characteristics of regulator-based risk. In this paper, we consider the regulator-based risk statistics for portfolios. By
further developing the properties related to regulator-based risk statistics, we are able to derive dual representation for such risk.

1. Introduction

Risk measure is a popular topic in both financial application
and theoretical research. +e quantitative calculation of risk
involves two problems: choosing an appropriate risk model
and allocating risk to individual institutions. +is has led to
further research on risk statistics. In a seminal paper, Sun
et al. and Liu et al. [1, 2] first introduced the class of natural
risk statistics with representation results. Furthermore,
Ahmed et al. [3] derived an alternative proof for the natural
risk statistics. Later, Tian and Jiang and Tian and Suo [4, 5]
obtained the representation results for convex risk statistics
and quasiconvex risk statistics, respectively.

However, traditional risk statistics may fail to describe
the characteristics of regulator-based risk. +erefore, the
study of regulator-based risk statistics is particularly in-
teresting. On the other hand, in the abovementioned re-
search on risk statistics, the set-valued risk was never
studied. Jouini et al. [6] pointed out that a set-valued risk
measure is more appropriate than a scalar risk measure
especially in the case where several different kinds of
currencies are involved when one is determining capital
requirements for the portfolio. Indeed, a natural set-valued
risk statistic can be considered as an empirical (or a data-
based) version of a set-valued risk measure. More recent
studies of set-valued risk measures include those of [7–14]
and the references therein.

+e main focus of this paper is regulator-based risk
statistics for portfolios. In this context, both empirical

versions and data-based versions of regulator-based risk
measures are discussed. By further developing the properties
related to regulator-based risk statistics, we are able to derive
their dual representations. Indeed, this class of risk statistics
can be considered as an extension of those introduced in
[15–17].

+e remainder of this paper is organized as follows. In
Section 2, we briefly introduce some preliminaries. In
Section 3, we state the main results of regulator-based risk
statistics, including the dual representations. Section 4 in-
vestigates the data-based versions of regulator-based risk
measures. Finally, in Section 5, the main proofs in this paper
are discussed.

2. Preliminary Information

In this section, we briefly introduce some preliminaries that
are used throughout this paper. Let d≥ 1 be a fixed positive
integer. +e space Rd×n represents the set of financial risk
positions. With positive values of X ∈ Rd×n, we denote the
gains while the negative denotes the losses. Let nj be the
sample size of D � (X1, . . . , Xd) in the jth scenario,
j � 1, . . . , l. Let n ≔ n1 + · · · + nl. More precisely, suppose
that the behavior of D is represented by a collection of
data X � (X1, . . . , Xd) ∈ Rn × · · · × Rn, where Xi �

(Xi,1, . . . , Xi,l) ∈ Rn and Xi,j � (x
i,j
1 , . . . , x

i,j
nj

) ∈ Rnj is the
data subset that corresponds to the jth scenario with respect
to Xi. For each j � 1, . . . , l, h � 1, . . . , nj, X

j

h ≔
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(x
1,j

h , x
2,j

h , . . . , x
d,j

h ) is the data subset that corresponds to the
hth observation of D in the jth scenario.

In this paper, an element z of Rd is denoted by
z ≔ (z1, . . . , zd). An element X of Rd×n is denoted by
X ≔ (X1, . . . , Xd) ≔ (x1,1

1 , . . . , x1,1
n1

, . . . , x1,l
1 , . . . , x1,l

nl
, . . . ,

xd,1
1 , · · · xd,1

n1
, . . . , xd,l

1 , . . . , xd,l
nl

). Let K be a closed convex
polyhedral cone of Rd where K⊇Rd

++ ≔ (x1, . . . , xd) ∈􏼈

Rd; xi > 0, 1≤ i≤ d} and K∩Rd
− � ∅ where Rd

− ≔
(x1, . . . , xd) ∈ Rd; xi ≤ 0, 1≤ i≤d􏽮 􏽯. Let K+ be the positive
dual cone of K, that is, K+ ≔ u ∈ Rd : utrv≥ 0􏽮

for any v ∈ K}, where utr means the transpose of u. For any
X � (X1, . . . , Xd), Y � (Y1, . . . , Yd) ∈ Rd×n, X + Y stands
for (X1 + Y1, . . . , Xd + Yd) and aX stands for
(aX1, . . . , aXd) for a ∈ R. Denote K1n ≔ (z11n, z21n, . . . ,􏼈

zd1n) : z ∈ K} and z1n ≔ (z, z, . . . , z) : z ∈ R{ } ∈ Rn where
1n ≔ (1, . . . , 1) ∈ Rn. By (K1n)+, and we denote the positive
dual cone of K1n in Rd×n, i.e., (K1n)+ ≔
w ∈ Rd×n : wztr ≥ 0 for any z ∈ K􏽮 􏽯. +e partial order with
respect to K is defined as a≤ Kb, which means b − a ∈ K

where a, b ∈ Rd, and X≤ K1n
Y means Y − X ∈ K1n where

X, Y ∈ Rd×n.
Let M ≔ Rm × 0{ }d− m be the linear subspace of Rd for

1≤m≤d. +e introduction of M was considered in [6, 9].
Denote M+ ≔M∩Rd

+, where Rd
+ ≔ (x1, . . . , xd) ∈􏼈

Rd; xi ≥ 0, 1≤ i≤ d} and M⊥ ≔ 0{ }m × Rd− m. +erefore, a
regulator can only accept security deposits in the first m

reference instruments. Denoting KM ≔ K∩M by the
closed convex polyhedral cone in M, K+

M ≔
u ∈M : utrz≥ 0 for any z ∈ KM􏼈 􏼉 the positive dual cone of

KM in M and intKM is the interior of KM in M. We denote
Qt

M ≔ A ⊂M : A � clco(A + KM)􏼈 􏼉 and Qt
M+ ≔ A ⊂ KM􏼈

: A � clco(A + KM)}, where the clco(A) represents the
closed convex hull of A.

By [18], a set-valued risk statistic is any map ρ,

ρ : R
d×n⟶ 2M

, (1)

which can be considered as an empirical (or a data-based)
version of a set-valued risk measure. +e axioms related to
this set-valued risk statistic are organized as follows:

[A0] Normalization: KM ⊆ ρ(0) and ρ(0)∩ −intKM � ϕ

[A1] Monotonicity: for any X, Y ∈ Rd×n, X − Y ∈ K1n

implies that ρ(X)⊇ ρ(Y)

[A2] M-translative invariance: for any X ∈ Rd×n and
z ∈ Rd, ρ(X − z1n) � ρ(X) + z

[A3] Convexity: for any X, Y ∈ Rd×n and λ ∈ [0, 1],
ρ(λ(X) + (1 − λ)Y)⊇ λρ(X) + (1 − λ)ρ(Y)

[A4] Positive homogeneity: ρ(λX) � λρ(X) for any
X ∈ Rd×n and λ> 0
[A5] Subadditivity: ρ(X + Y)⊇ρ(X) + ρ(Y) for any
X, Y ∈ Rd×n

We end this section with more notations. A function
ρ : Rd×n⟶ 2M is said to be proper if
dom ρ ≔ X ∈ Rd×n : ρ(X)≠∅􏽮 􏽯≠∅ and ρ(X)≠M for all
X ∈ dom ρ. ρ is said to be closed if graph ρ is a closed set. For
the properties of the graphs, see [19–21].

3. Empirical Versions of Regulator-Based
Risk Measures

In this section, we state the dual representations of regulator-
based risk statistics, which are the empirical versions of
regulator-based risk measures. Firstly, for any X ∈ Rd×n,
X∧K1n

0 is defined as follows:

X∧K1n
0 ≔

X, X ∉ K1n,

0, X ∈ K1n.
􏼨 (2)

+erefore, the position that belongs to K regarded is as 0
position. Next, we derive the properties related to regulator-
based risk statistics.

Definition 1. A regulator-based risk statistic is a function
9 : Rd×n⟶ Qt

M+ that satisfies the following properties:

[P0] Normalization: KM⊆9(0) and ϱ(0)∩−intKM � ϕ
[P1] Cash cover: for any z ∈ KM, z ∈ 9(−z1n)

[P2] Monotonicity: for any X, Y ∈ Rd×n,
X − Y ∈ Rd×n ∩K1n implies that 9(X)⊇ 9(Y)

[P3] Regulator-dependence: for any X ∈ Rd×n,
9(X) � 9(X∧K1n

0)

[P4] Convexity: for any X, Y ∈ Rd×n and λ ∈ [0, 1],
9(λ(X) + (1 − λ)Y)⊇ λ9 (X) + (1 − λ)9(Y)

Remark 1. +e property of [P1] means any fixed negative
risk position −z can be canceled by its positive quality z; [P2]

says that if X1 is bigger than X2 for the partial order in K,
then the X1 need less capital requirement than X2, so 9 (X1)

contains 9(X2); [P3] means the regulator-based risk sta-
tistics start only from the viewpoint of regulators which only
care about the positions that need to pay capital require-
ments, while the positions that belong to K regarded as 0
position.

We now construct an example for regulator-based risk
statistics.

Example 1. +e coherent risk measure AV@R was studied
by Föllmer and Schied [22] in detail. +ey have given several
representations and many properties such as law invariance
and the Fatou property [12]. First, they introduced set-
valued AV@R, where the representation result is derived.
Moveover, they also proved that it is a set-valued coherent
risk measure. We now define the regulator-based average
value at risk. For any X ∈ Rd×n and 0< α< 1, we define 9(X)

as

9(X) ≔ AV@Rloss
α (X),

≔ inf
z∈Rd

1
α

− X∧K1n
0􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌 M + z􏼒 􏼓
+

− z􏼚 􏼛 + Rm
+ ,

(3)

It is clear that ϱ satisfies the cash cover, monotonicity,
regulator dependence properties, and convexity, so ϱ is a
regulator-based risk statistic.
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Definition 2. Let Y ∈ Rd×n, u ∈M. Define a function
S(Y,u)(X) : Rd×n⟶ 2M as

S(Y,u)(X) ≔ z ∈M : X
tr

Y≤ u
tr

z􏽮 􏽯. (4)

In fact, the S(Y,u)(X) is the support function of X. Before
we derive the dual representations of regulator-based risk
statistics, the Legendre–Fenchel conjugate theory ([9])
should be recalled.

Lemma 1 (see [9], +eorem 2). Let R : Rd×n⟶ Qt
M be a

set-valued closed convex function. 4en, the Legen-
dre–Fenchel conjugate and the biconjugate of R can be de-
fined, respectively, as

−R
∗
(Y, u) ≔ cl ∪

X∈Rd×n
R(X) + S(Y,u)(−X)􏼐 􏼑,

Y ∈ Rd×n
, u ∈ Rd

,

(5)

R(X) � R
∗∗

(X) ≔ ∩
(Y,u)∈Rd×n×K+

M
\ 0{ }

−R
∗
(Y, u) + S(Y,u)(X)􏽨 􏽩, X ∈ Rd×n

.

(6)

Definition 3 (indicator function). For any Z⊆Rd×n, the
Qt

M-valued indicator function IZ : Rd×n⟶ Qt
M is defined

as

IZ(X) ≔
cl KM, X ∈ Z,

ϕ, X ∉ Z.
􏼨 (7)

Remark 2. +e conjugate of Qt
M-valued indicator function

IZ is

− IZ( 􏼁
∗
(Y, u) ≔ cl ∪

X∈Z
S(Y,u)(−X). (8)

Remark 3. It is easy to see that the regulator-based risk
statistic ϱ does not have cash additivity, see [9]. However, ϱ
has cash subadditivity introduced in [23, 24]. Indeed, from

+eorem 2 of [10], ϱ satisfies the Fatou property. +en,
considering any X ∈ Rd×n and z ∈ KM, for any ε ∈ (0, 1), we
have

9 (1 − ε)X − z1n( 􏼁 � 9 (1 − ε)X + ε −
z

ε
􏼒 􏼓1n􏼒 􏼓,

⊇ (1 − ε)9(X) + ε9 −
z

ε
1n􏼒 􏼓,

⊇ (1 − ε)9(X) + z,

(9)

where the last inclusion is due to the property [P1]. Using
the arbitrariness of ε, we have the following lemma.

Lemma 2. Assume that ϱ is a regulator-based risk statistic.
For any z ∈ Rd

+, X ∈ Rd×n,

9 X − z1n( 􏼁⊇9(X) + z, (10)

which also implies

9 X + z1n( 􏼁⊆9(X) − z. (11)

Proposition 1. Let ϱ : Rd×n⟶ Qt
M+ be a proper closed

convex regulator-based risk statistic with
u ∈ (− 􏽐

l
j�1 􏽐

nj

h�1 Y
1,j

h , . . . , −􏽮 􏽐
l
j�1 􏽐

nj

h�1 Y
d,j

h ) + M⊥}∩K+
M\

0{ }. 4en,

−9
∗
(Y, u) �

cl ∪
X∈Rd×n

S(Y,u)(−X), Y ∈ −Rd×n
+ ∩ K+1n( 􏼁,

M, elsewhere.

⎧⎪⎨

⎪⎩

(12)

Now, we state the main result of this paper, the dual
representations of regulator-based risk statistics.

Theorem 1. If 9 : Rd×n⟶ Qt
M+ is a proper closed convex

regulator-based risk statistic, then there is a
−α : (−Rd×n

+ ∩K+1n) × K+
M 0{ }⟶ Qt

M+ , which is not identi-
cally M of the set

W � (Y, u) ∈ −R
d×n
+ ∩K

+1n􏼐 􏼑 × K
+
M\ 0{ }u ∈ − 􏽘

l

j�1
􏽘

nj

h�1
Y
1,j

h , . . . , − 􏽘
l

j�1
􏽘

nj

h�1
Y

d,j

h
⎛⎝ ⎞⎠ + M

⊥
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (13)

such that for any X ∈ Rd×n,

9(X) � ∩
(Y,u)∈W

−α(Y, u) + S(Y,u) X∧K1n
0􏼐 􏼑􏽮 􏽯. (14)

4. Alternative Data-Based Versions of
Regulator-Based Risk Measures

In this section, we develop another framework, the data-based
versions of regulator-based risk measures. +is framework is a
little different from the previous one. However, almost all the
arguments are the same as those in the previous section.

+erefore, we only state the corresponding notations and re-
sults and omit all the proofs and relevant explanations.

We replace M by 􏽥M ∈ Rd×n that is a linear subspace of
Rd×n. We also replace K by 􏽥K ∈ Rd×n that is a is a closed
convex polyhedral cone where 􏽥K⊇Rd×n

++ . +e partial order
with respect to 􏽥K is defined as X≤ 􏽥KY, which means
Y − X ∈ 􏽥K. Let 􏽥M+ ≔ 􏽥M∩Rd×n

+ . Denoting 􏽥K􏽥M ≔
􏽥K∩ 􏽥M

by the closed convex polyhedral cone in 􏽥M,
􏽥K

+

􏽥M ≔ 􏽥u ∈M : 􏽥utr􏽥z≥ 0 for any 􏽥z ∈ 􏽥K􏽥M􏽮 􏽯 is the positive dual
cone of 􏽥K􏽥M in 􏽥M and int 􏽥K􏽥M is the interior of 􏽥K􏽥M in 􏽥M. We
denote Qt

􏽥M
≔ 􏽥A ⊂ 􏽥M : 􏽥A � clco(􏽥A + 􏽥K􏽥M)􏽮 􏽯 and
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Qt

􏽥M
+ ≔ 􏽥A ⊂ 􏽥K􏽥M : 􏽥A � clco(􏽥A + 􏽥K􏽥M)􏽮 􏽯. We still start from

the viewpoint of regulators which only care about the po-
sitions that need to pay capital requirements. +erefore, for
any X ∈ Rd×n, we define X∧􏽥K0 as

X∧ 􏽥K0 ≔
X, X ∉ 􏽥K,

0, X ∈ 􏽥K,

⎧⎨

⎩ (15)

+en, we state the axioms related to regulator-based risk
statistics.

Definition 4. A regulator-based risk statistic is a function
􏽥9 : Rd×n⟶ Qt

􏽥M
+ that satisfies the following properties:

[Q0] Normalization: 􏽥K􏽥M⊆􏽥9(0) and 􏽥9(0)∩− int 􏽥K􏽥M � ϕ
[Q1] Cash cover: for any 􏽥z ∈ 􏽥K􏽥M, 􏽥z ∈ 􏽥9(−􏽥z)

[Q2] Monotonicity: for any X1, X2 ∈ Rd×n,
X1 − X2 ∈ Rd×n ∩ 􏽥K implies that 􏽥9(X1)⊇ 􏽥9(X2)

[Q3] Regulator-dependence: for any X ∈ Rd×n,
􏽥9(X) � 􏽥9(X∧􏽥K0)

[Q4] Convexity: for any X, Y ∈ Rd×n, λ ∈ [0, 1],
􏽥9(λ(X) + (1 − λ)Y)⊇ λ􏽥ϱ(X) + (1 − λ)􏽥ϱ(Y)

We need more notations. Let Y ∈ Rd×n, 􏽥u ∈ 􏽥M. Define a
function S(Y,􏽥u)(X) : Rd×n⟶ 2􏽥M as

S(Y,􏽥u)(X) ≔ 􏽥z∈ 􏽥M : X
tr

Y≤ 􏽥u
tr􏽥z􏽮 􏽯, (16)

let 􏽥R : Rd×n⟶ Qt

􏽥M
be a set-valued closed convex function.

+en, the Legendre–Fenchel conjugate and the biconjugate
of 􏽥R can be defined, respectively, as

−􏽥R
∗
(Y, u) ≔ cl ∪

X∈Rd×n

􏽥R(X) + S(Y,􏽥u)(−X)􏼐 􏼑,

Y ∈ Rd×n
, 􏽥u ∈ Rd×n

,

(17)

􏽥R(X) � 􏽥R
∗∗

(X) ≔ ∩
(Y,􏽥u)∈Rd×n×􏽥K

+

􏽥M\ 0{ }

−􏽥R
∗
(Y, 􏽥u) + S(Y,􏽥u)(X)􏽨 􏽩, X ∈ Rd×n

.

(18)

For any 􏽥Z⊆Rd×n, the Qt

􏽥M
-valued indicator function

I􏽥Z
: Rd×n⟶ Qt

􏽥M
is defined as

I􏽥Z
(X) ≔

cl 􏽥K􏽥M, X ∈ 􏽥Z,

ϕ, X ∉ 􏽥Z.

⎧⎨

⎩ (19)

+e conjugate of Qt

􏽥M
-valued indicator function I􏽥Z

is

− I􏽥Z􏼐 􏼑
∗
(Y, 􏽥u) ≔ cl ∪

X∈􏽥Z
S(Y,􏽥u)(−X). (20)

Assume that 􏽥ϱ is a regulator-based risk statistic. For any
􏽥z ∈ Rd×n

+ , X ∈ Rd×n,
􏽥9(X − 􏽥z)⊇ 􏽥9(X) + 􏽥z, (21)

which also implies
􏽥9(X + 􏽥z)⊆ 􏽥9(X) − 􏽥z. (22)

Next, we state the dual representations of regulator-
based risk statistics.

Proposition 2. Let 􏽥9 : Rd×n⟶ Qt

􏽥M
+ be a proper closed

convex regulator-based risk statistic with 􏽥u ∈ (− 􏽐
l
j�1 􏽐

nj

h�1􏽮

Y
1,j

h , . . . , − 􏽐
l
j�1 􏽐

nj

h�1 Y
d,j

h ) + 􏽥M
⊥

}∩􏽥K
+

􏽥M\ 0{ }. 4en,

−􏽥9
∗
(Y, 􏽥u) �

cl ∪
X∈Rd×n

S(Y,􏽥u)(−X), Y ∈ −Rd×n
+ ∩ 􏽥K

+
􏼐 􏼑,

􏽥M, elsewhere.

⎧⎪⎨

⎪⎩

(23)

Theorem 2. If 􏽥9 : Rd×n⟶ Qt

􏽥M
+ is a proper closed convex

regulator-based risk statistic, then there is a −α :

(−Rd×n
+ ∩ 􏽥K

+
) × 􏽥K

+

􏽥M\ 0{ }⟶ Qt

􏽥M
+ , that is not identically 􏽥M of

the set

􏽥W � (Y, 􏽥u) ∈ −R
d×n
+ ∩ 􏽥K

+
􏼐 􏼑 × 􏽥K

+

􏽥M\ 0{ } : 􏽥u ∈ − 􏽘
l

j�1
􏽘

nj

h�1
Y
1,j

h , . . . , − 􏽘
l

j�1
􏽘

nj

h�1
Y

d,j

h
⎛⎝ ⎞⎠ + 􏽥M

⊥
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
(24)

such that for any X ∈ Rd×n,

􏽥9(X) � ∩
(Y,􏽥u)∈W

−α(Y, 􏽥u) + S(Y,􏽥u) X∧􏽥K0􏼐 􏼑􏽮 􏽯. (25)

5. Proofs of Main Results

Proof of Lemma 2. the proof of Lemma 2 is straightforward
from Remark 3.

Proof of Proposition 1. if Y ∉ −Rd×n
+ ∩ (K+1n), there exits an

X ∈ Rd×n∩(K1n) such that X
tr

Y> 0. Using the definition of

S(Y,u), we have S(Y,u)(−tX) � z ∈{ M : − tX
tr

Y≤ utrz} for
t> 0. +erefore,

cl ∪
X∈Rd×n

S(Y,u)(−X)⊇ ∪
t>0

S(Y,u)(−tX) � M. (26)

+e last equality is due to −tX
tr

Y⟶ −∞ when
t⟶ +∞. Using the definition of S(Y,u), we conclude that
cl∪X∈Rd×n S(Y,u)(−X)⊆M. Hence,

cl ∪
X∈Rd×n

S(Y,u)(−X) � M, Y ∉ − R
d×n ∩ K

+1n( 􏼁. (27)
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It is easy to check that for any X ∈ Rd×n and v ∈M,
S(Y,u) −X − v1n( 􏼁 � z ∈M : − XtrY≤ utrz + Ytr v1n( 􏼁􏼈 􏼉,

� z − v ∈M : − XtrY≤ utr(z − v) + Y + u1n( 􏼁
tr

v1n( 􏼁􏽮 􏽯 + v,

� z ∈M : − XtrY≤ utrz + Y + u1n( 􏼁
tr

v1n( 􏼁􏽮 􏽯 + v,

(28)

when (− 􏽐
l
j�1 􏽐

nj

h�1 Y
1,j

h , . . . , − 􏽐
l
j�1 􏽐

nj

h�1 Y
d,j

h ) + u ∈M⊥,
and we have S(Y,u)(−X − v1n) � S(Y,u)(−X) + v. However,
u ∉ ((− 􏽐

l
j�1 􏽐

nj

h�1 Y
1,j

h , . . . , − 􏽐
l
j�1 􏽐

nj

h�1 Y
d,j

h ) + M⊥). +ere-

fore, (− 􏽐
l
j�1 􏽐

nj

h�1 Y
1,j

h , . . . , − 􏽐
l
j�1 􏽐

nj

h�1 Y
d,j

h ) + u ∉M⊥, and
we can find v ∈M such that for any z ∈M,

−X
tr

Y≤ u
tr

z + Y + u1n( 􏼁
tr

v1n( 􏼁. (29)

+erefore, we have

z + v ∈ S(Y,u) −X − v1n( 􏼁. (30)

+erefore,

∪
z,v∈M

(z + v) ⊂ ∪
v∈M

S(Y,u) −X − v1n( 􏼁. (31)

+erefore,

M ⊂ ∪
v∈M

S(Y,u) −X − v1n( 􏼁. (32)

From the definition of S(Y,u), the inverse inclusion is
always true. So, we conclude that

M � ∪
v∈M

S(Y,u) −X − v1n( 􏼁. (33)

It is also easy to check that
−9∗(Y, u) � cl ∪

X∈Rd×n,v∈M
9 X + v1n( 􏼁 + S(Y,u) −X − v1n( 􏼁􏼐 􏼑,

� cl ∪
X∈Rd×n,v∈M

9 X + v1n( 􏼁 + M( 􏼁,

� M,

(34)

where the last equality comes from the fact that M is a linear
space and ϱ(X)⊆M. We now derive that
−9∗(Y, u) � cl∪X∈Rd×n S(Y,u)(−X). In this context, from
−9∗(Y, u) � cl∪X∈Rd×n (9(X) + S(Y,u)(−X)), we derive it in
two cases.

Case 1. When X∧K1n
0 � 0, using the definition, we have

9(X) � 9(0) ∋ 0. Hence,

cl ∪
X∈Rd×n
ϱ(X) + S(Y,u)(−X)􏼐 􏼑

cl ∪
X∈Rd×n

S(Y,u)(−X).

(35)

Case 2. When X∧K1n
0 � X, we can always find an α ∈ KM

such that α ∈ ϱ(X). +en,

9(X) + S(Y,u)(−X)⊇ α + S(Y,u)(−X) � S(Y,u) −X − α1n( 􏼁 � S(Y,u)(−β),

(36)

where β � X + α1n. It is relatively simple to check that
β ∈ Rd×n. +erefore,

cl ∪
X∈Rd×n

9(X) + S(Y,u)(−X)􏼐 􏼑⊇ cl ∪
z∈Rd×n

S(Y,u)(−z), (37)

that is,

−9
∗
(Y, u)⊇ cl ∪

X∈Rd×n
S(Y,u)(−X). (38)

Consequently, we have

−9
∗
(Y, u)⊇ cl ∪

X∈Rd×n
S(Y,u)(−X). (39)

We now need only to derive that
−9∗(Y, u)⊆ cl∪X∈Rd×n S(Y,u)(−X). In fact, for any z ∈ ϱ(X)

and X ∈ Rd×n, X + z1n ∈ Rd×n. +erefore,

cl ∪
X∈Rd×n

S(Y,u)(−X) � cl ∪
X∈Rd×n

S(Y,u)(−X)⊇ S(Y,u) −X − z1n( 􏼁

� S(Y,u)(−X) + z.

(40)

Using the arbitrariness of z, we have

9(X) + S(Y,u)(−X)⊆ cl ∪
X∈Rd×n

S(Y,u)(−X). (41)

+erefore,

−9
∗
(Y, u)⊆ cl ∪

X∈Rd×n
S(Y,u)(−X). (42)

Proof of 4eorem 1. the proof is straightforward from
Lemma 1 and Proposition 1.
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Sandstone is different from pure brittle rocks such as marble and granite. Its brittleness weakens and then increases with in-
creasing confining pressure. *is paper establishes a calculation model of the “brittleness-ductility” energy drop coefficient that
characterizes the whole process of sandstone failure from the perspective of energy. *e obtained result was compared with the
result of traditional calculation model. *e results show that the established model is more consistent with the experimental
phenomenon and can describe the whole process of sandstone failure more precisely at a macro level. Moreover, the model is
more practical since it avoids the tedious integration calculation process. *e model and tests have extended the applicable range
and applied rock types of the energy drop coefficient and enriched the knowledge system of elastoplastic mechanics. At the same
time, they carry important significance for environmental restoration and geological disaster prevention and control in sedi-
mentary rock mining zones, which can promote the sustainable development of related industries in the mining zones.

1. Introduction

China is one of the few countries in the world which use coal
as the main energy source. Its coal output has exceeded one-
third of the world’s total [1, 2]. Resource destruction, en-
vironmental damage, and industrial accidents related to coal
production are very prominent [3, 4]. In particular, during
the construction of new mine and waste mine backfilling,
frequent mine collapses threaten the safety of workers and
their property, seriously damage the ecological environment
and groundwater quality, or even trigger more severe
geographic hazards [5–7]. *e sustainable development of
coal resources and related industries is facing challenges.
Sandstone is the most common surrounding rock in coal
mines in China [8]. Frequent landslides are often closely
related to the failure of sandstone. *erefore, a deep un-
derstanding of its failure mechanism can ensure the safety of
mine construction and exploitation [9, 10]. In addition, it
helps to prevent the negative impact of mining industry on
the surroundings and has far-reaching significance for

environmental restoration and disaster prevention and
control in the mining zones.

In traditional elastic-plastic mechanics theory, the stress-
strain curve is usually used to describe the process of ma-
terial deformation and failure, thus establishing the con-
stitutive model of the material and the corresponding
strength theory. For linear elastic materials, this method can
be used to reflect mechanical characteristics of the material
accurately. However, due to the anisotropy and inhomo-
geneity of the material, the stress-strain relationship of the
rock is distinctively nonlinear [5, 11]. As a result, for stones it
is difficult to establish a reasonable strength criterion based
on the stress-strain curve alone. In fact, the loading process
is a process of exerting external energy input. Before its stress
reaches the peak, the rock absorbs and stores the external
energy taking advantage of its own elastoplasticity to
maintain a stable state [12–14]. At the peak intensity, the
rock is in a critical state of high energy instability [15]. With
the continuous input of external energy, the rock finally
releases the stored energy and loses its stability, and the
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stress quickly drops to the residual strength [16, 17]. *is
means that the rock deformation and failure process is an
irreversible process of energy release and dissipation. *e
ultimate failure of the rock is actually a sudden change in the
process of energy dissipation. *erefore, to describe the
deformation and failure process of rocks from the per-
spective of energy can better reflect the physical nature of its
failure mechanism.

In recent years, many researchers have studied the failure
mechanism of brittle rocks based on energy analysis. Zhao
et al. demonstrated in detail that the failure mode and energy
dissipation process change with the anisotropy, inhomoge-
neity, and stress state of rocks and proposed the principle of
minimum energy for dynamic failure based on the findings
[18]. Yang et al. performed triaxial tests on marble rocks by
using servo machines to investigate the deformation and
failure process of rock samples and their energy character-
istics [19]. Su et al. studied the patterns of plastic deformation,
uniaxial compression strength, average modulus, energy
dissipation, and failure characteristics of rock samples during
triaxial tests [20]. Xie et al. proposed failure criterion for
stratified rock based on distortion energy and generalized
volume expansion potential energy, which was in good
agreement with the results of the double pressure tests. *e
established rock damage evolution equation was verified
through experiments, and related parameter indicators were
determined [21]. Zuo et al. analyzed the shortcomings of the
stress drop coefficient of brittle rocks and put forward a new
characterization parameter of rock failure—the energy drop
coefficient [22]. Song et al. analyzed the applicability and
limitation of the energy drop coefficient and further con-
sidered the proportion of releasable elastic energy in the total
energy before peak stage to present an improved energy drop
coefficient [23]. Liu et al. presented valency-based topological
indices of chemical networks [24, 25]. By using some real
world data, we performed certain comparative testing to
investigate the performance of almost all well-known valency-
based indices. In light of this, many scholars have redis-
covered the changes in the stress-strain state of rocks under
external loads from an energy perspective and analyzed the
energy transfer and conversion in the process of rock de-
formation and failure in order to establish the strength theory
using energy changes as failure criteria, which is a more
realistic description of the failure mechanism of rocks.

However, there are some strong limitations in current
researches. First, these energy threshold values reflecting
rock strength usually only take into account the energy
evolution characteristics of the postpeak stage and thus
cannot reflect the entire process of rock deformation and
failure [26]. Second, the calculation of the traditional energy
drop coefficient of rocks mainly requires a large number of
integral calculations, which is cumbersome and inconve-
nient. *ird, previous studies have used magmatic rocks and
metamorphic rocks such as marble and granite as research
objects more, and few studies have been conducted on
sedimentary rocks such as sandstone [27]. To address these
research gaps, this paper obtains the whole stress-strain
curves of sandstones under different confining pressures
based on triaxial tests and proposes a calculation model of

“brittleness-ductility” energy drop coefficient applicable to
sandstone. Based on established model, the mechanism of
sandstone failure is explained and influence of confining
pressure on energy release and dissipation during rock
deformation and failure is discussed.

*e calculation model of “brittleness-ductility” energy
drop coefficient proposed in this paper can truly describe the
no-linear deformation and failure process of sandstone. *e
model fully considers the two states before and after the
failure of the rock samples and further enriches the physical
meaning of the traditional stress-strain curve in describing
material failure mechanism, which can provide references
for studies on other rocks with similar mechanical char-
acteristics. In addition, the model can efficiently calculate
and characterize the mechanical properties of sandstone and
provide a reference for the comprehensive development and
management of mining zones, which is beneficial to the
environmental restoration and geological disaster preven-
tion in these zones. *e study can promote the sustainable
development of related industries as well.

2. Energy Drop Coefficient of Rock Based on
Triaxial Tests

*e rock triaxial test is essentially a simulation of the me-
chanical properties of the rock in a three-way compression
environment. Compared to conventional test methods,
triaxial tests are more intricately advanced tests, which can
obtain compressive strength, shear strength, elastic modu-
lus, Poisson’s ratio, cohesion, and internal friction angle
under different confining pressures (or depths) of rocks.
Without changing the ambient temperature, the heat ex-
change between the test piece and the environment can be
ignored. *erefore, the energy conversion of the test piece
during the tests is mainly mechanical energy exchange with
the test machine.

In the test, the work done by the testing machine for the
axial compression of test piece is

Wz � 􏽚 Fzdz �
πd2

4
h 􏽚 σzdεz, (1)

where Wz is the work done by the testing machine for the
axial compression, and it is also the total energy input into
the test piece. Fz is the axial equivalent effect, d the diameter
of the test piece, h the height, σz the axial stress, and εz the
axial strain.

For the triaxial test with constant confining pressure, the
work done by the test piece in the circumferential direction
on the hydraulic oil is

Wr � 􏽚 Frdr �
πd2

2
h 􏽚 σrdεr, (2)

where Fr is the circumferential equivalent force,d the di-
ameter of the test piece, h the height, σz the radial stress, and
εz the radial strain.

From (1) and (2), it can be known that the actual me-
chanical energy absorbed by the sample W is the difference
between Wz and Wr:
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W � Wz − Wr. (3)

It is difficult to measure Wz and Wr directly from the
tests. In fact, the deformation and failure of the pieces es-
sentially result from the continuous dissipation and rapid
release of energy. It means that part of the input mechanical
energy is released as elastic energy and the other converted
to dissipative energy. *erefore, the actual mechanical en-
ergy W absorbed when the test piece reaches the peak
pressure can be divided into dissipative energy and releas-
able elastic energy:

W � Wp + We, (4)

where Wp is dissipative energy and We is releasable elastic
energy. Figure 1 shows the typical stress-strain curve of
rocks. Wp corresponds to the area enclosed by the OAB and
We corresponds to the area enclosed by the BAC.

When the axial strain is ε, according to (1)–(4), the
energy absorbed by the test piece is W(ε) and is equal to the
work performed by the test machine on the test piece:

W � WpW(ε) � V 􏽚
ε

0
σzdεz − 2􏽚

με

0
σrdεr􏼔 􏼕 + We, (5)

where V is the volume of the test piece; σz, εz, σr, and εr are
integral variables; ε is the axial strain; and μ is the Poisson’s
ratio.

When the confining pressure remains unchanged, We,
the elastic energy released by the rock, can be measured by
the unloading test. If the elastic modulus of the test piece is E,

We(ε) � V
1
2
σzε

e
+ μεeσr􏼒 􏼓, (6)

where E is the elastic modulus of the test piece and εe is
recoverable elastic strain:

εe
�
1
E

σz − 2μσr( 􏼁. (7)

From (6) and (7), it can be known that

We(ε) �
V

E
σz − 2μσr( 􏼁

1
2
σz + μσr􏼒 􏼓. (8)

When the stress drops from point A to point D, the
change of releasable elastic energy is

ΔWe(ε) � We εA( 􏼁 − We εD( 􏼁 � V
σ2A
2EA

−
σ2D
2ED

􏼠 􏼡. (9)

According to (5), when confining pressure is constant,
the stress drops from point A to point D, and the externally
input mechanical energy ΔW is

ΔW � V 􏽚
εD

εA
σzdεz − 2μ εD − εA( 􏼁σr􏼢 􏼣. (10)

*e ratio of ΔW and ΔWe is used to characterize the
energy change during the stress drop when the test piece
fails. *is ratio H is defined as the energy drop coefficient of
the rocks:

H �
ΔW
ΔWe

�
􏽒
εD
εA
σzdεz − 2μ εD − εA( 􏼁σr

σ2A/2EA( 􏼁 − σ2D/2ED( 􏼁
, (11)

where σA and εA are the peak stress and peak strain, re-
spectively; μ is the Poisson’s ratio; σD and σD are the residual
stress and residual strain, respectively; and EA is the elastic
modulus of unloading at the peak.

*e energy drop coefficient H expresses a proportional
relationship between the mechanical energy input into the
rock and the releasable elastic energy. It demonstrates that
the deformation and failure of the brittle rock are the result
of energy dissipation and sudden release. H has a certain
correlation with the brittle failure of the rock. *e larger the
H value, the less obvious the brittle stress drop of the rock,
and the stronger the ductility. *erefore, the energy drop
coefficient H has important reference value for character-
izing the degree of rock brittle failure.

3. Triaxial Test of Sandstone

In order to find out the failure mechanism of sandstone from
the energy perspective and to obtain the relevant mechanical
parameters, triaxial tests were performed on typical sand-
stone samples collected from the Hulusu Mine in Inner
Mongolia, China.*e test pieces were standard cylinder with
a diameter of 50mm and a height of 100mm.

*e tests were conducted on the MTS816 rock test
system. *e device is shown in Figure 2. *is system uses a
three-axis servo press, which can record the stress-strain
curve and thus obtain the data of test piece including re-
sidual stress and permanent deformation. *e 1-hydraulic
system was adopted to load hydraulic oil into 6-triaxial
cavity to simulate and control the confining pressure stress
state of the test piece. *e 3-control system was used to
control and operate 9-loading device and to load the test
piece [28]. *e test adopted the force-displacement mixed
control loading system. In the initial stage, different con-
fining pressures were applied to the test piece through force
control. Confining pressures were applied to predetermined

ε

σ

O B C E F

D

A

Figure 1: Typical stress-strain curve of rocks.

Discrete Dynamics in Nature and Society 3



values according to different hydrostatic pressures, which
were 4, 6, 8, and 10MPa. Each confining pressure was
applied to five distinct rock test pieces repeatedly. When the
confining pressures reached the preset value, the displace-
ment control was used instead, and the axial loading was
performed at a loading speed of 0.01mm/s until the test
piece failed.

Figure 3 shows the triaxial compressive stress-strain
curves of sandstone samples under confining pressures of 4,
6, 8, and 10MPa, respectively.

It can be learned that before the stress reached its peak
value, it increased linearly with the rise of the strain, showing
relatively good elasticity. When it reached its peak value, the
sample went through buckling failure rapidly, exhibiting
obvious brittle stress drop phenomenon. After that, an ob-
vious yielding plateau appeared, which indicated that the
sandstones still maintained some ductility under the con-
fining pressures. *e carrying capacity increased with the rise
of confining pressure. As the confining pressure increased
from 4MPa to 8MPa, the magnitude of stress drop also
gradually went up. However, as the confining pressure
continued to do so, themagnitude dropped instead. It showed
that as the confining pressure increased, the sandstone
exhibited the mechanical characteristics of changing from
brittleness to ductility and then back to brittleness. *is is
inconsistent with the characteristic that the brittleness of
granite and marble gradually declines with increasing con-
fining pressure. It is difficult to reveal its failure mechanism
using traditional energy drop coefficient.

Figure 4 shows the characteristics of the failure surfaces
of sandstone samples under different confining pressures. It
can be concluded that the samples under different confining
pressures had only one shear failure surface which changed
along with different confining pressures. Under 4MPa, the
macroscopic fracture surfaces of the samples were cracked
from the middle, indicating that they had already been
completely destroyed under the low confining pressure state,
exhibiting distinguished brittleness. As the confining pres-
sure increased, the angles θ1–θ3 between the normal di-
rection of the sandstone failure surface and the horizontal
line gradually increased, and the macroscopic failure

surfaces became more and more flat, indicating enhanced
ductility of the samples. At 10MPa, the fracture surfaces
corresponding to the confining pressures were obviously
different from those under other confining pressure states,
with θ3 being the largest angle. *e surrounding areas were
severely fragmented, showing more severe brittleness. *is
again showed that sandstone has different mechanical
properties from marble and granite rocks.

4. “Brittleness-Ductility” Energy
Drop Coefficient

*e traditional calculationmethod of energy drop coefficient
has been well applied in rocks such as marble and granite.
Based on the results of triaxial tests, it can be concluded that
sandstone exhibits transformative characteristics of “brit-
tleness-ductility-brittleness” with increasing confining
pressure, which makes it difficult for the energy drop co-
efficient of brittle rock to fully reflect the deformation and
failure process of sandstone. In addition, the traditional
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method requires the calculation of a large number of in-
tegrals.*e complicated and cumbersome process is difficult
to be applied in practical engineering. *erefore, it is nec-
essary to establish a calculation model that is easy to use and
more suitable for sandstone failure characteristics.

When the sandstone enters the ductility stage, the elastic
modulus EA corresponding to the unloading at the peak in
(11) cannot accurately reflect the stress-strain relationship of
the samples at this time. When the effect of sandstone
damage and defect is not considered, the rock damage factor
D is considered to be 0. At this time, according to
ED � (1 − D)EA, it can be replaced by the elastic modulus ED
corresponding to the residual strength unloading. In Fig-
ure 1, AB and DE stand for EA and ED, respectively. In order
to simplify the calculation method, the area of the stress-
strain curve is used to represent the energy involved in the
deformation and failure process.

􏽒
εD
εA
σzdεz is represented by the area of trapezoid ACDF,

which represents the external input of the mechanical energy
into the samples after the peak point A.*e releasable elastic
energy of the samples can be expressed by the difference
between SBAC (in red in Figure 1) and SEDF (in yellow in
Figure 1). *is value represents the relative magnitudes of
the ductility and brittleness of the samples—the smaller the
value, the higher the ductility. 2μ(εD − εA)σr is represented
by WC. *erefore, the energy drop coefficient calculation
model for sandstone can be expressed as

He �
SCADF − WC

Svac − SEDF
. (12)

He can better characterize the relative magnitudes of the
ductility and brittleness of the rock, which is called the
“brittleness-ductility” energy drop coefficient. *e coeffi-
cient calculation model is more in line with the energy
change of the actual failure process of sandstone and can

better reflect the energy conversion of the collapse of
sandstone at various depths.

5. Comparison Analysis

*e residual energy, elastic energy, work done by rock
samples to hydraulic oil under different confining pressures,
and the drop coefficients H and He obtained by the two
different calculation models according to (11) and (12) are
calculated, and the results are shown in Table 1.

It can be learned that as the confining pressure increases,
the mechanical energy input of the samples gradually in-
creases; the energy loss caused by the work performed by the
samples to the hydraulic oil rises as well; and the releasable
elastic energy gradually decreases. *e traditional energy
drop coefficient of sandstone H and the “brittle-ductile
energy drop coefficient”He have basically the same variation
tendency. As the confining pressure increases, the energy
drop coefficient also gradually goes up, the brittleness
exhibited by the failure of the samples weakens, and the
ductility enhances. *is proves the correctness of the
“brittle-ductility” energy drop coefficient. However, when
the confining pressure rises to 10MPa, the H value of the
sandstone continues to increase while He drops. *e results
show that when the confining pressure rises to 10MPa, the
brittleness enhances. *is demonstrates that the calculation
of the coefficient He proposed in this paper can better
characterize the relative magnitudes of the ductility and
brittleness of the rock and thus reflect the physical failure
mechanism of sandstone failure more precisely.

6. Conclusions and Recommendations

6.1. Conclusions. *is paper establishes a calculation model
of the “brittle-ductility” energy drop coefficient that char-
acterizes the whole process of sandstone deformation and

(a) (b) (c) (d)

Figure 4: Failure surfaces of sandstone samples under different confining pressures. (a) 4MPa, (b) 6MPa, (c) 8MPa, (d) 10MPa.

Table 1: Calculation of sandstone energy drop coefficients.

Pressures (MPa) SBAC-SEDF (103 J/m3) 2μ(εD − εA)σr (103 J/m3) 􏽒
εD
εA
σzdεz (103 J/m3) SCADF (103 J/m) H He θ

4 29.95 6.19 100.8 60.82 0.314 1.82 —
6 24.78 9.29 110.9 70.06 0.377 2.45 56°
8 10.07 12.38 118.8 71.30 0.381 5.85 75°
10 15.56 15.48 165.5 82.36 0.393 4.30 82°
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failure from the perspective of energy based on the stress-
strain curves of sandstone samples obtained from triaxial
tests. It also discusses the influence of confining pressure on
energy drop during sandstone failure. *e following con-
clusions are reached:

(1) According to the fracture surface characteristics and
stress-strain curves of the sandstone obtained from
the triaxial tests, as the confining pressure increases,
the brittleness of the failed samples diminishes and
then gradually enhances after reaching the peak.*is
is different from other rocks such as granite and
marble.

(2) Compared with traditional energy drop coefficients,
the calculation model of “brittleness-ductility” en-
ergy drop coefficient proposed in this paper can
accurately describe the whole process of sandstone
deformation and failure from an energy perspective.
At the same time, the improved model is easy to
adopt because it can avoid tedious integration
calculations.

*is model extends the applicable rock types of the
energy drop coefficient and enriches the knowledge system
of elastoplastic mechanics. At the same time, a deep un-
derstanding of the sandstone failure mechanism can ensure
the safety of construction and exploitation in mining zones
while reducing the environmental damage. It is of great
significance for environmental restoration and geological
disaster prevention.

6.2. Recommendations. For future research, the following
research directions deserve scholarly attention:

*is paper only establishes a calculation model for the
“brittle-ductility” energy drop coefficient suitable for char-
acterizing the sandstone failure mechanism but does not
explain why the tendency of sandstone brittleness to change
with confining pressure differs from that of marble and
granite. Future research can try to explain the mechanism
from the composition and mechanical properties.

According to the genesis, rocks can be divided into
magmatic rocks, sedimentary rocks, and metamorphic
rocks. In addition to sandstone, there are other common
surrounding rocks like mudstone in the mining zones.
Difference between different types of rocks is actually
very large. *e new calculation model proved to be
feasible and efficient to describe the failure of sandstone.
However, whether it can suit other types of rocks is still
unclear. *erefore, more samples could be collected to
study the energy drop law. In light of this, the strength
thresholds of rocks can be identified by applying corre-
spondent energy coefficients according to rock types to
better guide the safe and sustainable production in the
mining zones.
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)e stomach is usually considered as a hollow muscular sac, which initiates the second segment of digestion. It is the most
sophisticated endocrine structure having unique biochemistry, physiology, microbiology, and immunology. )e pivotal aim
of the present study is to propose the nonlinear mathematical model of the nervous stomach system based on three
compartments namely, tension (T), food (F), and medicine (M). )e detailed description of each compartment is provided
along with the mathematical form and different rates/factors, such as sleep factor, food rate, tension rate, medicine term, and
death rate. )e solution of the designed model is presented numerically by using the well-known differential transformation
technique. )e behavior of the obtained solution has been captured with respect to time as well as presentations of the
numerical simulations.

1. Introduction

)e importance of every organ in the human body has its
individual value, and without having any organ or having a
weak organ, the human body feels troubles. In human body,
every organ is linked to other organs, e.g., eye has a con-
nection with the nose and the nose is connected with the ear.
)e stomach is one of the most significant organ in the
human body that has connection with many organs. )e
stomach’s role is maintaining the health of every living
being, and it magnetizes the attention of the research
community [1]. )e earliest Greeks observed the gastric
contents with the bitter nature. In the sixteenth century,
both van Helmont [2] and Paracelsus [3] believed that an
acid is present in the stomach, and it is essential for di-
gestion. Consequent observations by Spallanzani [4] and De
Reaumur [5] recommended the ‘solvent’ properties of

digestive juice on the tissue of animals. Prout [6] did not
publish his work related to the gastric acid secretion nature
until 1823. Beaumont [7] provided the first interpretations
on his patient with gastric fistula, and that was published by
Alexis St Martin three years later in the second decade of the
eighteenth century. )ese observations based on meticulous
were discussed for about a hundred years, and the core of his
investigations was gastric ingestion in a human body with
the stress effects.

At the beginning of the twentieth century, the control of
gastric secretion was discovered by ablation of the coeliac
axis and vagotomy as therapeutic interferences. )is high-
lighted the complex nature of the gastric secretion’s control,
and it led to a quick increase in interest and the work of
Laidlaw and Dale on histamine [8], which led to the serious
discovery by Popielski on the effects of histamine on gastric
secretion [9]. Bayliss and Starling presented the secretin [10]
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and Edkins dissertation on gastrin [11]. )ese discoveries
helped us to understand the gastric disease leading to
dramatic advances in the pharmacological organization of
peptic ulcer disease with the finding of the H2-receptor
antagonists by Sir James Black in the seventh decade of the
nineteenth century [12]. Marshall and Warren discussed the
acid-related disease in the twentieth century until the
groundbreaking discovery of Helicobacter pylori in 1983
[13]. )e stomach was reflected microbiologically sterile,
although Jaworski [14] has presented many observations of
several bacterial populations in gastric juice.

)e present study aims to illustrate the mathematical
form of the nervous stomach model and the performance of
the numerical solutions by considering all the parameters of
the designed model via the differential transformation (DT)
method. )e considered novel technique is proposed by
Zhou [15], called as a differential transformation method,
with the help of the Taylor series expansion in the 8th decade
of the nineteenth century. )e designed nervous stomach
model is obtained by considering the three compartments
namely, tension (T), food (F), and medicine (M). Further-
more, for more convince, this model is named as TFM.)ree
different cases based on the designed model have been taken,
and the numerical results are drawn using the DTmethod.
)e obtained results show the efficiency of the proposed
scheme.

Some salient geographies of the designed TFMmodel are
given as follows:

(i) )e nervous stomach model is presented effectively
by using the three compartments namely tension
(T), food (F), and medicine (M)

(ii) )e detailed descriptions of all the compartments of
the TFM model are provided along with different
factors and rates

(iii) )e nonlinear system of ordinary differential
equations is obtained by using the three above-
mentioned compartments

(iv) )e numerical solutions of the designed TFMmodel
are performed by using the DT numerical scheme

)e rest of the paper is organized as follows. Section 2
describes the structure of the designed model. Section 3
presents the procedure of the DT scheme and essential re-
sults. Section 4 shows the detailed results and discussion of
the TFM model. Conclusions along with future research
directions are presented in the last section of the paper.

2. Structure of the TFM Model

)e mathematical form of the nervous stomach model will
be presented along with the three compartments namely
tension (T), food (F), and medicine (M). )e details of each
compartment are presented as follows:

(i) T(t) : the indications caused by mental health are
always present in the mind. )ere are various
physical symptoms; one of them that may target
anybody and cause anxiousness and stress is a
nervous stomach. )e effect of a nervous stomach is
extremely inconvenient for the human body and
may forbid them from completing the projects due
to stress. It is one of the main reasons to disturb the
stomach at time t.

(ii) F(t) : the oily, spicy, and crispy food are the main
factors to disturb the stomach. Especially, anybody
who does not frequently consume spicy foods and
has no patience may cause havoc on the digestive
system. )e presence of some compounds in spicy
food such as capsaicin is not broken down in di-
gestion and can annoy the lining of the intestines or
stomach. )is is the main cause to disturb the
stomach at time t.

(iii) M(t) : the overuse of medicine is also an important
factor to disturb the stomach. Most medicines are
used to recover different disease that can also dis-
turb the stomach. )ese medicines straightly upset
the stomach, and through this way, the stomach
feels irregularity and gets affected badly.

)e mathematical form of the TFM model is presented
in the nonlinear system of ordinary differential equations,
which is achieved by using the three above compartments
namely, tension, food, and medicine at time t, and it is
defined as

dT(t)

dt
� −αF(t)T(t) − β, T(0) � I1,

dF(t)

dt
� δT(t) + cM(t)F(t), F(0) � I2,

dM(t)

dt
� −δT(t) + βF(t)M(t) − d, M(0) � I3,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where α represents the quantity of food, and negative sign
indicates the lesser quantity of food. β shows the sleep factor,
δ is used for the tension rate, c indicates the recovery term,
and d shows the death rate. Moreover, I1, I2, and I3 are the
initial conditions for all compartments of the TFM model.
For the verification of the designed model, three different
cases are considered based on the designed TFM model and
solved by using a well-known DTmethod. )e historical DT
method is famous to solve the singular, nonlinear, and
fractional differential models [16–23].

3. Differential Transformation Scheme

Taking one-dimensional arbitrary function w(x) in Taylor’s
series about a point x � x0, we have

2 Discrete Dynamics in Nature and Society



W(k) �
1
k!

dkw(x)

dxk
􏼢 􏼣

x�0
. (2)

)e original function is w(x) in the above equation (2),
whereas the transformed function is W(k), which is also
known as T-function. )e differential transform of the in-
verse of W(k) is provided as follows:

w(x) � 􏽘
∞

k�0
Y(k) x − x0( 􏼁

k ≡ D
− 1

W(k). (3)

Using equations (2) and (3) and taking x0 � 0, the
obtained form is written as follows:

w(x) � 􏽘
∞

k�0

xk

k!

dkw(x)

dxk
􏼢 􏼣

x�0
. (4)

Equation (4) gives the concepts of differential
transform derived from the expansion of the Taylor se-
ries, and this scheme is not applied for symbolical
evaluation of the derivatives. Moreover, comparative
derivatives are found by using an iterative procedure. In
the present study, the lower case letter is used to show the
original function, and upper case letter is used to rep-
resent the transformed function. From the definition of
the above two equations, one can easily prove that the
transformed functions have the basic mathematics values
provided in Table 1.

In real applications, w(x) is obtained by a finite series,
and equation (3) can be described as follows:

w(x) � 􏽘
m

k�0
x

k
W(k). (5)

Equation (5) shows that w(x) � 􏽐
∞
k�m+1 xkW(k) is very

small and can be neglected. In fact, it denotes the error.
Hence, in the present study, m is used for the convergence of
natural frequency.

Theorem 1. If w(x) � a(x)b(x), then W(k) � A(k)⊗
B(k) � 􏽐

k
l�0 A(l)B(k − l) (here ⊗ denotes the convolution):

w(x) � 􏽘
∞

k�0
A(k) x − x0( 􏼁

k
× 􏽘
∞

k�0
B(k) x − x0( 􏼁

k

� A(0) + A(1) x − x0( 􏼁 + A(2) x − x0( 􏼁
2

+ . . .􏼐 􏼑

× B(0) + B(1) x − x0( 􏼁 + B(2) x − x0( 􏼁
2

+ . . .􏼐 􏼑

� A(0)B(0) +(A(0)B(1) + A(1)B(0)) x − x0( 􏼁

+(A(0)B(2) + A(1)B(1) + A(2)B(0)) x − x0( 􏼁
2

+ . . .

� 􏽘

∞

k�0
􏽘

k

l�0
A(l)B(k − l) x − x0( 􏼁

k
.

(6)

By using equation (3), we can write

W(k) � 􏽘
k

l�0
A(l)B(k − l). (7)

Theorem 2. If w(x) � xm, then W(k) � δ(k − m) �

1,

0,

k � m,

k≠m,
􏼨 where δ(k) �

1,

0,

k � 0,

k≠ 0,
􏼨 .

Proof. By using equation (2), we have

W(k) �
1
k!

z xm( )

zxk

􏼌􏼌􏼌􏼌􏼌􏼌􏼌t�0
�

1
k!

zk xk( 􏼁

zxk
�

k!

k!
� 1, k � m,

1
k!

zk xm( )

zxk
� 0, k≠m.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(8)

□

Theorem 3. If w(t) � u1(t)u2(t)u3(t) . . . un−1(t)un(t), then
W(k) � 􏽐

k
ln−1�0 􏽐

ln−1
ln−2�0 · · · 􏽐

l3
l2�0 􏽐

l2
l1�0 U1(l1) U2(l2 − l1) · · ·

Un−1(ln−1 − ln−2)Un(k − ln−1).

Proof. By using equation (2), we have
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W(0) �
1
0!

u1(t)u2(t) · · · un−1(t)un(t)􏼂 􏼃t�t0

� U1(0)U2(0) · · · Un−1(0)Un(0),

W(1) �
1
1!

z

zt
u1(t)u2(t) · · · un−1(t)un(t)􏼂 􏼃t�t0

� u1′(t)u2(t) · · · un−1(t)un(t) + u1(t)u2′(t) · · · un−1(t)un(t) + · · · + u1(t)u2(t) · · · un−1′ (t)un(t)􏼂

+ u1(t)u2(t) · · · un−1(t)un
′(t)]t�t0

� U1(1)U2(0) · · · Un−1(0)Un(0) + U1(0)U2(1) · · · Un−1(0)Un(0) + · · · + U1(0)U2(0) · · · Un−1(1)Un(0)

+ U1(0)U2(0) · · · Un−1(0)Un(1),

W(2) � U1(1)U2(1)U3(0) · · · Un−2(0)Un−1(0)Un(0) + U1(0)U2(1)U3(1) · · · Un−2(0)Un−1(0)Un(0) + · · ·

+ U1(0)U2(0)U3(0) · · · Un−2(1)Un−1(1)Un(0) + U1(0)U2(0)U3(0) · · · Un−2(0)Un−1(1)Un(1).

(9)

We have

W(k) � 􏽘
k

ln−1�0
􏽘

ln−1

ln−2�0
· · · 􏽘

l3

l2�0
􏽘

l2

l1�0
U1 l1( 􏼁U2 l2 − l1( 􏼁

· · · Un−1 ln−1 − ln−2( 􏼁Un k − ln−1( 􏼁.

(10)

□

Theorem 4. If w(t) � sin(wt + α), then W(h) � (wh/h!)sin
((hπ/2) + α).

Proof. By using equation (2), we have

k � 1: W(1) �
1
1!

z sin(wt + α)

zt

􏼌􏼌􏼌􏼌􏼌􏼌􏼌t�0
�
1
1!

w cos(wt + α)|t�0 �
1
1!

w sin
π
2

+ α􏼒 􏼓 + wt􏼒 􏼓

􏼌􏼌􏼌􏼌􏼌􏼌􏼌t�0
�
1
1!

w sin
π
2

+ α􏼒 􏼓,

k � 2: W(2) �
1
2!

z2 sin(wt + α)

zt2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌t�0
�
1
2!

w
2 cos

π
2

+(α + wt)

􏼌􏼌􏼌􏼌􏼌􏼌
t�0

�
1
2!

w
2 sin

π
2

+ α +
π
2

􏼒 􏼓 + wt􏼒 􏼓

􏼌􏼌􏼌􏼌􏼌􏼌􏼌t�0

�
1
2!

w
2 sin

2π
2

+ α + wt􏼒 􏼓

􏼌􏼌􏼌􏼌􏼌􏼌􏼌t�0
�
1
2!

w
2 sin

2π
2

+ α􏼒 􏼓, . . . ,

k � h: W(h) �
1
h!

zh sin(wt + α)

zth

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌t�0
�

wh

h!
sin

hπ
2

+ α + wt􏼠 􏼡

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
t�0

�
wh

h!
sin

hπ
2

+ α􏼠 􏼡.

(11)

We have

W(h) �
wh

h!
sin

hπ
2

+ α􏼠 􏼡. (12)
□

4. Results and Discussion

In this section, three different cases will be discussed by
taking different values of the sleep factor, food rate, tension
rate, medicine term, and death rate. )ese cases numerically

Table 1: )e essential operations of the unique and transformed functions of the DT method.

Unique function Transformed function
w(x) � a(x) ± b(x) W(k) � A(k) ± B(k)

w(x) � ca(x) W(k) � cA(k)

w(x) � (dma(x))/dxm W(k) � (k + 1) + (k + 2) · · · (k + m) · A(k + m)

w(x) � a(cx) W(k) � ck · A(k)

w(x) � a(x/c) W(k) � A(k)/ck

w(x) � (dm/dxm)a(cx) W(k) � (k + 1) + (k + 2) · · · (k + m) · ck+m · A(k + m)

w(x) � ex+c W(k) � ec/k!
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Table 2: Numerical investigations of the T(t), F(t), and M(t) for Case 1 of the TFM model.

t
Case 1

T(t) F(t) M(t)
0 0.9999 0.0001 0
0.4 0.62731 0.67810 −0.15969
0.8 −0.11289 0.87141 −0.11953
1.2 −0.76466 0.47571 −0.02268
1.6 −0.91441 −0.24356 0.05255
2 −0.31034 −0.72335 −0.03076
2.4 1.51535 0.02444 −0.60601
2.8 6.55651 4.51745 −2.65702
3.2 21.0587 20.2326 −8.88120
3.6 60.1631 67.4145 −25.7791
4 154.959 194.152 −67.3316
4.4 362.400 502.590 −160.990
4.8 778.453 1191.23 −356.890
5.2 1554.77 2619.56 −741.403
5.6 2919.070 5402.54 −1456.36
6 5199.07 10544 −2725.58
6.4 8850.05 19620 −4890.42
6.8 14485.3 35024.04 −8456.69
7.2 22909.1 60288.6 −14155.1
7.6 35150.96 100501 −23018.7
8 52500.24 162828 −36478.7
8.4 76539.23 257180 −56485
8.8 109172.9 397018 −85652.1
9.2 152653.1 600357 −127437
9.6 209593.8 890972 −186354
10 282975.4 129984 −0.15969

Table 3: Numerical investigations of the obtained results T(t), F(t), and M(t) for Case 2 of the TFM model.

t
Case 2

T(t) F(t) M(t)
0 0.9999 0.0001 0
0.4 0.99711 0.38141 −0.16480
0.8 1.14519 0.76386 −0.35228
1.2 1.45588 1.20409 −0.58365
1.6 1.96438 1.76437 −0.88481
2 2.73324 2.52173 −1.28985
2.4 3.85971 3.57910 −1.84568
2.8 5.48681 5.08036 −2.61842
3.2 7.81825 7.23190 −3.70235
3.6 11.1371 10.3342 −5.23279
4 15.8281 14.8287 −7.40436
4.4 22.4012 21.3651 −10.4966
4.8 31.5164 30.8991 −14.9098
5.2 44.0051 44.8295 −21.2138
5.6 60.8851 65.1876 −30.2136
6 83.3624 94.8947 −43.0369
6.4 112.814 138.106 −61.2485
6.8 150.746 200.663 −86.9977
7.2 198.705 290.679 −123.207
7.6 258.144 419.281 −173.809
8 330.223 601.560 −244.041
8.4 415.518 857.740 −340.814
8.8 513.633 1214.63 −473.152
9.2 622.681 1707.40 −652.739
9.6 738.609 2381.74 −894.564
10 854.345 3296.39 −1217.70
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solve by using the DTmethod. )e values are taken between
0 and 10 with the step size of 0.4. )ese cases based on the
above system of equations are written as follows:

Case 1. Taking the values of α � 0.1, β � 0.2, δ � 0.3,
c � 0.4, d � 0.5, I1 � 0.9999, I2 � 0.0001, and I3 � 0, model
(1) takes the form as

dT(t)

dt
� −0.1F(t) − 0.2, T(0) � 0.9999,

dF(t)

dt
� 0.3T(t) + 0.4M(t), F(0) � 0.0001,

dM(t)

dt
� −0.3T(t) + 0.2M(t) − 0.5, M(0) � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

)e DTmethod is applied to solve the above model. By
using the definitions of one-dimensional differential
transformation and the corresponding transformation of
equation (13), the obtained system becomes

(k + 1)T(k + 1) � −0.1F(k) − 0.2δ(k), T(0) � 0.9999,

(k + 1)F(k + 1) � 0.3T(k) + 0.4M(k), F(0) � 0.0001,

(k + 1)M(k + 1) � −0.3T(k) + 0.2M(k) − 0.5δ(k), M(0) � 0.

⎧⎪⎪⎨

⎪⎪⎩

(14)

Case 2. Taking the values of α � −1, β � 0.2, δ � 1, c � 0.4,
d � 0.1, I1 � 0.9999, I2 � 0.0001, and I3 � 0, model (1)
becomes

dT(t)

dt
� F(t) − 0.2, T(0) � 0.9999,

dF(t)

dt
� T(t) + 0.4M(t), F(0) � 0.0001,

dM(t)

dt
� −0.3T(t) + 0.2M(t) − 0.1, M(0) � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

Table 4: Numerical investigations of the T(t), F(t), and M(t) for Case 3 of the TFM model.

t
Case 3

T(t) F(t) M(t)
0 0.9999 0.0001 0
0.4 0.91790 0.08917 −0.32811
0.8 0.83361 0.11440 −0.67315
1.2 0.74964 0.07287 −1.03638
1.6 0.66871 −0.03826 −1.41954
2 0.59367 −0.22183 −1.82483
2.4 0.52746 −0.48070 −2.25501
2.8 0.47317 −0.81787 −2.71345
3.2 0.43398 −1.23656 −3.20419
3.6 0.41323 −1.74029 −3.73200
4 0.41439 −2.33302 −4.30250
4.4 0.44111 −3.01924 −4.92219
4.8 0.49724 −3.80409 −5.59860
5.2 0.58682 −4.69357 −6.34036
5.6 0.71418 −5.69461 −7.15737
6 0.88394 −6.81533 −8.06087
6.4 1.10104 −8.06514 −9.06365
6.8 1.37086 −9.45503 −10.1801
7.2 1.69921 −10.9977 −11.4268
7.6 2.09246 −12.7080 −12.8221
8 2.55758 −14.6031 −14.3867
8.4 3.10226 −16.7024 −16.1442
8.8 3.73500 −19.0287 −18.1207
9.2 4.46520 −21.6077 −20.3460
9.6 5.30331 −24.4691 −22.8529
10 6.26098 −27.6464 −25.6788

500k
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(t)

, F
(t)

, M
(t)

0

0 2 4 6 8 10
Time

T(t)
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Figure 1: Nature of the T(t), F(t), and M(t) for Case 1 of the TFM
model.
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)e DT method is applied to solve the above equation
(15). By using the definitions of one-dimensional differential

transformation and the corresponding transformation of
equation (15), the obtained system becomes

(k + 1)T(k + 1) � F(k) − 0.2δ(k), T(0) � 0.9999,

(k + 1)F(k + 1) � T(k) + 0.4M(k), F(0) � 0.0001,

(k + 1)M(k + 1) � −0.3T(k) + 0.2M(k) − 0.1δ(k), M(0) � 0.

⎧⎪⎪⎨

⎪⎪⎩
(16)

Case 3. Taking the values of α � 2, β � 0.2, δ � 2, c � 0.4,
d � 0.01, I1 � 0.9999, I2 � 0.0001 and I3 � 0, model (1)
becomes

dT(t)

dt
� −2F(t) − 0.2, T(0) � 0.9999,

dF(t)

dt
� 2T(t) + 0.4M(t), F(0) � 0.0001,

dM(t)

dt
� −0.3T(t) + 0.2M(t) − 0.01, M(0) � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

)e DTM is applied to solve the above model. By using
the definitions of one-dimensional differential transforma-
tion and the corresponding transformation of equation (17),
the obtained system becomes

(k + 1)T(k + 1) � −2F(k) − 0.2δ(k), T(0) � 0.9999,

(k + 1)F(k + 1) � 2T(k) + 0.4M(k), F(0) � 0.0001,

(k + 1)M(k + 1) � −0.3T(k) + 0.2M(k) − 0.01δ(k), M(0) � 0.

⎧⎪⎪⎨

⎪⎪⎩

(18)

Tables 2–4 show the different values of the T(t), F(t), and
M(t) in the interval [0.10] with the step size of 0.4. )e fixed
initial values have been taken for all three cases. )e

2000
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, F
(t)
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Figure 2: Behavior of the T(t), F(t), and M(t) for Case 2 of the TFM model.
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Figure 3: Behavior of the T(t), F(t), and M(t) for Case 3 of the TFM model.
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numerical experimentations have been achieved by using the
DTmethod.)e details of each compartment for all the cases
are provided in Tables 2–4. In Table 3, it is seen that by
increasing the time, increment is seen in factors T(t) and
F(t), while decrement is noticed in the values of M(t).

5. Conclusion

In the present study, a novel mathematical form of the
nervous stomach model is introduced, which is based on
three compartments namely tension, food, and medicine.
)e detail of each compartment is discussed and provided.
)e mathematical form of the TFMmodel is obtained in the
form of three nonlinear differential equations, and nu-
merical solutions have been tabulated and plotted in
Tables 2–4 and Figures 1–3 by using a well-known differ-
ential transform scheme. )e differential transformation
scheme is recommended for all forms of differential equa-
tions due to the rapidity of its convergence and fewer
computations.)e considered method offers fast converging
serial solutions, and furthermore, the accuracy of this so-
lution can be improved by taking more terms in the solution.
)e differential transformation method is highly effective
and produces approximate results of the model that have
been investigated in this paper.

In the future, the novel nonlinear stomach model can be
solved by using well-known artificial neural networks
[24–33], and the differential transformation scheme can be
applied by using fluid dynamics problems [34–36].
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