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Earthquake is one of the natural disasters that has always influenced human life. It is not currently possible to predict exactly when
and where an earthquake will occur, nor how large it will be. It is also impossible to prevent an earthquake. However, by designing
seismic-resistant structures, the amount of financial losses and casualties can be reduced. This resistant design requires the use of
earthquake risk analysis. By using the earthquake risk analysis, it will be possible to estimate the parameters of the strong ground
motion, including acceleration, velocity, and displacement in each area. Estimating the parameters of strong ground motion will be
possible just by obtaining the appropriate attenuation relationship. The aim of this paper is to present an appropriate attenuation
relationship to estimate the horizontal component of the possible occurrence of peak ground acceleration in each region. Two
methods were used to calculate attenuation relationship: gene expression programing (GEP) and group method of data handling
(GMDH). In the first step, an up-to-date and comprehensive catalog consisting of 1,185 earthquake records that occurred around
the world has been prepared. In the next step, the parameters of magnitude, hypocentral distance, and shear wave velocity of these
records have been used as variables of the attenuation relationship. Then, the fitness function ( f ) was determined, and attenuation
relationships were calculated using GEP and GMDH. The amount of fitness function ( f ) was obtained 766.12 from 1,000 in the
GEP method and 767.77 from 1,000 in the GMDH method. The values of the fitness function, residuals and comparison plots
showed a high-agreement between “the values predicted by the attenuation relationships” and “the actual values observed in the
earthquakes.” Finally, according to the results of this research, it can be said that the use of GEP and GMDHmethods has provided
better results than the other similar researches. Also, the use of up-to-date records makes the results of this research more reliable
than the previous researches.

1. Introduction

Human life has always been influenced by the natural dis-
asters such as floods, storms, and earthquakes. These disas-
ters have always threatened human life and property. The
occurrence of these natural disasters will never stop and
posterity will always be threatened. One of the most impor-
tant and unpredictable events is an earthquake. Many earth-
quakes usually occur annually in the world. Some of them
occur in vacant and barren areas, which are certainly not
considered a threat to humans. Some earthquakes are so
mild that they are not even felt by humans and are only
recorded by the accelerometers. However, high-intensity

earthquakes may occur in residential environments and
pose a constant threat to humans.

Japan, the United States, China, India, New Zealand, and
Iran are considered as the seismic countries in the world. In
Japan, from 1945 to 1995, 14 earthquakes with a magnitude
greater than 6.5-Richter happened in 50 years that, left more
than 8,000 victims. The Fukushima earthquake (2011) with
a moment magnitude about 9, is one of the strongest earth-
quakes in Japan since 1900. The record for the largest earth-
quake in history with a moment magnitude 9.5 also belongs
to Chile, which occurred in 1960 [1].

Earthquakes had been considered an unknown phenome-
non several centuries ago. However, today scientific advances
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made in the field of seismic geotechnical engineering andmore
knowledge of the internal structure of the earth have led to the
understanding of the various phases of the earthquake and its
effects on the earth’s movement. Despite the achieved prog-
ress, it is impossible to predict its occurrence anywhere in the
world, but it is possible to prepare for it by building seismic-
resistant structures. The purpose of designing earthquake
resistant structures is to construct structures that withstand
seismic loads, do not undergo a lot of damage and rescue
the inhabitants. To achieve this goal, it is necessary to predict
and estimate the severity of possible earthquakes in each area
following its various features. This goal is possible just through
risk analysis. The prerequisite of risk analysis studies is to
identify the parameters of strong ground motion for different
areas [2].

The amount of strong ground motion is attributed to the
magnitude, source to site distance, the source mechanism
(type of faulting), geology of the region, surface topography,
and dynamic properties of the material propagation [3]. Also,
other parameters including soil nonlinear behavior, directiv-
ity, rupture propagation, and basin effects on ground motion
can be even more effective than some of the above mentioned
independent parameters [4].

In order to determine the impact of various earthquake
parameters on a structure or a site located at a distance from
the earthquake center, attenuation relationships are used.

Attenuation relationships are usually presented for impor-
tant earthquake characteristics such as peak horizontal and ver-
tical acceleration, peak ground velocity (PGV), elastic response
spectra, and inelastic response spectra. The largest number of
attenuation relationships is presented for peak ground accelera-
tion (PGA) estimation.

The purpose of the present study is to present a new
global attenuation relationship to estimate the horizontal
component of peak ground acceleration (PGAH) using the
two methods of gene expression programing (GEP) and
group method of data handling (GMDH) and compare the
results.

2. Overview of the Attenuation Relationships

Attenuation relations were first introduced in the 1960s by
Neumann. Neumann [5] provided the attenuation model of
PGA in 1954 for earthquakes in America. The only parame-
ter involved was the distance of the accelerograph from the
earthquake’s center. In Newman’s attenuation relationship,
even the role of earthquake magnitude was ignored. Subse-
quently, models were developed from the 1970s to mid-
1980s by Milne and Davenport [6], Esteva [7], Denham and
Small [8], Donovan [9], Esteva and Villaverde [10], Orphal
and Lahoud [11]. In these models, in addition to the distance
of the accelerometer from the earthquake center, the magni-
tude of the earthquake was also included in the calculations.
However, the strong role of soils in providing these relation-
ships and the amount of damage was still ignored. Following
the damage caused by the 1964 earthquakes in Niigata, Japan,
and Alaska, progress was made in expanding the effective
parameters in the attenuation relationships. Since 1976, a

new parameter indicating soil type was added to the attenua-
tion relationship [12]. After that, many attenuation models
were presented by various researchers for the different
regions, some of them are explained below.

In 1981, Joyner and Boore [13] proposed a new attenua-
tion relationship based on the North American earthquakes.
The catalog consisted of earthquakes with surface wave mag-
nitude (MS) from 5 to 7.7 and records were taken from sta-
tions less than 370 km from the epicenter. Also, soil type has
been effective in estimating acceleration as a coefficient for
both soil and rock [13].

The Atkinson and Boore [14] attenuation model was also
presented in 1990 based onNorth American earthquakes with
a moment magnitude (MW) between 5 and 7, which occurred
at a distance of 10–100 km of earthquake accelerometers.

Sarma and Free [15] presented Equation 1 in 1995

log PGAð Þ ¼ −3:436þ 0:8532M − 0:0192M2

− 0:9011 × log Rð Þð Þ − 0:002R − 0:0316S;
ð1Þ

where M, R, and PGA are the magnitude, the hypocentral
distance (km) and PGA (cm/s2), respectively. Also, the vari-
able S in this relation is “zero” for the rock and “one” for
the soil.

Following advances in technology and computer science
in the early 21st century, intelligent methods have emerged
and gradually replaced traditional methods. These changes
led to the creation of more complex models in attenuation
relationships. In 2007, Sobhaninejad et al. [16] used the intel-
ligent genetic algorithm (GA) method to provide an attenu-
ation relationship. Subsequently, Cabalar and Cevik [17]
introduced a new attenuation relationship for Turkey in
2009 using the same method. In 2010, Ornthammarath
et al. [18] also introduced a new relationship in which the
shear wave velocity was also involved in this relationship and
is shown in Equation (2).

log PGAð Þ ¼ −2:622þ 0:643MW

− 1:249log
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rjb2 þ 3:192

q� �
þ 0:344SS;

ð2Þ

where Mw is the moment magnitude, rjb is Joyner–Boore
distance (km), and PGA is the peak ground acceleration
(cm/s2). Ss that specifies the type of soil is selected according
to the value of shear wave velocity as Equation 3.

360 m=sð Þ ≤ VS30 ≤ 750 m=sð Þ À! SS ¼ 1

750 m=sð Þ<VS30 À! SS ¼ 0:
ð3Þ

Other researchers who have used this method to present
attenuation relationships including Kermani et al. [19], Jafar-
ian et al. [20], Alavi and Gandomi [21], Ghodrati et al.
[22, 23], and Gandomi et al. [24]. The relationship presented
by Alavi and Gandomi [21] in 2011 is as Equation (4).
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ln PGAð Þ ¼ 6 − ln RClstDð Þ þ −1
6

ln RClstDð Þð Þ2

þ Mw

6
ln RClstDð Þ þ 6

Vs;30
þ ln RClstDð Þð Þ3 Vs;30

À Á
−1

þ 64 × −8 − Vs;30 þ 5 × Vs;30 sin λð ÞÀ Áþ Vs;30

Mw − 7

� �
−1

:

ð4Þ

In this relation, Mw is the moment magnitude, RClstD is
the closest distance to the rupture surface (km), Vs,30 is the
average shear-wave velocity over the top 30m of the site
(m/s), and PGA is the peak ground acceleration (cm/s2).

One of the most recent attenuation relations was offered
by Kumar et al. [25]. The relationship that was determined for
the northeasternHimalaya region is presented as Equation (5):

log PGAð Þ ¼ −1:497þ 0:3882M − 1:19log Rþ e0:2876Mð Þ;
ð5Þ

where M is the magnitude, R is the hypocentral distance
(km), and PGA is the peak ground acceleration (cm/s2). This
relationship is based on the earthquakes that occurred in the
northeastern part of the Himalayas with a magnitude range
of 4–6.8.

In 2018, Javan-Emrooz et al. [26] presented Equation (6):

log PGAð Þ ¼ log
Mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

log es^3 þ eM − R − 1=Fð Þð Þ
p

" #

þ ln
M þ 1
RM

� �
þ ln log

ffiffiffiffiffi
M

pÀ ÁÀ Áþ 3:

ð6Þ

In this relation,M and R are the moment magnitude and
the hypocentral distance (km), respectively. Also, PGA is the
peak ground acceleration in centimeteres per square second
(cm/s2). This attenuation model is based on earthquakes in
northern Iran with a range of moment magnitude (MW) of
4.5–7.4 and a hypocentral distance of 2–100 km.

Also, Erken et al. [27] provided attenuation relation equations
by using nonlinear regression analysis in Northwest Anatolia
region for two different site conditions.

Karimi-Ghalehjough and Mahinroosta [28] presented
attenuation relationship of horizontal and vertical PGA
using regression analysi fuzzy logic model in Iranian plateau.
In this study, three different site conditions were considered:
rock, stiff soil, and soft soil [28].

Shiuly et al. [29] in 2020 presented a new model for pre-
diction of PGA by using artificial neural network (ANN) and
GA inHimalayan region for earthquake data recorded in rock
sites.

One of the most recent suggested relationships is the
Abdelfattah et al. [30] model, which was presented in 2021
as Equation (7).

log PGAð Þ ¼ −1:36þ 0:85ML − 0:85log rð Þ − 0:005r;

ð7Þ

whereML is the local magnitude, R is the hypocentral distance
(km), and PGA is the peak ground acceleration (cm/s2).

Also, in 2021 Kumar et al. [31] offered an attenuation
relationship using regression based on the earthquakes that
occurred in the central Himalayas with a magnitude range
of 5–6.8.

Pourzeynali and Khadivyan [32] have provided attenua-
tion relationship of horizontal and vertical PGA using
regression analysis for Alborz zone of Iran.

3. Data Collection

The first step to present the attenuation relationship is to
prepare a catalog of occurred earthquakes in a sufficient
number and with high accuracy. In the present study, con-
sidering that the final relationship is global, records from all
over the world were used and were chosen completely ran-
domly and with appropriate dispersion. These records are
obtained from the PEER (Public Employees for Environmen-
tal Responsibility (https://ngawest2.berkeley.edu/) website
by using the possibility of filtering the information of records
such as earthquake record number, earthquake name, earth-
quake recording station name, earthquake occurrence date,
earthquake magnitude, fault distance, rupture radius, shear
wave velocity, etc. which can be used from one or more of
them. In this study, only the filters of magnitude and distance
were used, then 1,218 records were found, which include
earthquakes that occurred continuously from 1938 onwards.

As mentioned before, in this research, the horizontal
component of the PGA is considered the target. Also, mag-
nitude, distance, and the shear wave velocity were considered
as variables of the seismic attenuation model. In the follow-
ing, each of these parameters is described.

3.1. Magnitude (MW). The magnitude of the earthquake indi-
cates the amount of energy released by the earthquake and is
directly related to it. Therefore, it will have the greatest
impact on the amount of strong ground motion and it can
be considered as the most important and effective parameter
in determining the attenuation relationships. Magnitude has
a direct effect on the horizontal component of PGA. The
higher magnitude of earthquake occurrence will cause higher
parameters of strong ground motion at a certain distance
from the source of the earthquake.

Magnitude is expressed in different scales due to the
variety of recorded seismic waves and the institutions and
devices recording these earthquakes. The magnitude types
are local magnitude (ML), surface-wave magnitude (MS),
body-wave magnitude (mb), and moment magnitude
(MW). Local magnitude (ML) based on amplitude recorded
by Wood Anderson seismograph, surface-wave magnitude
(MS) based on Riley wave amplitude, and body-wave magni-
tude (mb) based on P-wave amplitude are measured. Accord-
ing to the saturation effects, although the energy released
during an earthquake increases, the seismic properties do
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not necessarily increase at the same rate. Therefore, these
three scales do not have high accuracy in large earthquakes
[14]. The moment magnitude is independent of the charac-
teristics of the earth’s motion and can accurately define the
magnitude of earthquakes. Therefore, in this research,
moment magnitude has been used. To prepare the earth-
quake catalog in this research, earthquakes with a moment
magnitude of 4–7.5 have been used because earthquakes with
a magnitude of less than 4 are not considered dangerous for
construction engineering structures.

3.2. Distance (R). The distance indicates the path that seismic
waves pass from the source of the earthquake to the site. It is
the second effective parameter in the attenuation relation-
ships. The distance has an inverse effect on the parameters of
the strong ground motion, so if the distance from the site to
the epicenter is longer, the PGA will be smaller. The distance
in seismology is expressed with different types, which types
are: the shortest horizontal distance to the vertical rupture
image (rjb), the shortest distance to the rupture surface (rrup),
the shortest distance to the seismic rupture surface (rseis), and
distance from the epicenter (rhypo) [23].

In this study, the path taken by the waves from the source
of the earthquake to the desired site is the most effective
parameter on the ground motion. The used catalog data
have a hypocentral distance (rhypo) from 15 to 150 km.

3.3. Shear Wave Velocity (VS). Although most of the path,
passed by the waves, is in the bedrock, these waves often pass
through a layer of soil at the end of the path. This layer of soil
can play a major and significant role in changing the fre-
quency of waves reached to the surface of the ground. It can
also cause the damping of some frequencies or intensify
other frequencies and change the magnitude of the earth-
quake. Therefore, this is necessary to consider the ground
type and tectonic conditions in providing attenuation rela-
tionships [3]. Substrate properties can be entered into com-
putations in both qualitative and quantitative forms. If the
effect of this parameter is considered qualitatively, based on
the shear wave values, the ground type is divided into several
categories and the effect of the ground type is entered as
constant coefficients in the calculation of attenuation rela-
tionships. If the soil effect is considered quantitatively, the
value of shear wave velocity will be used in the relations.
According to the ability of the methods used in this research,

the effect of the soil type parameter has been applied quan-
titatively and using the value of shear wave velocity on the
attenuation relationships. Obviously, this approach has
increased the accuracy of calculations.

3.4. Preparing the Final Catalog. In the first step, data have
been collected and a preliminary catalog has been prepared
to consist of magnitude, distance, and shear wave velocity of
the 1,218 earthquake records. In the next step, all the records
were processed using Seismosignal software and considering
the appropriate correction frequency range of 0.2–30 [33].
Then the peak acceleration of each recorded earthquake at
each station was taken. The important point in this section is
that there are three components of acceleration in three
orthogonal directions per record, but in the present study,
whereas the study was done on the horizontal component of
acceleration, the vertical component was set aside. Then for
the horizontal components were considered to be the most
critical case and for this purpose, square root of the sum of
the squares (SRSS) of two orthogonal components was used.

After this stage, due to error possibility in recording and
extracting the records, the records were corrected through
sorting in an incremental magnitude. In the next step, the
graph was drawn in terms of the horizontal component of
PGA. Then the points of the graph that have relatively large
dispersion were removed from the earthquake catalog. After
this step, 1,185 records remain as the final records that are
involved in the attenuation relationship. Magnitude distribu-
tion diagrams in terms of distance and shear wave velocity in
Figure 1 and the number of records in terms of magnitude
and distance in Figure 2 are shown.

4. Methods for Estimation of the Attenuation
Relationships in This Research

4.1. Gene Expression Programing (GEP). GEP is a developed
GA and genetic programing (GP) that was proposed by Fer-
reira [34] in 1999. It can be said that this algorithm, like GA
and GP, is a GA that uses people as a population, choosing is
based on the suitability and introduction of the genetic diver-
sity using one or more genetic operators.

The main elements in GEP are just two elements, chro-
mosomes and expression trees. The structure of chromo-
somes is organized in such a way that it allows the creation
of multiple genes, and each of them is identified as a
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FIGURE 1: Magnitude distribution diagrams in terms of distance and shear wave velocity.
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subexpression tree. The structure of genes is also designed so
that each gene has a head and a tail, and this structural and
functional organization of the gene in the GEP always
ensures the production of valid programs, and it is not
important how much they change the depth of the chromo-
some. Expression trees are also genetic information encoded
in chromosomes. As in nature, the process of decoding infor-
mation is called translation, and this translation clearly indi-
cates the type of code and set of rules. The genetic code is also
very simple and shows the one-to-one relationship between
chromosome symbols and functions or terminals. The rules
are also very simple, they determine the organization consist-
ing of functions and terminals in the development trees and
the type of interaction between subexpression trees [35, 36].

Figure 3 shows the steps of the GEP and the operators
defined in this algorithm are also shown in Table 1.

4.2. Group Method of Data Handling (GMDH). The GMDH
is used to identify the behavior of nonlinear systems. Among
all intelligent computational methods, the GMDH method is
known as a self-organized system with a very complex non-
linear problem solving capacity [37, 38].

The GMDH was proposed by Ivakhnenko [39] in 1971.
In this algorithm, by keeping the input variables in a flexible
network, a connection is made between the input variables
and the output, and the possibility of initial estimation of the
output by regression equations including small subsets of
input variables is provided. Each of these small subsets con-
tains 2–3 independent variables [40, 41]. The main purpose
of this method is to build a network based on a quadratic
transfer function. The number of hidden layers and neurons,
effective input variables, and the optimal structural model is
automatically determined in this algorithm [42].

The communication between the input and output vari-
ables is done by the data management neural network in a
group method which is a nonlinear function called Volterra
series, which is as Equation (8).

y
_ ¼ a0 þ ∑

m

i¼1
aixi þ ∑

m

i¼1
∑
m

j¼1
aijxixj þ ∑

m

i¼1
∑
m

j¼1
∑
m

k¼1
xjaijkxixjxk þ…:

ð8Þ

The Volterra series is processed as a quadratic polyno-
mial by utilizing the following relation (Equation 9).

G xi; xj
À Á¼ a0 þ a1xi þ a2xj þ a3xi2 þ a4xj2 þ a5xixj:

ð9Þ

The purpose of the data management algorithm is to find
fixed and unknown coefficients ai in a group method, which
will be obtained by regression methods, based on obtaining
the least squares of error for each pair of input variables xi
and xj [43, 44].

5. Results

In this research, 80% of the records were considered as train-
ing records and the remaining 20% as testing records. The
method of selecting these records is that the testing records
are in the range of training records and allow comparison. As
mentioned, in this study, the parameters of magnitude,
hypocentral distance, and shear wave velocity are defined
as variables and the PGAH as a target function.

5.1. Results of Gene Expression Programing (GEP). Finally,
after several trials, the best answer with the highest accuracy
and least error was considered as the final answer. The final
relationship chromosomes are shown in Figure 4. In this
relation, d0=M, d1=R, d2=V, and the values of the coeffi-
cients c0 and c1 for each chromosome are given after that.
Also, the links of chromosomes are sum operator (+). By
replacing the variables, mathematical operators and the link
operator(+) in the calculated equation, the global attenua-
tion relationship for the PGA was obtained as Equation (10).

log PGAð Þ ¼ −1:553V − R2
− 9:095Rð Þ

R × Exp Mð Þ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Exp

5:61 − R
M − 1:37

� �
6

s
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9:999 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V=M þM þ 8:9673

p
3

q
:

ð10Þ
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FIGURE 2: Number of records in terms of magnitude and distance.
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In this relationship, M is the magnitude, R is the hypo-
central distance (km), V is the shear wave velocity (m/s), and
PGA is peak ground acceleration (cm/s2). For better visuali-
zation of the results, PGA diagrams were drawn in terms of
magnitude and hypocentral distance.

Figure 5 shows the PGA variation curve in terms of
hypocentral distance (15–150 km) for three magnitudes of
4.5, 5.5, and 6.5. In this diagram, the shear wave velocity is
considered 400m/s. As can be seen, the PGA decreases non-
linearly as it moves away from the epicenter. Figure 6 also
shows the PGA variation curve in terms of magnitude
(4–7.5) for five hypocentral distances of 20, 30, 60, 100,
and 150 km. In this diagram, the shear wave velocity is con-
sidered 400m/s. As can be seen, with increasing magnitude,
the PGA increases nonlinearly.

5.2. Results of Group Method of Data Handling (GMDH). The
final attenuation relationship obtained from the GMDH
method is shown in Equation (11).

log PGAð Þ ¼ −1788:07þ 3192:56
ffiffiffiffiffi
M3

pÀ Áþ −7:7484
ffiffiffi
R3

pÀ Áþ −1664:47
ffiffiffiffiffiffiffi
M23

p� �
þ −6:97 × 10−5 × V

ffiffiffiffi
V3

pÀ Áþ 5:715
ffiffiffiffiffi
M3

p ffiffiffi
R3

pÀ Áþ 170:807M
ffiffiffiffiffi
M3

pÀ Á
þ −10:447M2ð Þ þ 3:096 × 10−6 × RVð Þ þ −0:505M

ffiffiffi
R3

pÀ Á
:

ð11Þ
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FIGURE 3: The flowchart of gene expression programing [36].

TABLE 1: Operators defined in gene expression programing.

Name Representation Weight

Addition + 4
Subtraction – 4
Multiplication ∗ 4
Division / 1
Square root Sqrt 1
Exponential Exp 1
Natural logarithm Ln 1
x to the power of 2 X2 1
x to the power of 3 X3 1
Cube root 3Rt 1

/ - E / - d0 ∗ d1 d1 c1 d2 c0

S 3 E / - + c0 d1 c1 d0

3 - c0 3 + / – d2 d0 d0 c1

c0 = –1.553, c1 = 9.095

c0 = 5.61, c1 = –1.37

c0 = 9.999, c1 = –8.967

FIGURE 4: Expression trees of attenuation relationship of the peak
ground acceleration.
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In this relationship, M is the magnitude, R is the hypo-
central distance (km), V is the shear wave velocity (m/s), and
PGA is peak ground acceleration (cm/s2).

Figures 7 and 8 show the changes in PGA with the atten-
uation relationship calculated by the GMDH method in
terms of magnitude and hypocentral distance.

Figure 7 shows the PGA variation curve in terms of
hypocentral distance (15–150 km) for 3 magnitudes of 4.5,
5.5, and 6.5. In this diagram, the shear wave velocity is con-
sidered 400m/s. As can be seen, the PGA decreases nonli-
nearly as it moves away from the epicenter. Figure 8 also
shows the PGA variation curve in terms of magnitude
(4–7.5) for five hypocentral distances of 20, 30, 60, 100,

and 150 km. In this diagram, the shear wave velocity is con-
sidered 400m/s. As can be seen, while magnitude increases,
the PGA increases nonlinearly.

In Figures 5–8, it can be seen that in addition to the
nonlinearity of the diagrams, the lines of each diagram do
not follow a pattern. While in the past researches, usually the
lines in each diagram had a single pattern. The reason, is due
to the methods used in this research. In the past, a fixed
formula was used to calculate attenuation relations, which
only considered fixed coefficients as variables for different
regions. But in the GEP and GMDH methods, due to the
nonlinear changes of the chromosomes and the terms of the
equation, the patterns are not assumed to be constant.
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5.3. Verification and Comparison of Results. As mentioned
before, the attenuation relationships obtained from GEP and
GMDHmethods have high accuracy. The accuracy of each of
the relationships presented in this research can be measured
with the parameters defined below.

One of these parameters is the root-mean-square
error (RMSE), which can be evaluated and calculated by
Equation (12).

RMSE¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
∑
n

i¼1
PGAactuali − PGAmodeli

À Á
2

r
: ð12Þ

In the above relation, PGAactual is the PGAH values of the
target and the PGAmodel is the PGAH values obtained from

the final attenuation relationship presented in this article. It
is clear when the predicted values and the target values are
equal, the RMSE will be zero, and as this number increases, it
indicates more error and less compliance between the target
value and the predicted value.

Now by using the RMSE value, the value of the fitness
function ( f ) is calculated from Equation (13).

f ¼ 1;000
1þ RMSE

: ð13Þ

As a result, from the above equation, the amplitude of the
changes in the fit function is 0–1,000. The maximum value is
1,000 for zero error and shows the high proportion of the
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FIGURE 7: The peak ground acceleration variation curve in terms of hypocentral distance for three magnitudes of 4.5, 5.5, and 6.5.
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predicted values with measured values from the previous earth-
quakes that are the most possible ideal state. The lower value of
the fitness function shows a more inadequate matching.

Another parameter that was used to calculate the accu-
racy is the coefficient of determination (R2), which can be
determined by Equation (14).

R2 ¼
∑
n

i¼1
PGAactuali − PGAactual

À Á
PGAmodeli − PGAmodel

À Á
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1
PGAactuali − PGAactual

À Á
2 ∑

n

i¼1
PGAmodeli − PGAmodel

À Á
2

r
0
BB@

1
CCA

2

: ð14Þ

The range of changes of this parameter is 0–1. The closer
this number is to one, the greater the match between the
predicted values and the target, and overall, there is a higher
accuracy in the results.

Another parameter used in this research to measure
accuracy is the standard deviation (SD) of residuals. Using
Equation (15) the SD of residuals can be calculated.

SD¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1
PGAactuali − PGAmodeli

�� �� − PGAactuali − PGAmodeli

�� ��� �
2

n − 1

vuut
:

ð15Þ

TABLE 2: Values of RMSE, f, R2, and SD for the recent studies and present study.

Standard deviation
of residuals

Coefficient of
determination (R2)

Fitness function ( f )
Root mean

square error (RMSE)
Method

0.307 0.77 765.103 0.307 Training results
Present Study (GEP)

0.298 0.79 770.209 0.298 Testing results

0.3024 0.777 767.425 0.303 Training results
Present Study (GMDH)

0.2988 0.788 769.15 0.3 Testing results

0.385 0.689 610.037 0.639 Training results
Sarma and Free [15]

0.388 0.697 607.147 0.647 Testing results

0.396 0.685 645.29 0.549 Training results
Ornthammarath et al. [18]

0.399 0.694 642.508 0.556 Testing results

0.391 0.63 712.277 0.404 Training results
Alavi and Gandomi [21]

0.385 0.668 714.677 0.399 Testing results

0.361 0.697 732.24 0.366 Training results
Kumar et al. [25]

0.359 0.716 733.956 0.362 Testing results

0.308 0.657 760.668 0.315 Training results
Javan-Emrooz et al. [26]

0.306 0.658 760.52 0.314 Testing results

0.27 0.496 685.5 0.4 Training results
Abdelfattah et al. [30]

0.267 0.502 683.7 0.46 Testing results
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FIGURE 9: Residual trends of inter and intraevent error in the GEP
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GMDH method.
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For each attenuation relationship obtained from GEP
and GMDHmethods, the parameters of RMSE, Fitness func-
tion, Coefficient of determination, and SD of residuals were
calculated and presented in Table 2.

On the other hand, to show the agreement between target
and predicted values, it is possible to present a diagram for
the difference values between these parameters. These scatter

diagrams for GEP and GMDH methods are drawn in
Figures 9 and 10, respectively.

Finally, in this section, the relationships presented in this
study are compared with some relationships presented in the
past. For comparison, it was tried to use attenuation relation-
ships calculated by the othermethods. The relationships selected
for comparison are: Sarma and Frey [15], Ornthammarath et al.
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[18], Kumar et al. [25], and Abdelfattah et al. [30], were pre-
sented in 1995, 2010, 2017 and 2021, respectively. Also, the
relationships of Alavi and Gandomi [21] and Javan et al. [26],
which were obtained using intelligent algorithms. For compari-
son, the values of parameters RMSE, Fitness function, Coeffi-
cient of determination, and SD of residuals were calculated for
each of these relationships and presented in Table 2. As seen
from Table 2, the values of Fitness function and Coefficient of
determination in the present study have the highest values and

the values of RMSE and SD of residuals have the lowest values
compared to the othermethods. From this comparison, it can be
concluded themethods used in this research are appropriate and
highly accurate.

In the continuation of the comparison with other atten-
uation relationships, comparative diagrams were drawn. The
PGAH change curve in terms of hypocentral distance of
15–150 km for earthquakes with magnitudes of 4.5, 6, and
7.5 and shear wave velocities of 400m/s, for the results of the
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present study and the mentioned researches, are shown in
Figures 11–13. As a result, there is an acceptable correlation
between the results of the present study and the previous studies.

Also, the horizontal component of the PGA change curve
in terms of magnitude is 4–7.5, for a hypocentral distance of
30, 60, and 100 km and shear wave velocities of 400m/s,
belong to the results of the present study and the mentioned
researches are shown in Figures 14–16. As it is clear from the
graphs, the values obtained from the relationships presented

in this research are in the range of other researches and have
a good match.

6. Conclusion

Every year, new earthquakes occur, accelerometers are installed
in new areas and the accelerometer network expands, and in
general, the earthquake catalog becomes more complete and
accurate. On the other hand, providing new methods for
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regression has caused that new attenuation relationships are
always needed in earthquake risk analysis.

In this study, correcting the existing records and deleting
some of them, 1,185 earthquake records were used to provide
the attenuation relationship of the horizontal component of
PGA. The records used have a moment magnitude of 4–7.5
and a hypocentral distance of 15–150 km. The parameters of
moment magnitude, hypocentral distance, and shear wave
velocity were considered as variables and the square root of
the sum of the squares of peak ground horizontal accelera-
tion in two horizontal orthogonal directions was treated as
an objective function. Then new attenuation relationships
were extracted by the GEP and the GMDH.

One of the innovations of this research is the addition
of the shear wave velocity parameter as a variable in the
attenuation relationship, which was rarely seen in the past
researches.

The most important advantage of using GEP and GMDH
methods in this research is that a predetermined pattern was
not used to calculate relationships. As seen, in past researches,
PGA changes in terms of magnitude were assumed to be
linear, but in this research, it was shown that these changes
are nonlinear. Also, changes in terms of hypocentral distance
are not assumed to have a fixed pattern and it is observed that
the pattern also changes in different intervals. For this reason,
as it is clear from the comparisons, the accuracy of these
methods is higher and shows a lower amount of error than
the previous researches.
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Te continuous rigid structure bridge on both sides of the Quanzhou Bay Crossing Bridge uses double-limbed thin-walled fexible
piers for the junction piers between the links, and the whole bridge has no bearings. In China, the monolithic bearing-free
prestressed concrete continuous rigid-frame bridge is used in railway bridges.Te junction pier between the two adjacent couplets
is a double-leg thin-walled fexible pier. Te single leg thin-walled pier is connected with half of the pier-top segment. During the
construction process, the block with numbered zero on the top of the pier is temporarily anchored and connected. Symmetrical
cantilevered baskets are used on both sides for construction, and after the mid-pier cantilevered construction is completed, the
temporary anchoring device for the block with numbered zero is removed. Because the structural system conversion is required in
the construction, the mechanical properties of the junction pier will change greatly before and after the conversion, so it is very
necessary to calculate and analyze it to master. In this paper, the fnite element model of the connecting pier is established
accurately, the stress and deformation of each part of the connecting pier under unfavorable working conditions is analyzed in
detail, the seismic spectrum analysis under the action of common earthquake and rare earthquake is carried out, and the stress and
deformation law of the structure is expounded, which can provide some reference for the construction of similar projects in the
future.

1. General Situation of the Project

1.1. Introduction to Rigid Bridge Intersection Piers. Te ap-
proach bridge on both sides of the main bridge of Fuzhou-
Xiamen high-speed railway is an integral bearing-free pre-
stressed concrete continuous rigid-frame bridge. Te con-
tinuous rigid structure bridge on both sides of the Quanzhou
Bay Crossing Bridge uses double-limbed thin-walled fexible
piers for the junction piers between the links, and the whole
bridge has no bearings. In China, the monolithic bearing-free
prestressed concrete continuous rigid-frame bridge is used in
railway bridges. Te structure of the grouted mortise-tenon
joints used in the prefabricated structure is complicated, and
the force applied to them is special, but there was very little
research on these joints before [1].

Te thickness of the box girder roof of the zero block of
the connecting pier is gradually changed from 90 cm to
40 cm, and the pier-top segment and the pier body are
consolidated with the thick bottom plate. Te structure is
basically the same as the zero block of the middle pier, except
that there is a beam joint in the center of the box girder and
the design theoretical width is 15 cm.

Te total length of block zero is 12m, the height of the
beam tapers from 660 cm to 607.5 cm, the thickness of the
web of block zero tapers from 90 cm to 70 cm, and the
thickness of the outer web is increased to 100 cm where it
meets the pier. 1.9m thick cross partitions are provided at
the end of the box girder and two 160 cm× 140 cmmanholes
are provided at each end, the thickness of the bottom plate
tapers from 1.5m to 1.051m, and water drainage holes are
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provided (the food efect is considered in this element [2]).
Te thickness of the base plate is gradually changed from
1.5m to 1.051m, and drainage holes are provided. Te
structure of the zero block of the junction pier is shown in
Figure 1.

1.2. Anchorage Prestressing of the Zero Block of the Transfer
Pier. Common manipulators include rigid manipulators
and fexible manipulators. Flexible joint manipulators have
signifcant advantages over traditional rigid manipulators in
terms of response speed, control accuracy, and load-to-
weight ratio, but they are highly nonlinear and strongly
coupled, which brings great challenges to the controller
design [3]. Te anchorage prestressing in the zero block of
the junction pier includes permanent prestressing and
temporary prestressing.

Te permanent prestressed tendons ST1, ST1, and ST2
use 15 φj 15.24 steel strands, while SB1′, SB2′, SB3′, SB5, SB6,
and SB7 use 19 φj 15.24 steel strands. Te layout of per-
manent prestressed tendons is shown in Figure 2.

Te overhanging sections of the junction pier are set up
with 2 bundles of SB1′, SB2′, and SB3′ in the corresponding
webs from M1 to M8, 4 bundles of SBS and a spare east
bundle of SBY in the M1 section of the bottom plate, 4
bundles of SB4 in the M2 section, 2 bundles of SB3 in the M3
section, 4 bundles of SB2 in the M4 section, and 4 bundles of
SB1 in the M5 section. Te arrangement of prestressing steel
bundles in the overhanging sections of the junction pier is
shown in Figure 3.

Te setting of temporary anchoring prestress can reduce
the amount of cast-in-place support and improve the
construction efciency in the construction of rigid-frame
bridge. Except for the cast-in-place support for block zero of
the transfer pier, the hanging basket cantilever casting
technology is adopted for other beam sections. In order to
ensure the smooth implementation of the suspension casting
construction, the temporary prestress is designed to be set on
the transfer pier.

Under the infuence of the beam joint at the top of the
pier, in order to ensure the construction safety of the
cantilever segment, the zero block is temporarily anchored
so that the segments on both sides of the beam joint of the
zero block form an integral joint. Te temporary anchoring
of Block Z includes anchoring of the partition plate, as well
as anchoring of the top and bottom plates. PSB830φ25
precision-rolled threaded steel is used for the temporary
anchoring of the partition plate, which is horizontally and
longitudinally anchored on both sides of the beam joint. Te
stress during anchoring and tension control is 740MPa. Te
fnished rolled rebar is located on and below the manhole,
with a total of 4 rows.Tere are 24 vertical spacing 80 cm and
horizontal spacing 40 cm in the upper 2 rows of the manhole
and 24 vertical spacing 57 cm and 40 cm horizontal spacing
in the lower 2 rows of the manhole, as shown in Figure 4.

Te transverse distance between the permanent pre-
stressed steel beam and the temporary prestressed steel beam
at the roof is 25 cm. Te distance between them is 69 cm at
the foor. Te web spacing is 80 cm and 55 cm, respectively.

Te relative relationship between temporary prestress and
permanent prestress is shown in Figure 4.

1.3. Transverse Limiting Device. In order to ensure that the
fnal bridge line type meets the requirements of design and
construction technical specifcations, transverse limiters are
installed at the end of the beam between two pairs of
3× 70m rigid frame and between 3× 70m rigid frame and
2× 70m rigid frame, and each transfer pier has two sets. Te
transverse limiter is installed in the reserved slot at the end of
the beam.Te height of the groove is 67 cm and the length is
82 cm. Te structure and installation position of the lateral
limiter are shown in Figure 5.

2. Key Construction Technology of No.
0 Block of Junction Pier

After the bracket is precompressed, the side formwork, end
formwork, and beam seam formwork of the box girder are
installed, and then, the bottom web reinforcement and
prestressedmetal bellows are installed.Ten, the inner cavity
scafold is set up, and the inner roof formwork, roof re-
inforcement, and precast box girder concrete are installed.
Te relevant construction process of “No. 0 block” of
junction pier is shown in Figure 6.

2.1. Installation and Fixing of Beam Seam Formwork.
Trough the experimental study of six kinds of beam joint
support methods (Figure 5), it is found that using 10mm
steel plate as plane formwork and 2.21mm visa plates as
beam joint support has the best mechanical properties and
the smallest deformation. Te support mode of this kind of
beam joint is adopted in the actual construction.

Te beam joint support method is to install the pre-
stressed groove template at the bottom plate frst, then install
the plane template, and fnally, install the remaining groove
and manhole template in place in turn. Te two Vesar plates
are fxed with M5× 60 cross-groove self-tapping screws, and
processed in blocks. During processing, holes are opened at
the corresponding prestressed pipeline position. After the
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Figure 1: Schematic diagram of the structure of the No. 0 block of
the junction pier.
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assembly of the bottom dies and side die of the zero block is
completed, the whole lifting is carried out. Te beam seam
template is overall located on the bottom die as shown in
Figure 7.

tIn nonlinear fnite element analysis, it is necessary to have
the right assumption of the nonlinear behavior of prestressed
reinforced concrete (PC), such as cracking and plasticity of
concrete, yielding of reinforcing steel, tension stifening, and
shear retention [4]. After the installation of the beam joint
formwork is completed, one end of the equal angled steel with
50 degree is welded on both sides of the steel skeleton, and the
other end is used to hold the formwork. Te top of the
formwork is welded on the side formwork to fx the formwork
to prevent the beam joint formwork from foating during the
concrete pouring process. Te concrete pouring process
should be controlled at all times.

Te construction of the zero block of the transfer pier is
completed, only the reserved slot and the hole template are
removed, and the construction of the closure section cor-
responding to the transfer pier and the adjacent middle piers
on both sides is completed in accordance with the con-
struction closure sequence. After all the prestress is ten-
sioned according to the design drawings, the temporary
anchorage prestress of the zero block of the transfer pier is
lifted, the prestressed pipeline is cut of, and the plane
template of the beam joint and the beam support are re-
moved by the Visa plate.

2.2. Prestress Construction. After the construction of the
transfer pier-top section and each cantilever section is
completed, the concrete strength reaches 95% of the design
strength, and the elastic modulus reaches 100% of the design
value, and the tension is carried out after the age is not less
than 5 days. Tension 2LT0, 2LB, tension control stress of
steel strand tension is 1,280MPa, tension control stress of
fnishing rolled rebar is 740MPa, temporary prestressed
rebar and temporary prestressed steel strand hole are not
grouted. In the construction process, with the prestress
tension of each section, the section stress at the beam joint
increases gradually, and the increase of the compression of
the beam joint support may lead to the relaxation of the
temporary prestress. Terefore, the temporary prestress
should be checked after the completion of the construction
of each section, and the relaxation of the prestressed steel
strand or the fnishing rolled screw steel should be
supplemented.

Te permanent prestress tension adopts 450T hydraulic
jack, the size is A472× 374mm, and the stroke is 200mm.
Te prestressed cable at the roof is tensioned by putting the
bridge deck into the jack, and the prestressed cable at the
foor is tensioned by putting the jack into the manhole.
When the prestressed cable at the web is tensioned, 5 cm
holes are reserved at the prestressed cable corresponding to
the beam joint template, and the jack is fxed and tensioned
by the wire rope, as shown in Figure 8.

SB1’

SB2’

SB3’

SB1’

SB2’

SB3’

SB6

SB7 SB7 SB7 SB7

SB6 SB6 SB6 SB6 SB6

ST1’ ST1’ST1 ST1ST2 ST2

Figure 2: Permanent prestressing layout.

Figure 3: Layout diagram of prestressed steel tendons for cantilever casting segments of junction piers.
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3. Finite Element Analysis

Te structure of the transfer pier is more complex and the
modeling is more difcult. If themodel is established according
to the real structure, it will cause abnormal grid division,
resulting in nonconvergence of calculation or inaccurate set-
tlement results, so it is necessary to simplify the model.
However, this will greatly reduce the reality of the model and
reduce the credibility of the analysis results. In this paper, due
to the use of the advanced BIMmodeling technology (as shown
in Figure 9), the parameterized method is used to optimize the
model, and the best meshing result is obtained on the basis of

not signifcantly simplifying the model, which not only satisfes
the reality of the model but also makes the fnite element
calculation proceed smoothly. For the mechanical analysis
work in the structural design phase, data conversion and in-
formation transfer between the BIM model and fnite element
model have become the main factors limiting its efciency and
quality, with the development of the BIM technology appli-
cation in the whole life cycle [5].

Te high mesh quality of the fnite element model and
the lack of excessive simplifcations improve the confdence
of the computational analysis and speed up the fnite ele-
ment solution.

Temporary prestressed cable

Temporary prestressed cable

(a)

100 100350 350

5×40 5×40
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380 380 50 160 405016040
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Figure 4: Schematic diagram of the temporary Anchorage structure of the junction pier.
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3.1. Finite Element Modelling. In this paper, ABAQUS
general fnite element analysis software is used for numerical
calculation, and the three-dimensional model optimized by
the BIM technology is directly imported into the fnite el-
ement software for meshing. Te three structures will in-
teract in the calculation and analysis, namely, the concrete

structure of the transfer pier, the beam-slit support structure
composed of Visa plate and steel plate, and the permanent
and temporary prestressed anchorage system. In order to
make the calculation and analysis more accurate, the fnite
element model truly restores the size and position of the
three components, as shown in Figure 10.

Figure 5: Visa plate compression test.

Bracket fabrication and processing Bracket fabrication and processing

Formwork fabrication and processing

Beam joint formwork processing

Mobilization of prestressed materials

Reinforcement processing

Installation of bottom formwork and external formwork

Concrete mix proportion design Concrete pouring and curing

Removal of internal and bottom formwork

Prestressed tensioning and grouting

End formwork removal and concrete roughening

Installation of roof reinforcement and prestress

Installation of beam joint formwork

Positioning and installation of prestressed notch

Installation of bottom web reinforcemant and prestress

Positioning and installation of notch of stopper

Installation of internal formwork, support and top formwork

Figure 6: Construction fowchart of No. 0 block of junction pier.
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Te object of calculation and analysis in this paper is No.
85 connecting pier.Te height of the pier is 49.264m and the
height of both legs is 30m, which is one of the highest three
connecting piers. Te connecting pier and Visa plate adopt
solid element, and the steel bundle adopts cable element,
with a total of 128,337 elements and 146,959 nodes. Te
cable element is embedded in the solid element, and the fxed
boundary conditions are set on the bottom of the cap, and
the material properties are shown in Table 1.

Before the analysis of the transfer pier, the beam element
model is used to calculate and analyze the cantilever con-
struction stage of the transfer pier, and the deformation on
both sides of the transfer pier in each construction stage is
obtained, which is applied as a boundary condition to the
two ends of the solid element model of the transfer pier. Each
deformation represents a construction stage. After the
construction of block zero of the transfer pier is completed,
the cantilever construction shall be continued on both sides

Figure 7: Processing schematic of beam seam template.

Wire rope

Lifting jack

5 cm reserve hole

Figure 8: Layout of temporary prestressed tensioned jacks.

Figure 9: Te BIM model and fnite element model.

6 Advances in Civil Engineering



until the nine construction stages of the closure are shown in
Figure 11 and Table 2.

3.2. Static Result Analysis. Due to the temporary anchorage
of the zero blocks, it is equivalent to the rigid frame pier in
the construction process before closure. Te construction
load mainly depends on the temporary prestressed steel
beam and the fnish rolling rebar. Te tension control stress
of the steel strand is 1,280MPa, and the tension control
stress of the fnish rolling rebar is 740MPa. In the calcu-
lation, the controlled prestress construction is applied by
changing the temperature load of the material. Te stress
state before concrete closure is consistent with the middle
pier of the rigid-frame bridge, and the deformation is shown
in Figure 12.

It can be seen from the fgure that due to the application
of temporary anchorage prestress, the part of the structure is
in a compression state, and the local concrete near the
application of prestress has complex stress and large stress.
As can be seen from the fgure, due to the application of
temporary anchorage prestress, the part of the structure is in
a state of compression, and the local concrete near the
prestress is complex, and there is a large stress. Te time-
frequency characteristics of the longitudinal displacements
of bearings and expansion joints are analyzed using the
empirical wavelet transform. Te long-term characteristics
of the longitudinal displacements of bearings and expansion
joints in the operation period are explored [6].

Figure 13 shows the deformation diagram of the pre-
stressed steel bundle and fne threaded steel bar in the
second stage of construction. It can be seen that due to the
application of prestress, the deformation of steel bundle and
rebar is only about 1mm.

As shown in Figure 14, the compressive stress of the visa
plate shows an uneven distribution, the maximum com-
pressive stress at the bottom corner is 17MPa, and the
distribution of the compressive stress is related to the size
and position of the prestress. Te static bending extrusion
strength of the Visa plate with the thickness of 21mm is
25MPa, and the selected Visa board can meet the re-
quirements of force and deformation.

As can be seen from the left picture of Figure 15, in the
cantilever construction, the top of the zero block pier is
anchored, the fexible pier will retract from the upper part
with the deformation of the zero block, the lower part ex-
pands outward with the reverse bending point, and the
maximum deformation of the upper part is 9.3mm. As can
be seen from the picture on the right of Figure 15, when the
fexible pier is deformed, the tensile stress at the root of the

Figure 10: Prestressed steel beam and the Visa plate.

Table 1: Material properties.

Materials Density
(kg/m3)

Elastic modulus
(GPa) Poisson’s ratio

C50
concrete 2,500 35 0.2

Visa board 780 7.6 0.15
Steel
products 7850 210 0.25

Figure 11: Calculation of the integral construction stage of the
beam element model.

Table 2: Defection of zero blocks in each construction stage.

Construction stage Defection (mm)
0 3.1
1 4.9
2 6.2
3 7.8
4 9.3
5 10.8
6 11.6
7 12.2
8 13.1
9 11.5
Note. Construction stage 9 is the closure stage.
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fexible pier is larger, because the internal prestress of the
pier is not taken into account in the calculation, the result is
only for reference and needs to be locally strengthened at the
root of the two limbs.

Figure 16 shows the force and deformation of the
connecting pier after the bridge is closed and the anchorage
is removed. It can be seen from the fgure that due to the

release of the constraint at the top of the pier, the loaded piles
of the two single limbs are similar to the cantilever beam, and
the inside of the single limb is subjected to tensile stress, the
maximum tensile stress is about 2.7MPa, and the maximum
deformation of the limb is 33.5mm. Te fexible pier can
release the deformation caused by the joint through its own
deformation, so as to improve the stress conditions of the
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Figure 12: Cloud picture of the second maximum principal stress at the construction stage.
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Figure 13: Cloud diagram of deformation of second steel bundle and steel bar in construction stage.
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Figure 14: Compressive stress cloud diagram of the Visa plate.
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Figure 15: Deformation diagram of double-leg thin-walled piers under anchorage condition.
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rigid frame bridge and reduce the additional internal force of
the bridge. However, due to the existence of the tensile stress
on the inside of the single limb, the pier will crack if it is not
handled properly, so local reinforcement must be done when
this type of pier is used.

3.3. Applying Seismic Time-History Load. Te seismic area
where the bridge is located is 8 degrees, the site is class III,
the design reference period is 100 years, and the substructure
and special position of the bridge are the key fortifcation
parts. In order to simulate the seismic time-history load,
based on the data of PEER (Pacifc earthquake Engineering
Research Center), the processed waveforms of seismic waves
occurring near this area are obtained as shown in Figure 17:

When the earthquake intensity is lower than the
earthquake intensity, the destructive efect of the frequent
earthquake on the bridge structure is small. Te acceleration
of the common earthquake is 0.08 g and the gravity accel-
eration is defned as gravity acceleration. For the conve-
nience of the study, the safe value is 10m/s2, and the peak
value of seismic acceleration is within 0.8m/s2.

In this paper, on the basis of the time-history analysis of
the common earthquake of the connecting pier, the time-
history analysis is also done under the action of rare
earthquake. Te seismic wave used is the seismic wave

obtained after amplifcation and correction of common
seismic waves, and the peak seismic acceleration reaches
4m/s2, as shown in Figure 18.

Under the stress state after the analysis of the ABAQUS
construction stage, the model applies the acceleration time-
history load in three directions: common earthquake and
rare earthquake, carries on the time-history analysis, and
obtains the time-history analysis result data.

3.4. Force Analysis Based on Rain Flow Counting Method.
In the vertical direction of the double-leg thin-walled pier,
the maximum principal stress data of three elements (as
shown in the fgure) are calculated by using the rain fow
counting method, and the stress interval, average stress and
cycle times can be obtained, as shown in Figure 19. Te rain
fow method is regarded as the most common cycle-
counting method used in the irregular loading spectrum
and is therefore adopted in this study [7].

As shown in Figure 20, from the statistics of the rain fow
count of the maximum principal stress in frequently en-
countered earthquakes, the maximum principal stress at
position 1 and 3 of the connecting pier is larger, and the
stress at position 2 is smaller, and the average stress of the
maximum cycle number of the element at position 1 is about
2.9MPa, the element at position 2 is about 1.24MPa, and
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Figure 16: Deformation diagram of double-leg thin-walled piers under anchorage removal.
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Figure 17: Frequently encountered seismic waves. (a) N-S seismic wave. (b) E-W seismic wave. (c) U-D seismic wave.

4

0

2

-2

-4

Ac
ce

le
ra

tio
n 

(m
/s

2)

0 5 10 15 20 25 30
Time (s)

35 40

(a)
Figure 18: Continued.

Advances in Civil Engineering 11



4

0

2

-2

-4

Ac
ce

le
ra

tio
n 

(m
/s

2)

0 5 10 15 20 25 30 35 40
Time (s)

(b)

1.5

0.5
1.0

0.0
-0.5

Ac
ce

le
ra

tio
n 

(m
/s

2)

-1.0
-1.5
-2.0

0 5 10 15 20 25 30 35 40
Time (s)

(c)

Figure 18: Rare seismic waves. (a) N-S seismic wave. (b) E-W seismic wave. (c) U-D seismic wave.
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Figure 20: Statistics of rain fow count of maximum principal stress in frequently encountered earthquake units. (a) Rain fow count
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that at position 3 is about 2.47MPa, so under the action of
common earthquakes, the concrete on the surface of the two
limbs of the connecting pier will not produce structural
cracks, and the pier can work normally.

As shown in Figure 21, from the rain fow count statistics
of the maximum principal stress of rare earthquakes, the

distribution law of themaximumprincipal stress is similar to
that of common earthquakes, but the value of principal stress
increases greatly. Te stress average value of the maximum
cycle number of the element at location 1 is about 8.9MPa,
the element at location 2 is about 4.1MPa, and the element at
location 3 is about 8.23MPa. Te concrete on the surface of
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Figure 21: Statistics of rain fow count of maximum principal stress in rare earthquake units. (a) Rain fow count statistics of units at
location 1. (b) Rain fow count statistics of units at location 2. (c) Rain fow count statistics at 3 locations.
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both limbs of the connecting pier has been cracked, and the
internal steel bar will play an important role in the bearing
capacity.

4. Conclusion

Te approach bridge of Quanzhou Bay Bridge on Fuzhou-
Xiamen High-speed Railway is a multijoint rigid frame
bridge without support.Te top of the transfer pier is broken
horizontally along the bridge, and the large deformation
capacity of the double-limb thin-walled fexible pier can
efectively release the deformation of the multijoint due to
temperature change and other factors. In order to adopt the
same cantilever cast-in-place construction technology as the
middle pier in the construction, the zero block separated
from the pier is temporarily anchored to form a whole, and
the temporary anchorage is removed after the cantilever
construction is closed.

Due to the complex force of the construction method,
the bridge structure will undergo structural system trans-
formation, so it is necessary to analyze the mechanical state
of related components in the process of construction and
system transformation in detail. In this paper, through the
establishment of a high authenticity fnite element model,
the deformation and stress changes of the junction pier in
each construction stage are calculated and analyzed, and its
mechanical laws are summarized, so as to provide a refer-
ence for the future application of this type of pier.
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Te hydrodynamic problems associated with the construction of the sea-crossing bridge were proposed.Te deep-water approach
bridge on both sides of the main bridge of Fuzhou Xiamen high-speed railway adopts the bearingless prestressed concrete integral
rigid frame bridge for the frst time in the domestic railway bridge design. Te rigid frame bridge applies the hanging basket
cantilever construction, and there are several options for closure. Because the bridge structure system changes before and after
closure, which will cause the redistribution of bridge internal force, the results of internal force redistribution will be diferent with
the sequence and position of closure, and sometimes, there will be great changes. In order to select the optimal closure scheme, this
article establishes the fnite element model of the whole bridge and analyzes the whole construction process according to the
working conditions and the mechanical state of the bridge before closure is obtained. Based on this state, eight closure schemes are
analyzed and studied, which provides a sufcient mechanical basis for the determination of the fnal closure construction scheme.

1. Project Profile

1.1. Rigid Frame Bridge Introduction. On both sides of the
main bridge of Quanzhou Bay Sea-crossing Bridge, there are
some built continuous rigid frame bridges with one link of
three spans and each span of 70m. Tere are 9 continuous
rigid frame bridges from pier 47 to 74 on the Fuzhou side, 11
continuous rigid frame bridges from pier 79 to pier 114 on
the Xiamen side, and also another continuous rigid frame
bridge of 2× 70m on the Xiamen side. Te double-limb
thin-walled pier is designed in the piers connecting the two
ends of the continuous rigid frame bridge with other bridges
and the two adjacent connecting piers of the continuous
rigid frame bridge. Te hollow pier is used in the middle of
each pier, and the pier height is 27m–51m. Te continuous
rigid frame bridge adopts the cross-section form of a con-
crete variable cross-section box girder, which is a prestressed
concrete integral rigid frame bridge without support. It is
frst used in domestic railway bridges, and the whole bridge
does not have the bridge bearing.

According to the stress and construction characteristics
of multispan multiconnected continuous rigid frame bridge,
there are many times of structural system conversion, dif-
fcult construction alignment control, and the complex
process in the construction process. Reasonable selection of
the closure sequence of multispan multiconnected contin-
uous beam construction is an important guarantee for
structural quality and shape control. Te advantages of such
structural solution include better seismic performance and
convenience in construction [1].

1.2.Technical Status of the IntegralRigidFrameBridgewithout
Bridge Bearing. Actually, the environment impact was
simulated before the bridge construction in 1993 [2].
However, negligible change was predicted by the crude
numerical model, which was newly developed at that stage.
At present, the development of continuous rigid frame
bridges in China and abroad tends to increase the span and
joint length, and the research focuses are basically on the
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construction optimization and monitoring of long-span and
long-joint rigid frame bridges [3]. At present, there are no
such cases of multiconnected continuous rigid frame
without support in China and abroad, and the research on its
complete set of construction technology is blank, most of
which are simply repeated by single connection [4].

Semi-integral bridges have been widely used in German
high-speed railways, such as the Erfot–Haller/Leipzid
Railway Line and the Wendlingen–Ulmd Railway Line. Te
pier of semi-integral railway bridge is integrally connected
with the superstructure, but the superstructure still sets the
bridge bearing at the abutment. At present, the construction
of this kind of bridge has been realized for the semi-integral
railway bridges without structural expansion joints and rail
expansion regulator within the length of 580m [5].

Te integral rigid frame bridge has no bridge and the side
pier and the middle pier are consolidated with the main
beam to form a rigid frame structure. Te super- and
substructures can cooperate, and the resistance of each part
is evenly and fully, which realizes the overall stress of the
structural system.Te amount of material is greatly reduced,
the structure is light and beautiful, good seismic perfor-
mance, less maintenance, economy, and durability. Among
the existing railway bridges in China, there is no precedent
for the application of integral rigid frame bridge without
bridge bearing.

2. Continuous Rigid Superstructure
Closure Scheme

2.1. Overview of Mechanical Properties of Multiconnected
Continuous Rigid Frame Bridge. Te structure form of
3× 70m continuous rigid frame bridge is relatively novel,
and the joint and joint connection position does not set
bridge bearing.Te junction pier is a double-legged pier, and
the main beam at the top of the pier is divided, where ex-
pansion joints are set. During construction, both sides of the
handover pier are temporarily consolidated, which facilitates
the use of double-cantilever construction. It is conducive to
reducing the construction difculty and the use of temporary
structures. After the completion of the construction, the
structural system is transformed to remove the temporary
consolidation [6].

Te design and construction scheme of the transition
pier is very characteristic, the main beam and pier are still
consolidated, but the center of the pier is divided into two
parts along the transverse. Te construction made full use of
the characteristics of the structure. Trough the temporary
anchoring structure to form an independent force structure,
the construction method can be optimized. However, this
design and construction scheme will also put forward higher
requirements for the temporary anchorage technology,
cantilever casting construction technology, construction
control technology, construction process organization,
closure sequence determination, and other aspects. In this
article, the infuence of diferent closure sequence on the
mechanical properties of bridges is compared and analyzed.

Te closure process of a continuous rigid frame bridge is
not only the process of structural system transformation but

also the process of bridge completion in the fnal stage of
cantilever construction. After closure, the bridge structure
will change from the previous static structure to the statically
indeterminate structure, and the internal force will be
redistributed. Diferent closure sequences will lead to great
diferences in the redistribution of internal force, thus af-
fecting the mechanical properties of the entire bridge.

2.2. Closure Construction Scheme. In this article, taking the
Fuzhou side from no. 47 pier to no. 74 pier, a total of 9 links
and 27 spans as the research objects for the comparison of
the closure scheme, 8 closure schemes are analyzed and
compared in order to fully understand the advantages and
disadvantages of closure schemes.

In order to shorten the construction period, the middle
pier of each joint and the adjacent joint transfer pier are
simultaneously cantilevered. When the maximum cantilever
state is reached, there are three closure joints in each joint.
For the ease of distinction, each joint pier number is
numbered in the order of 1, 2, and 3 from the Xiutu port to
Quanzhou Bay (for example, joint port number A1 is A1-1,
A1-2, A1-3), as shown in Figure 1.

With the center on the A5 joint, the closures were carried
out simultaneously in the two directions of Xiutu Port Coast
and Quanzhou Bay. Te construction of transportation
infrastructure is a vital step in boosting economic and social
opportunities and often results in land use changes.
According to the four principles of “frst side span and then
middle span,” “frst middle span and then side span,” “al-
ternate closure of side and middle span,” and “closure in
turn,” the nine joint were divided into three construction bid
sections (A1, A2, and A3 were bid Section 1; A4, A5, and A6
were bid Section 2; and A7, A8, and A9 were bid Section 3),
and eight closure schemes were formulated. In each closure
scheme, the prestressed tendons of the temporary cantilever
beam are removed after the closure of the closure openings
on both sides of the transfer pier. Te side span closure
beams are tensioned in two batches. Te frst batch is
tensioned after the closure of the side span, and the second
batch is tensioned after the removal of the temporary
prestressed tendons. Tree construction bid sections are
shown in Figure 2.

When multiple beams are continuously connected, the
piers are used as the intermediate supports. However, the
distance between piers needs to be carefully calculated be-
cause it would afect the solidity of the bridge. Te con-
struction of a beam bridge essentially adds a signifcant
structure in a form of a large steel or iron beam called
a girder. Te girder provides a stronger support to the
concrete deck and transfers the load down to the foundation.
Generally, there are two types of broadly used girders in-
cluding I-beam girders and box girders [7]. Te scheme one
to scheme four in the eight kinds of the closure scheme take
three sections as a whole construction, including 22 steps;
scheme fve to scheme eight will construct three sections
simultaneously, including nine steps shown as follows.

Te closure mode of scheme one is side and middle span
alternate closure; the closure mode of scheme two is in turn
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closure; the closure mode of scheme three is frst middle
span and then side span; the closure mode of scheme four is
frst side span and then middle span; the closure mode of
scheme fve is the simultaneous side and middle span al-
ternate closure with three construction bid sections as a unit;
the closure mode of scheme six is that three construction bid
sections are taken as a unit to close at the same time; the
closure mode of scheme seven is that the three construction
bid sections are taken as a unit at the same time, frst middle
span and then side span; and the closure mode of scheme
eight is that three construction bid sections are taken as
a unit at the same time, and the side span is frst and then the
middle span.

It is proposed that the construction time of each closure
section is 7 days, the removal time of temporary prestressed
tendons is 2 days, and the tension time of the second batch of
side span closure prestressed tendons is 2 days. Table 1 shows
the maximum span number and closure time in the closure
process of the 8 schemes.

3. Numerical Simulation Analysis of the
Continuous Rigid Frame in the
Construction Stage

A continuous rigid frame bridge cantilever construction
process is very complicated and needs a high degree of
internal force and deformation control. Te internal force
and deformation as the construction of the advance will be
afected by many factors, and those factors include material
elastic modulus, bulk density, temperature, shrinkage and
creep, and external load [8]. Tese efects directly lead to the
change of the internal force and deformation. Besides, there
are also many structural system changes in the construction
and structural system. Terefore, it is very necessary to
conduct an accurate theoretical calculation and analysis
before the construction.

Te results of calculation and analysis can greatly guide
the construction control, and the calculation model can also
continue to play an important role in the construction

Xiutu Port

A1 A2

A1-1 A1-2 A1-3 A2-1 A2-2 A2-3 A3-1
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Quanzhou Bay

47# 48# 49# 50# 51# 52# 53# 54# 55# 66# 67# 68# 69# 70# 71# 72# 73# 74#

Figure 1: Number of each joint closure entrance.

A1-1 A1-2 A1-3 A2-1 A2-2 A2-3 A3-1 A3-2 A3-3

A2 A3A1

Bid Section 1

47 48
49

50 51
52 53

54

55
56

(a)

A4-1 A4-2 A4-3 A5-1 A5-2 A5-3 A6-1 A6-2 A6-3

A5 A6
A4

Bid Section 2

56 57
58

59 60
61 62 63

64
65

(b)

A7-1 A7-2

A7

A7-3 A8-1 A8-2

A8 A9

A8-3 A9-1 A9-2 A9-3

Bid Section 3

65 66
67

68 69
70

71 72
73

74

(c)

Figure 2: Tree construction bid sections are (a) bid section 1, (b) bid section 2, and (c) bid section 3.
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monitoring, which can obtain dynamic feedback and
decision-making in order to achieve the design purpose [9].
Te fnal closure of the long-span continuous rigid frame is
a structural system change, the fnal closure of the whole
structure can produce dramatic change of internal force and
deformation, and the fnal closure of the structure state
(internal force and deformation) are the results of each
construction stage accumulation.Terefore, for studying the
mechanical state of the bridge structure during closure, it is
necessary to analyze all the previous construction stages
clearly. Before closure, each joint will undergo eight con-
struction stages to form the maximum cantilever state before
closure as shown in Figure 2, and the single joint as shown in
Figure 3:

3.1. Establishment of the Finite Element Model. Piers for
integral bridges can be of any type. If the inherent fexibility
of a chosen type will accommodate structural movements,
the piers may be built integrally with the superstructure or
connected to it with anchor bolts. Otherwise, piers are
designed as semirigid self-supporting substructures with
movable bearings between them and the superstructure [10].
Te fnite element model adopts the beam element. In the
bridge span direction, the variable section group provided by
the program is used to generate variable section beams, and
the beams and piers are consolidated. Te beam pier cor-
responding node uses the master-slave node for rigid
connection. Te joints at the bottom of the pier are fxed
boundary conditions with six degrees of freedom [11]. Te
loads in the construction process include dead weight,
construction load, hanging basket weight, which is 75 tons,
and the second-phase dead load. Te infuence of concrete
shrinkage and creep is considered in calculation. Te
shrinkage and creep are calculated according to the code.
Te temperature load is taken according to the specifcation,
and the temperature of the system is considered as +15°C or
−15°C. Te material parameters are shown in Table 2; the
material parameters of a prestressed steel beam are shown in
Table 3.

Te number of prestressed steel beams is large, the shape
is complex, and the conventional modeling method is time-
consuming and laborious [12]. In the calculation, the in-
terface program is developed to connect fnite element
software with three-dimensional modeling software. Te
spatial curve model of prestressed steel bundle can be

established in 3D software and then directly imported into
the fnite element software through the interface program,
which greatly improves the modeling efciency of pre-
stressed steel bundle. Te whole fnite element model is
shown in Figure 4.

3.2. Results Analysis. Te cantilever construction is carried
out at the same time for the middle pier and the junction
pier. Te vertical deformation diagram and bending mo-
ment diagram of the structure under the maximum canti-
lever state are shown in Figures 5 and 6. Te maximum span
involved in the construction process of diferent closure
schemes is 7 spans, and the infuence of diferent closure
schemes on other joint internal forces is similar to A4
and A5.

3.2.1. Contrastive Analysis of Internal Force of Each Closure
Scheme. In the process of the construction and in the
complete stage of the bridge, the beam sections in the po-
sition of the pier and closure are prone to bending cracks.
Te main beams at the junction pier, middle pier, and
closure section are taken as stress statistical points to

Table 1: Te closure scheme duration and the maximum span number in the closure process.

Construction schemes Closure construction period
(days)

Maximum span number
in the closure

process

Timing
of maximum spans

Scheme 1 114 7 A4-3 and A6-1 closure
Scheme 2 114 5 A4-3 and A6-1 closure
Scheme 3 114 7 A4-3 and A6-1 closure
Scheme 4 114 3 A5-2 closure
Scheme 5 43 7 A1-3, A3-1, A4-3, A6-1, A7-3, and A9-1 closure
Scheme 6 43 5 A1-3, A3-1, A4-3, A6-1, A7-3, and A9-1 closure
Scheme 7 43 7 A1-3, A3-1, A4-3, A6-1, A7-3, and A9-1 closure
Scheme 8 43 3 A2-2, A5-2, and A8-2 closure

Figure 3: Phase VIII construction.

Table 2: Material characteristics of prestressed concrete.

Material properties Values
Elastic modulus 36000MPa
Weight by volume 26.5 KN/m
Termal expansion ratio 0.00001
Poisson ratio 0.18
Prestressed concrete strength ≥95%
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compare and analyze the stress in the construction process
and in the complete stage of the bridge of diferent closure
schemes, as shown in the fgure.

Midas-Civil fnite element software can output the
normal stress at four positions of the upper and lower fange
of the beam element section [13]. Te maximum com-
pressive stress and tensile stress (the compressive stress is
negative and the tensile stress is positive) at four positions of
the upper and lower fange are only counted when the beam
element stress of diferent closure schemes is calculated, as
shown in Figures 7 and 8.

Te stress diference Δσ is used to describe the bridge
completion state and the stress deviation in the closure
process between the schemes, as shown in the following
formula:

Δσ � σmax − σmin. (1)

In the formula, σmax represents the maximum stress of
the beam element at a certain position in eight construction
schemes and σmin represents the minimum stress of the
beam element at a certain position in eight construction
schemes.

Te comparison results of the bridge completion state
and maximum stress in the closure process of eight closure
schemes are shown in Figures 9 and 10 and Tables 4 and 5.

Based on the above data analysis, it can be seen that

(1) In the completed bridge state, there is little diference
in the stress between diferent closure schemes, and
both the pier and closure section present the full
section compression state. Te maximum stress
diference Δσ of the eight schemes is 0.42MPa,
which appears at the beam pier section of the
midspan pier of the bridge link A4 (SA4-2-3).

(2) During the closure process, the tensile stress occurs
at the beam section of the middle pier and the
junction pier, and the beam section of the closure
section is in a compression state. Among them, the
tensile stress of the beam section (SA4-2-3) at the
middle span pier of scheme 1 and scheme 5 in the
link A4 is the largest, 1.53MPa and 1.68MPa,
respectively.

(3) In the construction of diferent closure schemes, the
maximum stress diference ∆σ is 1.04MPa, which
appears at the closure section pier of the link A4 span
(SA4-1-2). In the process of closure, the maximum
stress diference Δσ is 0.78MPa, which appears at the
beam section midspan pier of the link A4 (SA4-2-3).

3.2.2. Comparative Analysis on Structural Deformation of the
Bridge Completion State of Each Closure Scheme. In the
construction process, the precamber is generally used to
make the structure achieve reasonable completed bridge
shape. In the case that the longitudinal slope and long-
term defection efect of the structure are not considered,
it can be considered that the reasonable completed bridge
shape of the structure is when the defection of each point
in the completed bridge state is 0. As the girder defection
at the pier is generally zero and the defection at the
closure is large, the defection of the bridge at the A4 joint
and A5 joint is taken as a comparative analysis of the
parameters deviating from the reasonable completed
bridge state under diferent closure schemes, as shown in
Figure 11.

Te average defection Davg at each defection statistical
point under the bridge completion state represents the
deviation of bridge completion defection from the rea-
sonable bridge completion state of diferent schemes, which
actually refects the average camber of each statistical point
in the construction process, as shown in the following
formula:

Table 3: Properties of prestressed tendons.

Mechanical properties of
prestressed reinforcement Numerical magnitude

Elastic modulus (Ep) 195000MPa
Duct deviation coefcient 0.0015
Relaxation coefcient of steel strands 0.3
Friction coefcient of prestressed duct 0.17
End-anchorage reinforcement recondensation 0.006m
Controlled stretching stress of longitudinal steel strands 1395MPa
Controlled stretching stress of lateral steel strands 1302MPa
Controlled stretching stress of vertical steel strands 785MPa

Figure 4: Nine-link 3× 70m continuous rigid frame 3D fnite
element model.

Figure 5: Vertical deformation diagram of the maximum
cantilever state.

Figure 6: Bending moment diagram under the maximum
cantilever state.
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Davg �
D1 − 0

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + D2 − 0

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + . . . D9 − 0

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

9
. (2)

In the formula, Di is the defection of 9 statistical points
of defection.

Based on the above data analysis as shown in Table 6 and
Figure 12, it can be seen that

(1) Scheme 4 and scheme 8, scheme 2 and scheme 6,
scheme 1, scheme 3, scheme 5, and scheme 8 are
relatively close in the bridge alignment

(2) Tere is little diference between the maximum
defection and the maximum arch under diferent
closure schemes. Te maximum defection of each
closure scheme in the completed bridge state is about
20mm, which all appear at the right position of the
closure section of A4 joint third span (DA4-3-2).
Except for scheme 4 and scheme 8, the maximum

camber appears on the left side of the third span
closure section, and the maximum cambers of other
closure schemes in the bridge state all appear on the
left side of the A4 middle span closure section
(A4-2-1). Te maximum camber of scheme 4 and
scheme 8 is about 5mm, and the maximum camber
of other schemes is about 10mm.

(3) Te Davg value of average defection of all closure
schemes in the completed bridge state is not diferent
from each other. Compared with other closure
schemes, the scheme 4 and the scheme 8 are close to
reasonable completed bridge shape. Scheme 4 has the
lowest Davg value of average defection of 6mm,
while scheme 5 and scheme 7 have the largest Davg
value of 10.5mm. Te Davg value diference between
the maximum and minimum average defections is
4.5mm.

(4) In conclusion, the diference of internal force and
bridge shape between diferent closure schemes is
small. Tere is little diference between the maxi-
mum stress of the main beam in the process of
closure and the stress in the completed bridge state
between diferent closure schemes. Te maximum
upper deformation, defection, and Davg value of
average defection between diferent closure schemes
are within 5mm.

SA4-1-1 SA4-2-1SA4-1-2 SA4-1-3 SA5-1-1 SA5-1-2 SA5-1-2 SA5-2-2SA5-2-1SA4-2-2 SA4-2-3 SA4-3-1 SA4-3-2 SA4-3-3

A4 A5

Figure 7: Beam element stress statistical point.
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Figure 8: Finite element stress calculation output point.
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3.2.3. Stress Analysis of Each Closure Scheme under Ambient
Temperature Change. Studies attempting to relate envi-
ronmental factors to bridge temperatures, and subsequently
to bridge movements and stresses, indicate that the task is
extremely complex [14]. Due to the temporary connection
between the box girders on both sides of the junction pier,
the force of the structure is diferent from that of the
conventional continuous rigid frame. Te more spans are in
the closure process, the more obvious the efect of the
structure is under the temperature change. Te diference
between temperature rise and temperature drop in the
closure process is proposed to be 15°C. In the closure process
of scheme 1, the maximum number of spans is 7 and the
structural stress diagram under the efect of temperature rise

and temperature drop is shown in the fgure. Table 7 and
Figure 13 show the statistical results of maximum stress of
main beams and piers of the link A4 and A5 during the
construction stage of the maximum span number involved
in the closure process of diferent closure schemes.

According to the Table 7, it can be seen that

(1) Compared with the temperature rise of ambient
temperature, the temperature drop of ambient
temperature has a greater impact on the stress of
structural piers and girders

(2) Te infuence of ambient temperature on the stress of
the girder and pier during construction is related to
the maximum span number in the process of closure,
but there is no direct proportional relationship be-
tween the maximum span number in the process of
closure of diferent closure schemes and the maxi-
mum stress of girder and pier considering the efect
of temperature. Among them, the efect of envi-
ronmental temperature on scheme 1, scheme 3,
scheme 5, and scheme 7 has a greater impact on the
maximum stress of the bridge pier and girder than
other closure schemes, and the risk of cracking of the
bridge pier and girder is greater. Te maximum span
number of scheme 1, 3, 5, and 7 is 7, and the
maximum stress of the bridge pier and main beam is
about 6.5MPa and 3.6MPa, respectively. In scheme
2 and 6, the maximum span is 5 spans in the process
of closure, and the maximum stress of the bridge pier
and main beam is about 3.0MPa and 2.4MPa, re-
spectively.Temaximum span in scheme 4 and 8 is 3
spans, and the maximum stress of the bridge pier and
main beam is about 4.5MPa and 1.4MPa,
respectively.

(3) Te reason why the maximum stress of the pier in
scheme 2 and scheme 6 is smaller than that in
scheme 4 and 8 is that the side pier section is smaller
than the middle pier section in scheme 4 and scheme
8 due to the temporary removal of prestress, and the
maximum stress appears on the side pier. After the
removal of all temporary prestress in scheme 2 and
scheme 6, the maximum span number is 3. Te
maximum stress of the bridge pier in the process of
closure is the same as that in scheme 4 and 6.

(4) Tis article focuses on the comparison and selection
of diferent closure schemes. In the analysis of the
temperature efect, the ambient temperature is 15°C,
and the bridge pier height is uniformly set at 40m. In

A4 A5

DA4-1-1 DA4-1-2 DA4-2-1 DA5-2-1DA4-2-2 DA4-3-1 DA4-3-2 DA5-1-1 DA5-1-2

Figure 11: Deformation statistical point.

Table 6: Average defection of each closure scheme in the bridge
state (mm).

Closure schemes Davg

Scheme 1 9.8
Scheme 2 9.3
Scheme 3 9.8
Scheme 4 6
Scheme 5 10.5
Scheme 6 9.8
Scheme 7 10.5
Scheme 8 6.3
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the checking calculation of structural cracking under
the efect of temperature, the actual height of the
bridge pier should be considered, and the temper-
ature change at the bridge site should be further
investigated.

4. Conclusion

TeQuanzhou Bay Bridge of Xiamen High-speed Railway is
a steel-concrete composite beam semifoating cable-stayed
bridge whose approach bridges contains 9-link 3× 70m
rigid frame bridges without bridge bearing. Because there
are lots of spans, what the fnal closure scheme is set might
lead to a big impact on the completed bridge. If the ap-
propriate construction scheme is applied, it will be better for
releasing the deformation of the beam body, reducing the
additional internal force, improving the stress of the girder,
and making use of the bridge. On the contrary, if a better
construction scheme is not selected at this stage, more
additional internal forces and deformation will be accu-
mulated in the beam body, and they will superimpose on the
beams together with the operation load resulting in the
failure and cracking of the beam body and afecting the
operation of the bridge. Te results show that the dis-
placement deformation decreases gradually with increasing
elastic modulus of the soil around the anchor pier and
increases with increasing Poisson’s ratio. Te change in
elastic modulus mainly afects the relative shear displace-
ment of the anchor pier and soil and the compressive

deformation of the soil at the front end of the anchor pier.
Poisson’s ratio has the greatest infuence on the relative shear
displacement of the anchor pier and soil. A larger anchor
pier is not better; thus, it is wise to choose the economic
design dimension. Teoretical and numerical simulation
results are consistent, showing a linear growth trend.

In this article, 8 kinds of closure schemes are calculated
and analyzed, and the following conclusions are drawn:

(1) Te diferences of structural stress and bridge
alignment in the process of closure are small. In the
process of closure, the maximum diference of
compressive stress, tensile stress, and bridge stress is
1.04MPa, 0.78MPa, and 0.42MPa, and the difer-
ence of the Davg value of the average defection and
statistical position of the bridge are within 5mm.

(2) Te infuence of ambient temperature on the max-
imum stress of the pier and girder during con-
struction is more obvious. After considering the
efect of temperature, schemes 1, 3, 5, and 7 have
a greater risk of cracks in bridge piers and main
beams, while scheme 4 and scheme 8 have a smaller
maximum stress in the main beam in the process of
closure than other schemes, so the risk of cracks is
relatively small.

(3) Te diference between scheme 4 and scheme 8
mainly lies in the construction organization, and
scheme 8 has three construction bid sections. When
comparing scheme 4 and scheme 8, something

Table 7: Each closure scheme considers/does not consider the maximum stress (MPa) of the main beam and pier under the action of
temperature.

Closure schemes
Maximum span number

in the closure
process

Considering the efect of
temperature

Not considering the efect of
temperature

Bridge pier Main beam Bridge pier Main beam
Scheme 1 7 6.1 (1.0) 3.6 (1.3) 2.8 1.3
Scheme 2 5 3.1 (0.9) 2.3 (0.6) 1.2 1.3
Scheme 3 7 6.1 (1.0) 3.6 (1.3) 2.7 1.3
Scheme 4 3 4.3 (2.6) 1.4 (1.3) 2.6 1.3
Scheme 5 7 6.5 (1.0) 3.9 (1.3) 2.8 1.3
Scheme 6 5 3 (0.9) 2.5 (0.6) 1.2 1.3
Scheme 7 7 6.6 (1.0) 3.9 (1.3) 2.7 1.3
Scheme 8 3 4.6 (2.7) 1.4 (1.3) 2.7 1.3
Note. Te values in brackets refer to the structural stress at the corresponding position without considering temperature load.

Min: -9.2

Min: -6.1
Min: -8.2

Min: -7.6

56# 57# 58# 59# 60# 61# 62# 56# 57# 58# 59# 60# 61# 62#
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A4 A5 A4 A5

Figure 13: Stress diagram of the girder and pier under temperature rise and drop (MPa).
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should be considered comprehensively such as
construction period and construction organization.

(4) Trough the study of this article, the selection of the
bridge closure construction scheme provides
a sufcient basis.
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In this study, a double-layer reinforced concrete beam structure was created for the purpose of repairing reinforced concrete
beams by pouring a layer of concrete on top of the reinforced concrete beam and then adding fbers to the concrete. Take into
consideration the bearing capacity of these double-layer concrete beams as well as the efects that the input parameters have on the
stress strain, the propagation of cracks in reinforced concrete beams.Te study looks at double-layered reinforced concrete beams,
with the steel fber concrete placed on top of the one containing the normal concrete. Tis investigation led to the following
relationships: load-compressive stress, tensile stress, and vertical displacement at the midpoint of the beam span, as well as
a diagram showing how cracks spread in the beams. After getting the experimental results and comparing them with an ANSYS
simulation, the diagram was used to fgure out the loads at which the beams start to look cracked and the loads at which the beams
are damaged.Tis study investigated the following six cases: how the addition of SFs afects the properties of concrete, the spacing
of the stirrups at the ends of the beam should be looked into to see what efects it might have, how the number of tensile steel bars
in the beam afects its properties, how the diameter of tensile steel bars afects their properties, how the diameter of compressed
steel bars afects the results, and how the thickness of the SFC layer afects the properties of the material. Also, the things that were
mentioned would have a big efect on how these double-layer beams in the design work.

1. Introduction

Steel fber concrete is used quite commonly because they
have increased load capacity, reduced the number of
cracks, increased construction life, and have good impact
resistance. A few studies on nanoconcrete with steel fbers
(SFs) looked into the efects of concrete aggregation on
increasing concrete tensile strength [1], the enhanced
plasticity of concrete with SFs [2], and an observation
design was also carried out to consider nanosilica efects
on HPC strength at an early age [3], the fracture features
of SFs’ reinforced concrete beams [4]. A number of
scholars have started referring to a series of studies on the
RC beams with and without SFs; these studies have
constructed a stress strain of the reinforced concrete (RC)
beams with SF contents in concrete of 0%, 4%, and 8% by
volume. Tis state determines the load of concrete beams

at which the beams begin to appear cracked and the load at
which they begin to be damaged [5, 6].

A multi-layer reinforced concrete structure was created
for the purpose of repairing reinforced concrete structures
by pouring a layer of concrete on top or at the bottom of the
reinforced concrete structures and then adding fbers to the
concrete, such as multilayer shells, these studies investigated
experimental and simulation analyses on stress strain,
vertical displacement [7, 8]. In addition, the studies either
looked at how cracks spread in composite beams with SFs’
reinforcement or how strong composite beams are when
bent [9, 10].

Both theoretical and practical investigations into the
properties of layered reinforced concrete beams have been
carried out by Iskhakov et al. Both a layer of SFs and a layer
of HPC were used in the beams over the period of the study;
however, neither material was prioritized over the other.
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Tese studies have shown the formation and growth of
cracks in concrete beams, the stress strain of the RC beams,
and the practicability of two-layer concrete beams made of
normal and fbered high-strength concrete [11, 12]. After
these studies, continuous experimental analysis of full-
scaletwo-layer RC beams [13, 14] and experimental in-
vestigation of continuous two-layer RC beams [15] were
conducted, respectively.

Many studies and FEM analyses of the bending mo-
ment of the double-layered RC beam are also interested
[16]. Based on the studies of Iskhakov et al., material
modeling of SFs’ reinforced concrete [17–19], and in which
[20] the input parameters in the design of RC beams af-
fecting the work of SFs’ reinforced concrete beams were
investigated. Te authors of this research [21] conducted
experiments on beams made of two layers of SFs’ concrete.
A layer of SFs’ concrete was placed both below and on top
of the layer of normal concrete in these beams. After that,
a simulation of the beams using dimensions of 15 by 30 by
220 centimeters had to be carried out. Te investigation
into the impact on beams built of three layers of concrete
of the same size will continue even with these fndings.
Tese three-layer beams each feature one layer of SFs’
concrete on the top, one layer of SFs’ concrete on the
bottom, and a normal concrete (NC) layer that is ten
centimeters thick in the middle of the beam. According to
the results, the beams made of two layers of SFs’ concrete
degraded the least quickly, but the beams made of three
layers of SFs’ concrete degraded quite quickly. Studies of
two-layer beams, laminated beams, and three-layer beams
are included here. Some case studies of these studies are
the following: the infuence of geometrical cross-sectional
parameters, strength, and deformability of the materials
used on the stress strain of three-layered RC beams [22],
FEM analysis of a three-layer concrete beam with com-
posite reinforcement [23–28].

Flexural behavior of RC beams having various layers of
conventional concrete and steel fber reinforced concrete
were investigated in [29]. Te behavior of concrete beams
strengthened with a SFRC layer was studied by the nonlinear
fnite element analysis using ANSYS software [30].

According to the research that was done on the multi-
layer beams that were previously discussed, double-layer
concrete beams that have SFs’ concrete layers placed on top
of the NC layer are commonly used in the repair of damaged
concrete beams. However, there are still a great number of
factors that need to be investigated. Within the scope of this
article, the following factors should be investigated: the
efects of modifying the beam’s tensile steel bar number,
diameter of steel bars in the tension zone, diameter of steel
bars in the compression zone, the thickness of the SFs’
concrete layer, and so on. It is important to take into account
the efect that these factors have on the following re-
lationships: load-compressive stress; tensile stress; vertical
displacement (VD) in the middle of the beams’ span; the
propagation of cracks of beams, which determine the load at
which the beams begin to crack; and determine the load at
which the beams are damaged with beam dimensions of
15× 30× 220 cm.

 . Materials and Methods

2.1. Design Model of Beam. Te steel fber concrete (SFC)
layer that is a part of the double-layer SFs’ reinforced
concrete beam that is located in the compression zone in-
dicates that it is placed on top of the NC layer. Te di-
mensions of the beam are 15 by 30 by 220 cm. Te concrete
grade for the layer containing SFC is B30 (TCVN 5574-2018,
Vietnamese standards), whereas the grade for the layer
containing NC is B20. Te thickness of the layer of SFC is
10 centimeters, the stirrups are spaced at ϕ6a200, the tensile
steel bars are 2ϕ22, and the compression steel bars are 2ϕ10,
and the volumetric percentage of SFs in the concrete is 2%.
Concentrated stresses are applied to steel plates with di-
mensions of 10 by 14 by 6 centimeters.

Te designs for the models of the double-layer concrete
beams may be seen in Figure 1.

Te strain gauge and VDmeasuring devices are shown in
the diagram that may be seen in Figure 2.

2.2. Conducting Tests on Beams Made of Double Layer of RC.
After the beams have been designed according to Section 2.1
and Figures 1 and 2, we go on to the next step, which is the
creation of a 2-layer beam structure.

We construct the beam formwork and pour the concrete
for the layers of the double-layer RC beams; after pouring
the bottom layer, which is the NC layer, let the beams set for
24 hours before continuing to pour the SFC layer, as shown
in Figure 3.

Te concrete beams that were placed on top of the test
pedestal are seen in Figure 4.

We set up ten tensiometers to measure strain, four
devices to measure sliding strain between two layers of
concrete, and three devices to measure vertical displace-
ment, as shown in Figure 2.

We perform the beam bending test using two concen-
trated forces, draw the crack propagation diagram in the
beam, and record both the strain values and the vertical
displacement measurement value on the computer. In the
process of this investigation, two beams were examined.
Starting at 0 kN, the load was slowly increased until the
beams were completely broken. Te observations were then
written down.

2.3. Modeling of a Double-Layer Concrete Beam Using Finite
Element. Figure 5 shows the model of a double-layer RC
beam that was constructed using ANSYS.

2.3.1. Element Types

Concrete: concrete simulation element—SOLID65
element
Steel reinforcement: used element of beam188
Choose the steel fber model: a smearedmodel was used
Choose concrete cracking model: the smeared model
for cracks in concrete
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Figure 1: In the design, a double-layer concrete beam model is used.
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Figure 2: Double-layer beam measuring devices.

Figure 3: Te design of the formwork and the beam concrete layers.

(a) (b)

(c)

Figure 4: Test pedestal with measuring equipment and concrete beams: (a) measurement instruments for beams; (b) beams made of
concrete were placed on the test pedestal; (c) connection of the measuring devices to the computer.
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Figure 5: Continued.
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Concrete stress-strain model through tensile and
compression: Kachlakev model was used
Destructive standards: the destructive standard of
Willam and Warnke was used

3. Results and Discussion

In Figure 6, the results of crack formation and development
in tested concrete beams (EXP) are presented for each load
level that was applied to the beam. Tese results may be
observed for each individual load level.

Using ANSYS software, we were able to model the efect
of crack formation and development in a concrete beam, and
the results are shown in Figure 7.

Figure 8 shows the results of the simulation carried out
by ANSYS, which examined the VD that occurred in the
midpoint of the RC beams’ span.

In Figures 6 and 7, the experimental and ANSYS sim-
ulation methods both produce cracks in beams in a way that
is similar in terms of how they start and how they progress.
Te VD value in the midpoint of the span of the beam in
Figure 8 is 2millimeters diferent, which is a very small
diference between two diferent calculation methods.Tis is

due to the fact that the experimental method is also afected
by the conditions of the measuring equipment, environ-
ment, and so on, and the test value is typically 30–50%
higher than other analytical methods. As a result of this, it is
possible to conduct more studies into the input factors that
afect the stress strain in RC beams.

Te following are the input parameters of a double-
layerSFs’ RC beam. Tese values will have an efect on the
stress strain as well as the cracks in the beams.

3.1. InvestigatingHowtheAdditionof SFsAfects theProperties
of Concrete. In ANSYS, nonlinear materials are taken into
consideration when the SFs’ content in concrete is increased
from 0% to 2% and 5%, the stirrup spacing at the ends of the
beam is ϕ6a50, and the stirrup spacing in the middle of the
beam is ϕ6a200. In addition to this, the tensile steel bars are
2ϕ22, while the compressed steel bars are 2ϕ10; the thickness
of the layer made of steel fber concrete is 10 centimeters,
while the thickness of the layer made of normal concrete is
20 centimeters.

Color spectra of beam stresses and vertical displacement
are shown in Figure 9.
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Figure 5: ANSYS model of a beam constructed with two layers of concrete: (a) a model of a beam made of double-layered concrete; (b) the
model of the steel bars including the boundary condition and the load; (c) steel fber model in concrete [25]; (d) concrete cracking model
[25]; (e) typical uniaxial compressive and tensile stress-strain curve for concrete [25].
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As seen in Figure 9(a), the highest VD occurs in the
midpoint of the beams’ span and decreases as it reaches the
supports. Te color spectrum of stresses in Figure 9(b)
reveals that the tensile stress is located below the beam,
with its maximum value in the middle of the span; the
compressive stress, on the other hand, is located at the top
section of the beam, as well as the infuence zone between
the two concentrated forces. Tis shows that the ANSYS
element model is suitable for the working conditions of
a beam.

Figure 10 shows how beams start to crack when there is
a change in the SFs’ content of the concrete.

When the SFs’ content in RC is zero, all of the concrete
layers that make up the beam are NC layers. As a result,
cracking occurs frst in the area with the highest tensile

stress, which is under the beam, and then spreads to the
compressive zone. Te load starts to break even if its value
has not changed when the percentage of SFs’ content in the
concrete is raised by 2%. When the percentage of SFs in
concrete is raised by 5%, the load starts to crack and goes
from 8 kN to 9 kN. Because of this, when bending concrete
beams with SFs’ concrete layers in the compression zone, the
efect of reducing the number of cracks and making the
beam stronger has not been seen.

As can be seen in Figure 11, the percentage of SFs in the
concrete starts to change, which ultimately leads to the
failure of the beams.

According to what is represented in Figure 11(a), when
there is no SFs’ content in the concrete at all, the beam starts
to fail at a load of 116 kN, and fractures occur practically

(a) (b)

Figure 6: Observed cracks in the concrete beams: (a) there were cracks in the concrete beam (Beam 1); (b) there were cracks in the concrete
beam (Beam 2).

Vertical fexural cracksInclined fexural
shear cracks

Figure 7: ANSYS simulation showing cracks in a concrete beam.
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Figure 8: A vertical displacement could be seen in the middle of the span where the beam was installed.
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everywhere throughout the concrete beam. Te beam
damage load also increases to 125 kN as the SFs’ content
increases up to 2% (Figure 11(b)), and the cracks reduce in
comparison to beams with 0% fber content. However,
fractures largely occurred in the NC layer, although they
were not entirely fractured in the up direction. When the SFs
content is increased to 5% (Figure 11(c)), the beam’s bearing

capacity does not keep going up compared to the concrete
with 0% SFs’ content. Instead, it just reduces the number of
cracks that happen; large cracks have not yet formed in the
top SFs concrete layer.

At the middle of the span of the RC beam, the re-
lationships between: load and compressive stress, tensile
stress, and VD are shown in Figure 12.
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Figure 9: ANSYS’s color spectrum of the beam’s vertical displacement and stresses: (a) spectrum of color showing vertical displacement;
(b) the spectrum of colors showing the stresses.

(a) (b)

(c)

Figure 10: In ANSYS, cracks appear in the beams: (a) cracks begin to appear in the beam (Pcrack � 8 kN), μ� 0; (b) cracks begin to appear in
the beam (Pcrack � 8 kN), μ� 2%; (c) cracks begin to appear in the beam (Pcrack � 9 kN), μ� 5%.

(a) (b)

(c)

Figure 11: In ANSYS, beams quickly start to sufer from damage: (a) damage to the beam begins to appear (Pmax � 116 kN), μ� 0;
(b) damage to the beam begins to appear (Pmax � 125 kN), μ� 2%; (c) damage to the beam begins to appear (Pmax � 116 kN), μ� 5%.
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Te SF content in the concrete is changed in
Figure 12(a). However, this does not have any efect on the
compressive stress of the beam. Tere is, nonetheless,
a change in the tensile stress; however, this variation is
around 2MPa in magnitude (Figure 12(b)). Te VD in the
middle of the beam span will begin to grow when the applied
load on the beam is greater than 60 kN. In addition, the
vertical displacement is greater than the other fber content
by approximately one millimeter when the SFs’ content in
the concrete is zero. At the same load level of 116 kN, the
beam is damaged by the NC layer below the SFs’ content of
0% and 5% when the SFs’ content in the concrete is too high.
Tis causes the SFC layer to have a high strength, which in
turn results in the high strength of the SFC layer. Te

percentage of SFs that can be included in concrete ranges
from 0% to 4%.

3.2.Te Spacing of the Stirrups at the Ends of the Beam Should
Be Looked into to See What Efects It Might Have. A beam
with a SF content in the concrete of 2%, stirrup spacing at
beam ends modifed from ϕ6a50 to ϕ6a100, stirrups spaced
at ϕ6a200 in the middle of span, tensile steel bars are 2ϕ22,
and compression steel bars are 2ϕ10. Te use of nonlinear
materials in ANSYS’s numerical simulation analysis reveals
that the thickness of the SFC layer is H� 10 cm, whereas the
thickness of the NC layer is 20 cm. Tis information is
presented in Figure 13.
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Figure 12: Relationship between load and stress, as well as between load and vertical displacement (efect of SFs): (a) relationship between
load and compressive stress, (b) relationship between load and tensile stress. (c) the relationship between load and VD.
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When the distance between the stirrups at the ends of the
beam is increased to 100millimeters, as shown in Figure 14,
beams will begin to crack and will be destroyed.

Increasing the stirrup spacing at the ends of the beam to
50millimeters causes the beam to begin cracking at 8 kN in
Figure 10(b), increasing the stirrup spacing to
100millimeters causes the beam to crack but does not afect
the load level in Figure 14(a), the beam begins to deteriorate
at 125 kN in Figure 14(a), and the beam begins to deteriorate
at 125 kN in Figure 10(b) (Figures 11(b) and 14(b)). On the
other hand, there are less than ffty millimeters worth of
fractures in the beam that has stirrup spacing of one hundred
millimeters. In none of these beams did cracks show up in
the layer of SFC that was being used.

Within the middle of the span of a SFC beam, Figure 15
shows the load-compressive stress, tensile stress, and VD
relationships.

When compared to stirrup spacing of 50mm, the results
of Figure 15 show that increasing the stirrup spacing at the
ends of the beam from ϕ6a50 to ϕ6a100 results in a com-
pressive stress that is greater than 1.5MPa (Figure 15(a)) and
a tensile stress that is less than 1.5MPa (Figure 15(b)). As
a result of this, it is not recommended to install an excessive
number of bars at the ends of beams. Tere is also no in-
fuence from the VD that occurs in the midpoint of the
beams’ span (Figure 15(c)). Based on the results of this study,
the best distance between stirrups is 100millimeters, and the
design ϕ6a100 is used to study a number of other parameters
in double-layer RC beams.

3.3. Conducting Research on How the Number of Tensile Steel
Bars in the Beam Afects Its Properties. Beam with a 2% SFs’
content in concrete, stirrup spacing at the ends of the beam is
ϕ6a100, stirrup spacing in the middle of span is ϕ6a200,
tensile steel bars are changed from 2ϕ22 to 3ϕ22, compressed
steel bars are 2ϕ10, SFC layer thickness is H� 10 cm, NC
layer thickness is 20 cm, and nonlinear materials are con-
sidered in the ANSYS numerical simulation analysis. Tis
information is presented in Figure 16.

As shown in Figure 17, when the number of tensile steel
bars is reduced or increased, the beams begin to crack and
sustain damage.

Te beam begins to fracture when the number of tensile
steel bars in the beam is raised to 3ϕ22, and it starts to be
damaged later on. When the number of tensile steel bars in
the beam is 2ϕ22, the beam begins to crack at 8 kN, which
increased to 1 kN later, and when the beam began to be
damaged, it was 125 kN and 135 kN for the 3ϕ22 beam, an
increase of 10 kN. When the number of tensile steel bars in
the beam is 3ϕ22, the beam begins to crack at 135 kTe crack
gets smaller as the number of tensile steel bars in the beam
gets higher; in Figures 14 and 17, the beams only begin to
crack in the NC layer of the beam without developing cracks
in the SFC layer. Tis is because the SFC layer is stronger
than the NC layer.

Figure 18 shows the load-compressive stress, tensile
stress, and VD relationships in the midpoint of the span of
a SFC beam.

Te compressive stress between 2ϕ22 and 3ϕ22 does not
change much when the load is raised from 0 to 60 kN in the
zone of compressive stress (Figure 18(a)). However, when
this 60 kN load is reached, the diference is 1.5MPa. At
a load of 110 kN, the diference in stress in the tensile zone is
equal to 4megapascals (MPa). Tis diference is larger when
the applied load is increased (Figure 18(b)).Te diference in
VD is growing; the value of the diference in VD is 1.1mm
when the force is set at 120 kN (Figure 18(c)). Because of
this, the fact that there are more steel bars in the tensile zone
shows that these elements work to lower the tensile stress.

3.4. Conducting Research onHow theDiameter of Tensile Steel
BarsAfectsTeirProperties. Te stirrup spacing is ϕ6a100 at
both ends of the beam, and it is ϕ6a200 in the middle of the
beam. When nonlinear materials are included in the ANSYS
numerical simulation analysis, the tensile steel bars are
changed to 2ϕ18 and 2ϕ28, the compression steel bars are
changed to 2ϕ10, the thickness of the SFC layer isH� 10 cm,
and the thickness of the NC layer is 20 cm.

SANDWICH STEEL FIBER CONCRETE BEAM

Figure 13: Te distance between the stirrups at the ends of the beam has been increased to 100millimeters.
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Beams will begin to crack and get damaged if there is
a change in the diameter of the tensile steel bars, as shown in
Figure 19.

In Figures 14(a), 19(a), and 19(b), cracks form frst in the
NC layer, and the value of the cracking load does not vary
much when there is not a signifcant change in the diameter

(a) (b)

Figure 14: When the stirrup spacings are modifed, cracks begin to appear in the beams, and the beams sufer damage: (a) cracks begin to
appear in the beam (Pcrack � 8 kN), ϕ6a100; (b) damage to the beam begins to appear (Pmax � 125 kN), ϕ6a100.
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Figure 15: Relationship between load and stress, as well as between load and vertical displacement (efect of stirrups): (a) relationship
between load and compressive stress, (b) relationship between load and tensile stress. (c) the relationship between load and VD.
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SANDWICH STEEL FIBER CONCRETE BEAM

Figure 16: Beam that has had the number of tensile steel bars dropped to 3ϕ22.

(a) (b)

Figure 17: When the number of tensile steel bars was increased, the beams began to break and sufer damage as a result: (a) cracks begin to
appear in the beam (Pcrack � 9 kN), 3ϕ22; (b) damage to the beam begins to appear (Pmax � 135 kN), 3ϕ22.
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Figure 18: Continued.
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of the tensile steel bars. Beam 2ϕ18 has a limit of 90 kN, beam
2ϕ22 has a limit of 125 kN, and beam 2ϕ28 has a limit of
130 kN. However, the limit of damaged beams varies
(Figures 14(b), 19(c), and 19(d)). But when the beams are
broken, only the NC layer cracks and not the SFC layer that
is on top of it.

In the midpoint of the span of a SFC beam, Figure 20
shows the load-compressive stress, tensile stress, and VD
relationships.

Although there is a diference in tensile stress of
3.2MPa between 2ϕ18 and 2ϕ28, the stress in the com-
pression zone does not vary much when the diameter of
the tensile steel bars is modifed (Figure 20(a)). When the
diameter of the tensile steel bars is modifed, however, the
tensile stress dramatically rises (Figure 20(b)). Te dif-
ference in tensile stress between 2ϕ22 and 2ϕ28 is 3.2MPa,
and the diference in tensile stress between 2ϕ18 and 2ϕ22
is 5.3MPa. As a direct result of this, when the diameter of

the tensile steel bars is made bigger, the stress works
better.

3.5. Conducting Research onHow theDiameter of Compressed
Steel Bars Afects the Results. Taking into consideration
nonlinear materials in ANSYS numerical simulation anal-
ysis, the beam with a SF content in concrete of 2%, stirrups
spacing at the ends of the beam is ϕ6a100, stirrups spacing in
the middle of the beam is ϕ6a200, tensile steel bars are 2ϕ22,
compressed steel bars modifed from 2ϕ10 to 2ϕ16, the
thickness of the SFC layer is H� 10 cm, and the thickness of
the NC layer is 20 cm.

As shown in Figure 21, as the diameter of the compressed
steel bars varies, cracking and damage to the beams begin
to occur.

When the diameter of the compressed steel bars is in-
creased in Figures 14 and 21, the bearing capacity of the
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Figure 18: Relationship between load and stress, as well as between load and vertical displacement (efect of the number of tensile steel bars): (a)
relationship between load and compressive stress, (b) relationship between load and tensile stress. (c) the relationship between load and VD.

(a) (b)

(c) (d)

Figure 19: Because of a change in the diameter of the tensile steel bars, beams have begun to crack and have been damaged: (a) cracks begin
to appear in the beam (Pcrack � 8 kN), 2ϕ18; (b) cracks begin to appear in the beam (Pcrack � 10 kN), 2ϕ28; (c) beam beginning to show signs of
damage (Pmax� 90 kN), 2ϕ18; (d) beam beginning to show signs of damage (Pmax� 130 kN), 2ϕ28.
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beam also increases. Furthermore, when the load is in-
creased from 2ϕ10 to 2ϕ16, the beam begins to crack at 8 kN
to 9 kN and begins to damage at 125 kN to 131 kN. Te layer
of SFC that is located above the one being worked on is still
in its early stages.

Te relationships between load and compressive stress,
tensile stress, and VD are shown in Figure 22 for a SFC beam
in the middle of the span of the beam.

When the diameter of the compressed steel bars in
Figure 22 is modifed, there is a smaller change in the
compressive stress and VD. However, there is a modif-
cation in the tensile stress. However, the diference in

tensile stress is relatively small, having a value of 0.8MPa.
Because of this, when the diameter of the compressed steel
bars in a bending beam is changed, it is less likely to
change the amount of stress and the vertical movement of
the beam.

3.6. Conducting Research on How the Tickness of the SFC
Layer Afects the Properties of the Material. Te beam with
2% SFs’ content in concrete, stirrup spacing of ϕ6a100 at the
ends and ϕ6a200 in the middle, 2ϕ22 tensile steel bars and
2ϕ10 compressed steel bars, SFC layer thickness ofH� 10 cm
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Figure 20: Relationship between load and stress, as well as between load and vertical displacement (efect of the diameter of tensile steel bars): (a)
relationship between load and compressive stress, (b) relationship between load and tensile stress. (c) the relationship between load and VD.
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modifed to H� 7 cm and H� 14 cm, and nonlinear mate-
rials taken into account in an ANSYS numerical simulation
analysis.

Beams start to crack and sufer damage if there is
a modifcation in the thickness of the SFC layer, as shown in
Figure 23.

(a) (b)

Figure 21: When the diameter of the compressed steel bars varied, cracking and damage began to appear in the beams: (a) cracks begin to
appear in the beam (Pcrack � 9 kN), 2ϕ16; (b) damage to the beam begins to appear (Pmax � 131 kN), 2ϕ16.
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Figure 22: Relationship between load and stress, as well as between load and vertical displacement (efect of the diameter of compressed steel bars):
(a) relationship between load and compressive stress, (b) relationship between load and tensile stress. (c) the relationship between load and VD.
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(a) (b)

(c) (d)

Figure 23: When the thickness of the steel fber layer changed, the beams immediately began to crack and were damaged: (a) cracks begin to
appear in the beam (Pcrack � 8 kN), H� 7 cm; (b) cracks begin to appear in the beam (Pcrack � 8 kN), H� 14 cm; (c) beam beginning to show
signs of damage (Pmax � 125 kN), H� 7 cm; (d) beam beginning to show signs of damage (Pmax � 128 kN), H� 14 cm.
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Figure 24: Relationship between load and stress, as well as between load and vertical displacement (efect of the thickness of the SFC layer): (a)
relationship between load and compressive stress, (b) relationship between load and tensile stress. (c) the relationship between load and VD.
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In Figure 23, increasing the thickness of the SFC layer
from 7 centimeters to 14 centimeters results in no change in
beam section size, an increase in beam bearing capacity from
125 kN to 128 kN and a signifcant reduction in the number
of cracks in concrete beams; in both cases, the most cracked
beams are in NC layers. Layers of SFC have been shown to
cut down on the number of cracks in RC beams by a lot.

Figure 24 shows the load-compressive stress, tensile
stress, and VD relationships in the midpoint of the span of
a SFC beam.

Changing the thickness of the SFC layer in Figure 24 has
little efect on compressive stress; the diference between
beams is 2MPa (Figure 24(a)). However, the tensile stress
changes with stress, with the highest diference being 2MPa
between the beams with H� 7 cm and H� 10 cm, 4.4MPa
between the beams with H� 10 cm and H� 14 cm, and
a smaller change in the VD in the middle of the span.

4. Conclusions

Te following are some of the conclusions that may be
derived from the results of the study:

(1) We were able to show that the number of cracks in
bending beams may be greatly decreased by using
a RC layer reinforced with SFs. Because it is afected
by the maximum allowable steel content in the
concrete, the beam will be damaged at the very least
when the SFs’ content of the concrete is raised by 5%.
Tis is because the beam is afected by the maximum
allowable steel content.

(2) When the distance between the stirrups at the ends is
modifed, it is found that the beam works more
efectively when the distance between the stirrups
grow to 100millimeters. Tis is because the amount
of steel in the concrete has reached the legal limit.

(3) Te ability of the beams to support weight greatly
improves when both the number of tensile steel bars
and the diameters of those bars are increased, which
also reduces the risk that cracks will form. Te in-
fuence of tensile stress is large in this case as a result
of an increase in the number of steel bars in the
tensile zone as well as the diameter of those steel bars.

(4) Te fgures for compressive stress and VD do not
vary much when the thickness of the SFC layer is
modifed, but the tensile stress does rise.

(5) It has been shown that the input parameters of
double-layer SFC beams have an efect on the per-
formance of the beams. Because of this research, the
important parameters could be changed to either
limit or encourage certain values that are better for
building SFC beams with multiple layers.

Abbreviations

FE: Finite element
NC: Normal concrete
NCL: Normal concrete layer

SFC: Steel fber concrete
SFCL: Steel fber concrete layer.
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�e shield tunneling method is widely used in urban subway construction. However, as the layer stress state changes during shield
tunnel construction, layer displacement and surface deformation occur accordingly. �is study tries to investigate the settlement
and deformation of the masonry structure in shield cutting the composite foundation of group piles in a shield tunnel project at
Zhengzhou Metro Line 5. To understand the distribution characteristics and changing rules of building settlement during the
process of shield cutting group piles composite foundation passing through the masonry structure, a thorough analysis of the
ground surface settlement and building settlement, including on-site measured, was conducted. �e results show that piles go
down through a composite foundation during shield cutting. �e cumulative maximum settlement and maximum di�erential
settlement of the masonry structure were concentrated at the intersection of the tunnel axis and the building. �e longitudinal
distribution of the cumulative settlement of the south and north wall of the masonry structure changes continuously with the
change of the position of the shield excavation surface. �at behavior may cause the building to be tilted and deformed and cause
the structure to undergo rigid rotation and twisting deformation. Based on the composite pile foundation project of the Shield
Tunnel Cutting Group in a speci�c section of Zhengzhou Metro Line 5, this paper analyzes the surface settlement and foundation
settlement data of the building caused by the construction of the shield. It obtains the changes of the surface settlement and the
settlement of the foundation of the building. No other changes have been made to the existing cracks in the external walls of the
building. At the same time, because of the low angle between the longitudinal axis of the masonry structure and the tunnel axis
(22°) and the positive e�ect of the ring beam and column of the structure in the building, it is clear that the construction of this
project has little e�ect on the upper building, thus showing improved control.

1. Introduction

With the rapid development of the urban subway system, an
increasing number of tunnels are being built in China.
However, tunneling deforms the surrounding soil and ad-
jacent structures, such as buildings, existing tunnels, and
buried pipelines. �erefore, minimizing the interference of
the tunnel construction process on nearby structures has
been the focus of engineers and researchers in the �eld of
geotechnical engineering. Usually, this kind of displacement

and deformation can be completed in a short time, and this
kind of rapid deformation is very destructive to the su-
perstructure. Many scholars have investigated the damage to
the upper structures caused by shield tunnel construction. In
terms of theory, Burland and Wroth [1] and Burland et al.
[2] proposed a classi�cation standard of damage level of
masonry structure based on the concept of ultimate tensile
strain. �ey applied it to the in�uence of tunnel excavation
on upper buildings. Boscardin and Cording [3] and Boone
[4] treat buildings as elastic beams and then propose a
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method to define the failure level by angular distortion and
horizontal strain. Burland [5] and Clarke and Laefer [6]
proposed a method to define the failure level by the hori-
zontal strain and deflection ratio. In terms of field mea-
surement, Dimmock and Mair [7] compared and analyzed
the bending deformation and strain of the building caused
by shield construction and the deformation and strain of the
surface based on the measured data and concluded that the
stiffness of the upper building has a corrective effect on the
settlement caused by the tunnel. Camós et al. [8] observed
buildings’ settlement, deformation, and damage through
shield tunnel construction. )ey found that the vertical and
horizontal displacement of the ground is often reduced
because of the existence of buildings.

Underground pile foundations are dense in cities with
crowded buildings. If the distance between the pile foun-
dation and the shield is too close, tunneling may cause
uneven settlement, deformation of the structure, and cracks
in the building [9]. Zhang et al. [10] studied the impact of the
shield tunnel crossing underneath a river on bridge piles
under the working conditions without rainfalls and con-
cluded that the scheme of erecting up temporary inverted
arches and grouting under-the-bridge piles for water
plugging was feasible and that the grouting effect was critical
to the construction of under-the-bridge undercutting piles.

With the development of the urban underground space,
the cases of shield tunnel digging under or adjacent to the
existing pile foundations of buildings are increasing. Tunnel
construction inevitably redistributes the initial soil stress and
causes surface settlement, tilting, curvature change, hori-
zontal displacement, and discontinuous deformation that
may affect the adjacent pile foundations, resulting in po-
tential safety hazards for the structure to bring construc-
tions. Breth and Chambosse [11] and Frischmann et al. [12]
studied and analyzed the ground subsidence caused by
tunnel excavation. Forth and )orley [13] believed that the
main reason for the reduction of pile side friction resistance
caused by shield construction was the vertical displacement
of the stratum towards the tunnel. Miliziano et al. [14] used
two-dimensional numerical simulationmethods to study the
impact of tunnel construction on adjacent buildings in terms
of numerical analysis. Giardina et al. [15], Giardina et al.
[16], and Giardina et al. [17] established two-dimensional
and three-dimensional finite element models to evaluate the
damage degree of adjacent masonry structures caused by
surface settlement caused by tunnel construction under
different working conditions. Burd et al. [18] established a
three-dimensional finite element model of tunnel-soil-
building integration considering the weight and stiffness of
the building. )e results of their study showed that the
interaction between the soil and the structure would reduce
the damage degree to the building. Underground structures,
especially tunnels, are very common, especially in urban
areas [19]. Nevertheless, studies that investigate the influence
of the underground structures on the dwelling structures are
very sporadic. Furthermore, to the best of our knowledge,
there is no study that analyzes the settlement and defor-
mation of the masonry structure in shield cutting the
composite foundation of group piles in a shield tunnel.

Furthermore, we propose cost-effective methods for
real-time tracking and control of building settlement.
)erefore, the main goal of this study is to better understand
the interaction between underground and surface masonry
structures, i.e., the investment effect of a tunnel in masonry
construction meetings. Also, the paper suggests some cost-
effective monitoring andmitigationmeasures.)e rest of the
paper is organized as follows: Section 2 provides a brief
description of the stud case, Section 3 describes the most
common methods for monitoring settlements, Section 4
details the monitoring and analysis of construction settle-
ments for the case this study took into consideration, Section
5 describes surface settlements and the most critical areas,
and Section 6 discusses the consequences of settlements on
building stability. Finally, the main conclusions and rec-
ommendations from this study are presented in Section 7.

2. Engineering Situation

Shield cutting soil-cement group piles composite foundation in
Zhengzhou Metro Line 5 passes through the building project.
)e mileage of the left line of the pile cutting construction
section is DK13+662.558∼DK13+711.322 (685 rings∼ 715
rings, the length is about 48.764m), and the tunnel forms an
angle of 22° with the plane of the existing house, as shown in
Figure 1.

)ere are about 224 agitating piles intruded by the shield.
)e length of the shield cutting pile is about 2.6∼3.7m. )e
outer diameter of the segment is 6.2m, the inner diameter is
5.5m, the wall thickness is 0.35m, and the width of the lining
ring is 1.5m. )e segment material is C50 concrete, and the
segment assembly method adopts staggered seam assembly.
)e building is a 7-story masonry structure with a semi-
basement, and the foundation form is a strip foundation.)e
foundation is treated with a cement-soil pile composite
foundation. )e pile length is 11.5m, the pile diameter is
0.5m, and the spacing between the piles is 0.95m. )e
exterior of the building is shown in Figure 2.

3. Settlement Control Measures

As shown in Figure 3, two “gaps” need to be mainly con-
trolled during shield construction, namely clearance be-
tween shield and shield tail and clearance between cutter and
shield, to reduce the adverse impact on the masonry
structure and foundation during the construction process of
the shield machine cutting piles.

)is paper uses three “Clay shock” grouting methods,
synchronized grouting, and secondary reinforcement
grouting to control the surface settlement and building
settlement.

3.1. Clay Shock Method. Eight radial grouting holes with a
diameter of 12mm are arranged along the circumference of
the shield body at the middle shield position in the shield
machine (Figure 4). Grouting is carried out synchronously
to the outside of the shield machine shell, which is the gap
between the shield body and the outer soil body. Grouting
can form a reliable sealing water-blocking clay grouting layer
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around the shield machine, filling the gap between the shield
and the stratum and effectively controlling the amount of
soil subsidence during excavation. )e injection process of
“Clay shock” grouting is controlled as follows: the “Clay
shock” grouting starts at the first ten rings of passing the
building. Before the shield machine starts to advance, inject
A liquid first and then B liquid. Prevent pipe blockage caused
by the mixing of water glass with clay slurry.

)e grouting pressure is 0.2∼0.4MPa. “Clay shock”
grouting is synchronized with propulsion, and the grouting
speed should be adjusted according to the propulsion speed.
Inject 1.26m3 of mixed solution (140% of the theoretical
value) into each ring. )e ratio of “Clay shock” grouting is
shown in Table 1.

3.2. Synchronized Grouting. When the lining structure is
separated from the shield tail, fill the building gap between
the shield machine shell and the lining structure on time and
prevent the composite foundation from sinking rapidly in a
short period. )e synchronous grouting measures at the
shield machine’s shield tail are taken. )e theoretical
building gap caused by advancing the single-ring segment is
1.5× π × (6.442–6.22)/4� 3.57 (m3), and the initial setting
time of the slurry was about 4 hours. )e actual grouting
volume is 150%∼200% of the theoretical building space of
each ring segment, i.e., the synchronous grouting volume for
each advancing ring is 8m3, and the pressure at the pumping
outlet is generally controlled at 0.3∼0.4MPa. )e slurry
pressure should also be adjusted and controlled according to
ground and building settlement. )e slurry ratio is shown in
Table 2.

3.3. Secondary Reinforcement Grouting. To reduce the late
settlement of the soil after the shield machine and reduce the
waterproof pressure of the tunnel, secondary reinforcement
grouting is carried out after the segment is separated from
the 6th to 8th rings of the shield tail. Moreover, a double
slurry composed of cement slurry and water glass is selected
to quickly fill the gap between the grouting layer remaining
in the synchronous grouting and form a certain strength.
)e ratio of the double slurry is shown in Table 3.

)e grouting sequence is injected according to the
method of “first dome, then two waists, and two waists are
symmetrical.” After filling one ring, the grouting of the next
ring is carried out. )e standard of filling is that no water
flows out after the lifting hole of the ring is opened. )e
secondary grouting pressure is controlled at ≯0.5Mpa.

4. Settlement Measurement

According to the requirements of “Technical Specifications
for Urban Rail Transit Engineering Monitoring” [20, 21] and
“Urban Rail Transit Engineering Measurement Specifica-
tions” [22, 23], combined with the actual project site
overview and building characteristics, three surface subsi-
dence monitoring sections, namely DB1, DB2, and DB3,
were set up. )e measuring points of the building foun-
dation settlement are arranged clockwise along the corner of
the building, numbered JG1∼JG19. )ere are 19 measuring
points in total. See Figure 5–7 for the relative positional
relationship between the building and the tunnel and the
layout method of monitoring points.

5. Surface Settlements

)e surface subsidence process caused by shield construc-
tion is divided into five stages: stage I is before the shield
reaches the monitoring section. In stage II, the shield passes
through the monitoring section. Stage III is the shield tail
prolapse monitoring section. In stage IV, shield cut pile
group composite foundation passed. Stage V is the subse-
quent subsidence stage. )e DB1 monitoring section is
located at the cross-section of the 685 rings of the left-line
tunnel. )e shield cutter head of the left-line tunnel cuts into
the composite foundation and starts to cut piles. It can be
seen from Figure 8 that, in stage I, each monitoring point of
the DB1 monitoring section showed slight uplift, and the
maximum uplift value appeared on the right line tunnel
outline. In stage II (III), the measuring point DB1-1 on the
center of the left tunnel and the measuring point DB1-2 on
the outline of the left tunnel appeared to sink because of
shield excavation and pile cutting. In contrast, the centerline
of the right tunnel and the corresponding measuring points

Grouting hole
Shield machine shell

"Clay shock" 
grouting layer

45°

45°

45° 45°

45°

45°

45° 45°

Figure 4: )e layout of grouting holes in the shield machine shell.
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DB1-4 and DB1-5 on the outline of the tunnel on the right
line is uplifted. It is because of synchronous grouting and the
“Clay shock” method when the shield cuts piles. )e ex-
truded soil effect caused the pile body that was not damaged
by the shield to bulge slightly upwards, which triggered the
ground surface to bulge. In stage IV, all measuring points of
this monitoring section subside. )e settlement law and
settlement amount of the measuring points on the centerline
and outline of the left tunnel are generally consistent, and the
settlement value is greater than that of the measuring points
on the right tunnel. In stage V, the monitoring points of the
DB1 monitoring section first subsided and then gradually

rose. Finally, the subsidence was stable until the shield tail
protruded for 15 days. )e maximum occurred at the
centerline of the left tunnel, and the subsidence value was
−9.0mm.

As shown in Figure 9, before the shield reaches the
DB2 monitoring section, i.e., stage I, each measuring
point of this monitoring section is slightly uplifted.
Nevertheless, the maximum uplift point appears at the
two monitoring points, DB2-1 and DB2-2, closest to the
building, which is different from the maximum uplift
position of the DB1 monitoring section. In stage II (III),
affected by the existing cement-soil group pile composite

Table 1: )e ratio of “Clay shock” grouting.

Material name Proportion Dosage (m3) Volume weight
(kg/m3) Coagulation time (s) Viscosity (dPa·s)

Liquid A: special
bentonite liquid 20 :1

“Clay shock” powder 400 kg, 40 Baumé
degree, water glass dosage 70 kg, water

846 kg
2600 4.5 s start to cement, 20 s

initial setting. 300∼500Liquid B: water glass
mixture

Table 2: Synchronous grouting slurry ratio table.

Cement (kg) Fly ash (kg) Bentonite (kg) Sand (kg) Water (kg)
170 400 800 750 450

Table 3: Secondary grouting slurry ratio table.

Material
name Material parameters Proportion Coagulation time

(s) 28 days strength (Mpa)

Cement P.O 42.5 Water :Water glass : Cement slurry� 3 :1:1
(volume ratio) 30 2.6Water glass Baumé degree: 30∼35, modulus:

2.8∼3.1
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Figure 5: )e relative position between building and tunnel and the plan of monitoring instruments.
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foundation, the changes of each measuring point of the
DB2 monitoring section at this stage are small, except for
the DB2-2 measuring point that is closer to the centerline
of the left line of the tunnel, which sinks slightly. In

addition, all other measuring points have uplifted, and
the uplift value is not large. In stage IV, the shield tail was
separated from the monitoring section and continued to
cut piles. All monitoring points were affected by the
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00

0 
m

m
 

Concrete
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Settlement observation nail

Figure 6: Buried method and physical map of surface subsidence measuring points.
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Figure 7: Layout method and physical map of building foundation settlement monitoring points.
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Figure 8: Monitoring time-history curve of surface subsidence of section 1.
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construction disturbance of shield cutting and pile cut-
ting, and they sank. )e maximum settlement occurs near
the intersection point of the left-line tunnel cutting into
the building. )e settlement value is −6.5 mm. In the
stage, each measuring point of the surface settlement
presents a “W” shape, closely related to the secondary
grouting amount of the shield and the grouting amount of
“Clay shock” grouting. )e position of the maximum
settlement value at this stage is the DB2-2 measuring
point, the settlement value is −9.0 mm, and the settlement
value of this measuring point after stabilization is
−0.89 mm.

As shown in Figure 10, the monitoring points DB3-1,
DB3-2, and DB3-3 subsided in stage I. )e maximum
subsidence occurred at the monitoring point DB3-1, with a
value of −3.5mm. )e monitoring points of DB3-4, DB3-5,
and DB3-6 are slightly uplifted, the maximum uplift value is
+2.4mm, and the maximum uplift point is the DB3-4
measurement point. It is caused by the uneven settlement of
the building caused by the construction of the left shield line
cutting piles. In stage II, as the shield cutting piles are ex-
cavated through the DB3 monitoring section, the moni-
toring points closer to the left line of the tunnel have the
largest settlement.

In contrast, the measuring points arranged on the south
side of the right line of the tunnel are slightly uplifted. In
stage III, apart from the gradual sinking of the DB3-3
measuring point, the DB3-1 and DB3-2 measuring points
were affected by the simultaneous grouting and secondary
grouting and presented an uplift. In contrast, the DB3-4 and
DB3-5 on the south side of the building were uplifted. DB3-6

monitoring point side changes gently, indicating that
grouting effectively controls the surface settlement
and building inclination caused by tunnel pile cutting. Stage
IV includes stages I, II, and III, and hence, no analysis is
done.

6. Effects on Building

6.1. Building Response. As shown in Figures 11 and 12, the
settlement time-history curves of the north and the south
wall of the building show that the settlement value of each
settlement measurement point of the south wall is slightly
larger than that of the north wall. However, the variation
range of each settlement measurement point of the south
wall is smaller than that of the north wall. Before the left
line of the shield reaches the building, each measuring
point on the north wall presents a bulge, and the max-
imum bulge value is +5.59 mm, which is located at the
JG5 measuring point. )e measuring point of the south
wall is slightly sunk, and the maximum settlement is
−2.21 mm. It is located at the JG1 measuring point (i.e.,
the southwest corner of Building 1). )e left-line cutter
head of the shield cuts into the pile group composite
foundation until the shield tail escapes away from the
composite foundation. Cutting the pile group composite
foundation on the left line, measuring the building’s
settlement above the left line of the tunnel outline, and
measuring the south wall’s JG17 and JG16 points are all
parts of the process. )e most dangerous locations
are JG10 and JG11 measuring points on the North
Wall, whereas JG17 and JG16 measuring points on the
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Figure 9: Monitoring time-history curve of surface subsidence of section 2.
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South Wall have settlement variation ranges of
+3.49mm ∼ −5.79 mm, +4.3 mm ∼ −2.53 mm, respec-
tively. 15 days after the shield tail of the left line was
protruded, the settlement values of the measuring points

JG17 and JG16 on the south wall were -8.66 mm and
-10.98 mm, respectively, and the settlement values of the
measuring points JG10 and JG11 on the north wall were
−9.63 mm and −7.76 mm, respectively.
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Figure 10: Monitoring time-history curve of surface subsidence of section 3.
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Figure 11: Settlement time-history curve of north facade wall of the building.
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Figure 13 shows the characteristic curves of the settle-
ment distribution at the critical moment of the north and
south walls of the building. It can be seen from the figures
that the influence range of the shield tunnel construction on
the ground settlement and the building settlement is

different. )e former is the tunnel axis 1.5 D. )e latter
involves the entire building. When the shield construction
causes the settlement of one side of the building, the rigid
building will rotate, resulting in the overall tilt of the
building. Comparing Figures 13 and 14(a), it can be seen that
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Figure 12: Settlement time-history curve of south facade wall of the building.
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Figure 13: )e settlement curve: (a) north facade and (b) south facade wall of the building at the critical moment.
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the excavation construction of shield cutting piles causes the
building as a whole to incline to the south, because the
maximum settlement value position occurs at the oblique
intersection of the tunnel and the building space.

6.2. Building Damage Assessment. As shown in Figures 14
and 15, when the shield construction of the left line is far
away from 1# building for 15 days, the crack survey of the
building structure shall be carried out above the building.
)e technical construction measures for sediment settle-
ment are effective.

A crack with a length of 1.2m and a width of 1.0∼1.5 cm
appeared between the wall at the northwest corner of the
masonry structure and the scattered concrete water. A
uniform crack with a length of 1.6m and a width of 0.6 cm
appeared on the ground in the northeast corner of the
basement. A vertical crack with a length of 0.8m and a width
of 0.15 cm appeared on the first-floor wall at the southwest
corner of the masonry structure.

According to “Code for Design of Building Founda-
tion” (GB50007) [21] and “Standard for Appraisal of
Dangerous Buildings” (JG J125) [22] and Limiting Tensile
Strain Method (Limiting Tensile Strain Method), struc-
tural damage was analyzed. For measuring points JG1-1
and JG1-3, the differential settlement is 4.6 mm, and the
slope is i � 0.2‰. For measuring points JG1-11 and JG1-
13, the differential settlement is 5.8 mm, and the slope is
i � 0.3‰. For measuring points JG1 -16 and JG1-07, the
differential settlement is 10.7mm, and the slope is
i � 0.6‰. )e ultimate tensile strain of the masonry
structure is 7%.

7. Conclusions

Based on the theory of ultimate tensile strain to control
building deformation, crack investigation and building
damage assessment are carried out after construction, which
confirms the effectiveness of building settlement control
technology and innovative measures proposed in this re-
search. )e maximum value of surface settlement caused by
shield construction occurs near the tunnel’s axis on the left
line. Because of the existence of the existing buildings, the
surface settlement is relatively gentle for some time after
shield construction. With the completion of the shield
cutting group pile composite foundation, the surface set-
tlement is larger than the building settlement. In the shield-
cutting pile group composite foundation, the cumulative
maximum settlement and the maximum differential set-
tlement of masonry structure are concentrated at the in-
tersection of the tunnel axis and building. )e masonry
structure is subjected to complex forces. In addition to the
inclined deformation caused by differential settlement, the
structure also has rigid rotation and distortion.

(a) (b)

Figure 14: Cracks (a) between the wall and outside apron slope and (b) on the basement floor.

Figure 15: Cracks on the first floor of the masonry structure.
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When the shield cutting piles construction, it is more
beneficial to control the settlement and deformation of the
house by stabilizing the pressure of the soil bin, increasing
the amount of synchronous grouting and increasing the
rotational speed of the cutter head. After the shield tail is
separated from the house, the construction parameters
should not be greatly adjusted, the cutter head pressure and
Jack thrust should be appropriately increased, and the cutter
head torque, cutter head speed, synchronous grouting
amount, and tunneling speed should be kept unchanged,
which is more conducive to controlling the settlement of the
house. )e settlement of ground surface and buildings can
be effectively controlled using the “Clay shock” method and
synchronous grouting during shield cutting piles con-
struction. Secondary reinforcement grouting is carried out
after the segment is separated from the 6th to 8th rings of the
shield tail. )e grouting sequence of each ring is injected
according to the method of “first arch, then two waists, and
two waists are symmetrical,” which can effectively control
the settlement after construction.

)e subsequent settlement after construction is mainly
affected by secondary grouting and the amount of “Clay shock”
grouting. )e maximum settlement monitoring point is the
DB3-3 monitoring point, and the maximum settlement value
after stabilization is −14.97mm. )e strength characteristics of
the north wall and the south wall of the building are different.
From the settlement curve formed after the shield was removed
from the building for 15 days, it can be seen that the south wall
approximately exhibits the force characteristic of the cantilever
beam, while the north wall approximately exhibits the me-
chanical characteristics of the beam support. )e whole process
of building the shield tunnel causes the uneven settlement of the
building, tilting of the building, and twisting deformation of the
building.
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�ere are many novel applications of space-time decoupled least squares and Galerkin formulations that simulate wave
propagation through di�erent types of media. Numerical simulation of stress wave propagation through viscoelastic medium is
commonly carried out using the space-time decoupled Galerkin weak form in site response problem, etc. In a recent investigation
into accuracy of this formulation in simulating elastic wave propagation, it was shown that the di�usive and dispersive errors are
greatly reduced when space-time coupled least squares formulation is used instead in variational form. �is paper investigates
convergence characteristics of both formulations. To this end, two test cases, which are site response and impact models for
viscoelastic medium, are employed, one dominated by dispersive and the other by di�usive numerical error. Convergence studies
reveal that, compared to the commonly used space-time decoupled Galerkin and the coupled least squares formulation has much
lower numerical errors, higher rates of convergence, and ability to take far larger time increments in the evolution process. In
solving such models, coe�cient matrices would require updating after each time step, a process that can be very costly. However
large time steps allowed by cLs are expected to be a signi�cant feature in reducing the overall computational cost.

1. Introduction

Vibration energy dissipation, damping, is involved in many
�elds of mechanics problems. Mostly, reducing response
amplitudes of �exible or solid bodies is important to be
considered for engineering subjects. Employment of the
elasticity theory to simplify the analysis proves to be incon-
sistent with the accurate behavior of materials, because most
engineering materials have much dependency on their in-
trinsic properties due to internal friction. In mechanical
problem, investigation of damping has a main role in smart
mechanical tools, response free�eldout and, structures suchas
tall buildingandhighwaybridges [1].Anumberof researchers
investigated damping property e�ect of rubber-sand mixture
material underlain by the structures to reduce peak of ac-
celeration, displacement, and shear stress at their bases [2–4].

�e study in [5] �rst introduced a famous approach
called viscous damping that had been obtained from rhe-
ology science. �is was competent idealization to describe
locally vague material properties which dissipated vibration
energy by means of their internal friction. Other idealization
is mentioned that the damping matrix assumed to be
consisted of linear combination of mass and sti�eness
matrices. In this model, undamped systems can be used for
the analysis of damped systems e�ortlessly.

Overall, damping is divided into two main classes: (1)
damping in discrete systems including SDOF and MDOF
systems and (2) damping in continuous systems. Usually, the
�rst is in conjunction with ordinary di�erential equations
(ODEs), extracted from dynamic equilibrium equations, and
the second is related to partial di�erential equations (PDEs),
such as wave di�erential equation. �e authors of [4, 6, 7]
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worked on viscoelastic problems in different damping
models.

(ere have been studies on one-dimensional viscoelastic
analysis of axial wave propagation through rod with various
damping models. (e authors of [8–10] demonstrated re-
alistic behavior of viscous damping for analyzing actual
dynamic systems.

From before to recently, wave propagation simulation
considering energy dissipation has been a desirable and
attractive topic to research of viscoelastic problem all over
the world. (ere are two major computational methods to
analyze viscoelastic dynamic problems, with discrete or
continuous systems; (a) time-domain methods, in which the
most general computational approaches are included, and
(b) frequency-domain methods, which are favorable for
linear or equivalent linear problems, extensively computed
by mean of finite difference, boundary elements, and finite
element methods along with the isogeometric and meshless
variations. (e study in [11, 12] investigated the earthquake
response of surcharged soil layers using Hybrid Frequency
Time Domain (HFTD) approach. (ey used and developed
transfer function method, which is categorized into fre-
quency domain analyses, for viscoelastic soil medium on
which equivalent mass is surcharged. (e study in [13]
compared responses 1D viscoelastic horizontally layered soil
model and 2D one and observed no significant difference
between them.

In time-domain analyses, the solution is known for all
points of the spatial domain at a given time t0 and theobjective
is to determine the solution at time t0 + Δt. (e formulation
needed for this evolution canbe cast in a space-timedecoupled
or a space-time coupled computational framework. (e
decoupled Galerkin formulation is widely utilized in study of
wave equations, as they appear in many engineering disci-
plines. Here, coefficient matrices representing discrete spatial
distributionofmedium’s property forma set of ordinary time-
dependent equations, which are then solved over a given time
spanusingdifference-based techniques suchasNewmark-βor
Wilson-θmethods [14].Many improvements have been done
to the decoupled formulations [15–17]. Even though the semi-
discrete finite elements approach has led to significant im-
provements in simulation of elastic wave propagation,
problems with high frequency loading and sharp temporal
gradients still present a significant challenge.

Space-time coupled formulations have been successfully
applied in studying time-dependent problems [18]. In this
framework, finite element interpolation is performed over
an m + 1-dimensional computational domain with m being
the number of spatial dimensions. (e study in [19] was the
first to carry out study over the coupled domain. As dem-
onstrated in [20], in the study of elastic wave propagation
due to impact, the decoupled Galerkin yields unsatisfactory
results and a space-time coupled discontinuous Galerkin
scheme was introduced in order to reduce the dispersive
error in this problem. (e author of [21] in PhD thesis
proposes a discontinuous scheme with least squares stabi-
lizers; this method requires auxiliary variables and, like other
discontinuous schemes, upwinding parameters have to be
tuned to a particular problem at hand.

Instead of using discontinuous formulations and dealing
with complications of proper upwinding scheme, the study in
[22] has suggested a comprehensive framework for casting
the problem in a space-time coupled least squares framework
with higher continuity elements. (is framework presents
means of convergence through a combination of element
length, order of interpolation, and global smoothness. In an
error analysis of the wave equation, a quadratic rate of
convergence for thewave equationwas predicted by [23].(e
rate is with respect to element characteristic length, with
approximation defined over the coupled domain. However,
in context of finite element, it was established that higher
smoothness is needed to obtain such rates.

Reference [24] proposed new nonsymmetric variational
formulations which are employed to parallelize computa-
tions on MIMD-parallel computer for viscoelastic problems
based on the continuous and discontinuous Galerkin
method. In the study therein, the three-parameter Malvern
model described viscoelastic pattern. Promising results were
achieved for discontinuous Galerkin method with respect to
continuous Galerkin method.

Reference [25] developed temporal decoupling of dis-
continuous Galerkian space-time finite element method,
which is formulatedby [26],which is appliedonly toparabolic
differential equation, heat diffusion equation. Continuous
Galerkin form in space and discontinuous Galerkin form in
time were adopted for second-order wave equations in-
cluding elastodynamic problem with and without Kel-
vin–Voigt and Maxwell–Zener, viscoelasticity. Acceptable
results were extracted for moderately high-order (up to de-
gree 7) temporal and spatial-temporal approximation. (eir
method, decoupling procedure, produced a set of boundary
value problems that need to be solved for each time interval.

(e most popular methods in the engineering practice
are the finite and the spectral element methods.(ey present
known advantages (deal with complex geometries, material
nonlinearities, etc.) and drawbacks (numerical damping and
dispersion, spurious reflections at artificial truncation
boundaries). Although various numerical strategies exist to
limit spurious reflections (e.g., absorbing boundary condi-
tions or boundary layers), the boundary element method
(BEM) remains a very effective approach for dynamic
problems in spatially-extended regions (idealized as un-
bounded), especially so since the advent of fast BEMs such as
the fast multiple method (FMM) used in this work. [27].

(is macroelement allows one to model soil-footing
geometric (uplift) and material (soil plasticity) nonlinearities
that are coupled through a stiffness degradation model.
Footing uplift is introduced by a simple non-linear elastic
model based on the concept of effective foundation width,
whereas soil plasticity is treated by means of a bounding
surface approach in which a vertical load mapping rule is
implemented [28]. Performance criteria are generally dis-
placement-based in the performance-based design approach.
Quality requirements in the approach to performance-based
design are typically based on displacement. Firstly, keeping
this displacement within an acceptable limit ensures themain
purposeofplanning tohave sufficient strengthandstiffness. In
multistorey commercial and residential structures, coupled
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walls are a typical type of shear wall. (rough a fusion of the
coupling beam’s frame action and the wall pier’s flexural
action, a coupled shear wall system resists lateral forces [29].
Carbon textile is considered an alternate material due to its
corrosive resistance property, high tensile strength, and being
perfectly elastic. Prestressing is also the only realistic way to
utilize fully ultra-high tensile strength in carbon textile ma-
terial [30].

In a recent paper [31], it was shown that numerical errors
can be significantly reduced if the problem is cast in a space-
time coupled least squares finite element framework. As an
extension to that work, in this paper, convergence charac-
teristics of damped wave equation are studied for the
decoupled Galerkin and coupled least squares formulations.
In this investigation, since numerical errors are a combi-
nation of dispersive and diffusive types, two test cases were
designed: one of them is site response model and the other is
impact model, each dominated by one of the two error types.
Using exact solution, convergence through spatial and
temporal refinements and the effects of interpolation and
global smoothness on the computational process are studied
here.

(e remainder of this manuscript is organized as follows:
(e mathematical model describing viscoelastic wave
propagation is presented first followed by the decoupled
Galerkin and coupled least squares weak formulations. (e
succeeding section presents two test cases; one simulates
impact and the other base motion. Convergence studies are
presented and overall patterns are deduced. (is is followed
by a discussion on findings and concluding remarks. (is
study tried to investigate about the relations of variational
space-time coupled least squares frameworks using wave
propagation in viscoelastic medium, while other research
works concentrated on some aspect of this concept.

2. Mathematical Model

Propagation of viscoelastic waves in a one dimensional
homogeneous medium can be modeled with

ρ
z
2
u

zt
2 � E

z
2
u

zx
2 + η

z
3
u

ztzx
2 , (1)

where E and η respectively are the elastic and viscous
modulus; ρ denotes mass density; and u � u(x, t) is the
displacement field over space-time domain Ω � X × T

defined by intervals x ∈ X � [0, L] and t ∈ T � [0, T].
(is model (1) together with suitable boundary and

initial conditions constitute the strong formulation of vis-
coelastic wave propagation in one dimension.

(e exact solution to (1) can be approximated by uh(x, t)

as

u(x, t) ≈ u
h

� N · Φ, (2)

where superscript h signifies characteristic length in the
finite element mesh over the spatial domainX. N is the row
vector of the approximating shape functions and Φ repre-
sents the degrees of freedom vector 4. (is approximation
leads to the residual function
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3
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2,

(3)

which is subsequently utilized to develop variation-based
integral statements that can be used to determine Φin (2).

Next, two different integral-based computational frame-
works, namely the space-time coupled least squares and the
space-time decoupled Galerkin are generated for (3). Nu-
merical experiments are then conducted to compare com-
putational errors and convergence rates in each of the
frameworks.

Viscoacoustic seismic modeling is much cheaper, but at
the tradeoff of using incomplete physics. (e algorithm
contains two viscoacoustic forward modeling steps; the first
is the same as the traditional viscoacoustic modeling, while
the second propagation is generated using a residual error
source, which is derived by comparing the viscoacoustic and
viscoelastic wave equations in the form of stress-particle
velocity formulations. (e corrected P-wave particle ve-
locities can be obtained by adding the wavefield from the
second simulation step to the original (the first simulation
step) viscoacoustic wavefield. Only Pwaves aremodeled.(e
overall cost is about twice that of viscoacoustic modeling, but
it is significantly less than a viscoelastic propagation, because
there are fewer calculations, and we can use a coarser grid
and larger time steps for the same accuracy [32].

2.1. Space-Time Coupled Least Squares Formulation.
Solutions from space-time coupled least squares formulation
(cLs) are a linear combination of two dimensional shape
functions formed over (x − t) space; i.e. u(x, t) � N(x, t) ·Φ.
(e least square error functional is defined as

J � 􏽚 R
2
(u)dΩ, (4)

which is bounded, nonnegative, and quadratic by con-
struction. First variation of J yields the least squares
minimization statement.

I � δJ � 􏽚
T

􏽚
X
QTQA dx dt · Φ � 0, (5)

where

Q � ρ
z
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zt
2 − E

z
2

zx
2 − η

z
3

ztzx
2􏼠 􏼡N. (6)

Solution vector Φthat satisfies the minimization state-
ment given in (5) is the best approximation to u that may be
found in solution space spanned by basis N(x, t).

Note that the least squares weak form, (5), requires
global continuity of C1 over both space and time compu-
tational domains. In all computations carried out here,
space-time elements are constructed from tensor product of
two cubic ordered C1 elements [33].

(e representation of viscoelastic media in the time
domain becomes more challenging with greater bandwidth
of the propagating waves and number of travelled wave-
lengths. With the continuously increasing computational
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power, more extreme parameter regimes become accessible,
which requires the reassessment and improvement of the
standard memory variable methods to implement attenu-
ation in time-domain seismic wave propagation methods
[34].

2.2. Space-Time Decoupled Galerkin Formulation.
Space-time decoupled Galerkin formulation (dGa) is the
most commonly used computational framework in study of
viscoelastic vibrations. (e space-time decoupled Galerkin
weak form of (1) can be derived by letting
u(x, t) � N(x).Φ(t), leading to a set of time dependent
ordinary differential equations, i.e.,

M
d
2

dt
2 + C

d

dt
+ K􏼠 􏼡 · Φ � 0, (7)

where M � 􏽒
X
ρNTNA dx is the mass matrix, C � 􏽒

X
ηdNT/

dxdN/dxA dx is the damping matrix, and K � 􏽒
X

EdNT/
dxdN/dxA dx is the stiffness matrix.

(e highest order of derivative appearing in the defi-
nition of each coefficient matrix is unity; hence, utilization of
linear C0 finite elements provides the minimum global
continuity requirement in dGa computations.

(e set of linear ordinary differential equations in (7) is
evolved through time using the unconditionally-stable
Newmark-β integration. (e method assumes linear accel-
eration profile; i.e., the displacement is cubic in time. (is
order of interpolation in time is equivalent to the cubic
distribution employed in approximation of displacement in
temporal direction. However, in the cLs framework, con-
tinuity of displacement and velocity are strictly enforced,
whereas in the Newmark method continuity of displacement
and velocity are controlled by a shift in continuity of velocity
defined as averaged acceleration across the time-increment.

3. Numerical Experiments

In studying the computational characteristics of dGa and
cLs, dynamic response predictions made by the weak forms
(7) and (5) of (1) are compared to exact solution. Test cases
are designed to allow for separate studies in connection with
dispersive and diffusive numerical errors. Errors in dis-
placement and stress distributions over the first few cycles of
wave reflection and propagation are measured; and are
utilized to identify convergence characteristics of each
computational framework.

3.1. Evaluation Tools. For evaluating the merits and draw-
backs of each formulation, means of convergence and
measurement of numerical error are defined as follows.

3.1.1. Error Measurement. Since the exact solutions are
available in all case studies, relative error is measured using
%Error � 100 × 􏽐iDi/􏽐iEi where Di � Δi(di + di+1)/2 is the
weighted average difference and Ei � Δi(ei + ei+1)/2 is the
weighted average exact value. Here, di � |ai − ei|, ai is the

approximate value, and ei is the exact value at the ith time
point of time segment Δi.

3.1.2. h-Convergence. In any finite element computational
process, errors can be reduced by increasing the number of
approximating elements (mesh refinement), i.e., h-Conver-
gence. In studies conducted here uniform spatial meshing is
employed, i.e., a uniform mesh of n elements is defined over
the spatial domain of length L with h � L/n. In all dGa
studies, n is taken from the set NGa and in cLs studies from
the set NLs, where

NGa � 12, 24, 48, 96, 192, 384{ }, (8)

NLs � 12, 24, 48{ }. (9)

Note that the sequence uses a growth factor of 2. Hence,
the characteristic length h is halved in each refinement.

3.1.3. R-Convergence. It is also possible to reduce numerical
error using smaller time increments, or R-refinement. Here,
time increment Δt is kept constant and it is set equal to a
fraction of the reference time increment 􏽢Δt; i.e., Δt � 􏽢Δt/R;
where, 􏽢Δt � h/c and c �

���
E/ρ

􏽰
is the axial stress wave

propagation speed in domain Ω with zero damping. De-
fining mesh speed as the ratio of characteristic length to
time-increment’s size, i.e., V � h/Δt, R may be regarded as
the ratio of mesh speed to the stress wave speed, i.e.,
R � V/c.

In dGa studies, R-convergence is applied by halving time
increment’s duration, starting with R � 1; which in turn
doubles the number of time steps required for evolving the
solution over the specified time span, T. In cLs studies
values of R< 1 are also considered for the sake of speeding
the computational process.

Time increment factor, R, is selected from sets RGa and
RLs in dGaand cLs convergence studies, respectively.

RGa � 1, 2, 4, 8, 16, 32{ }, (10)

RLs � 0.1, 0.25, 0.5, 0.75, 0.8, 0.9, 1, 2, 4{ }. (11)

Note that RGa sequence has a growth factor of 2; i.e., in
dGa R-convergence studies time increment is halved in each
refinement, with Δt � 􏽢Δt/32 being the smallest time incre-
ment. Also note thatRLs set contains values less than unity as
well. For R< 1 mesh speed is less than stress wave’s speed,
i.e.,V< c. (is allows for larger time increments to be taken;
which translates to fewer number of evolution steps needed
to reach a given final time.

3.1.4. p-Convergence. Minimum polynomial order required
by dGa weak form (7) is unity with C0 global continuity; and
for cLsweak form(5), a bicubic polynomialwithC1 continuity
in both space and time is the minimum requirement. Possi-
bility of reducing the approximation error through polyno-
mial-order increase orp-convergence is also investigatedhere.
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Finite elements used here are Lagrange-based hierarchical
elements [33].

3.1.5. τ-Convergence. In particular, since the coupled for-
mulation allows for temporal discretization as well as the
usual spatial discretization over each time slab (space-time
domain over a time increment), possibility of reducing the
error through temporal meshing or τ-convergence is also
investigated for the least squares formulation. Here, the
computational domain is meshed over the time increment,
where three cases are considered by dividing Δt to 1, 2, 4{ }

divisions.

3.2. Test Models. In general, numerical errors have disper-
sive and diffusive (dissipative) characteristics [31]. Each of
the two test models employed here exhibits dominance of
one type of numerical error. (e first test case, Impact
(Imp.), simulates the response of a relatively stiff medium to

a constant load, where dispersive numerical error is dom-
inant. Diffusive error is dominant in the second test case,
Base-motion (Bms.), which simulates response of a relatively
flexible medium to an imposed harmonic displacement
boundary condition. Relative stiffness in each case refers to
stress wave speed; which is 1000m/s for Imp. and it is 60m/s
for base motion case. Errors are measured using the com-
puted displacement u or stress σ � Eϵ � Ezu/zx where ϵ is
the strain field.

3.2.1. Impact: Model Specifications. (emedium considered
is a rod of unit area and unit length. Mass density and elastic
modulus are ρ � 1000 kg/m3 and E � 1 GPa, respec-
tively; hence, the wave speed in this model c � 1000 m/s.
(e rod is fixed at x � 0 and loaded with point load P � 1 at
x � 1 for 0≤ t≤T.

Closed form solution to (1) based on conditions stated
here will be

u(x, t) � 􏽘
n�1,3,...

2e
− β

L􏽢ϵ(m cos (m/2) − 2 sin (m/2))sin (mz/2L) e
cλ + λ + e
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2
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− 16EL
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where 􏽢ϵ is the applied strain at the loaded end and

β �
πt(λ + ηmn)
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.

(13)

3.2.2. Site Response Model: Model Specifications. In seismic
numerical simulations of wave propagation, it is very im-
portant for us to consider surface topography and attenu-
ation, which both have large effects (e.g., wave diffractions,
conversion, amplitude/phase change) on seismic imaging
and inversion. An irregular free surface provides significant
information for interpreting the characteristics of seismic
wave propagation in areas with rugged or rapidly varying

topography, and viscoelastic media are a better representa-
tion of the earth’s properties than acoustic/elastic media [35].

In this model, L � 10m, elastic modulus E � 7.5 MPa,
and weight density ρg � 20kN/m3, where g � 9.81m/s2. (e
model is at rest prior to imposition of harmonic displace-
ment at x � 0. Boundary and initial conditions can be stated
as, u(0, t) � A sin (ωt) and zu/zx(L, t) � u(x, 0) � zu/zt

(x, 0) � 0.(e displacement condition u(0, t) has amplitude
of A � 0.01 m and frequency of ω � 2πf, with
f � 10 Hz. Furthermore, since C1 finite elements are
employed in studying (5), the stress free boundary condition
zu/zx|(x�L,t) � 0 is imposed explicitly; a feature that is not
available in computations based on theC0-dGa formulation.
A closed form solution of (1) subjected to boundary and
initial conditions stated here, may be found through sepa-
ration of variables technique, yielding

u(z, t) � A sin (ωt) + 􏽘
n�1,3,...

4αA (−1)
n

− 1( 􏼁sin (mz/2L)e
− β

λm E
2
m

4
− 8αEm

2ω + ω2 16α2 + η2m4
􏼐 􏼑􏼐 􏼑

me
c 2E

2
m

2
n + ω2 ηm(ηmn − λ) − 8EL

2
nρ􏼐 􏼑􏼐 􏼑

−2E
2
m

3
n + 2λωe

β sin (ωt) 4αω − Em
2

􏼐 􏼑 + ηm
2ω cos (ωt)􏼐 􏼑 − mω2 ηm(λ + ηmn) − 8EL

2
nρ􏼐 􏼑

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠,

(14)

where α � L2ρω and the remaining parameters are as defined
in (13).

3.2.3. Damping Ratio. All studies are carried out by con-
sidering damping ratio ξ � η/ηc, where critical damping for
a homogeneous axial rod is

Advances in Civil Engineering 5



ηc �
4

���
ρE

􏽰
L

π
. (15)

Values of ξ considered here are ξ ∈ 0.01, 0.1, 0.5, 1.0{ }.

3.2.4. Solution Characteristics and Profiles. In definition of
the impact problem (Imp.), a constant force is applied at the
free end of a relatively stiff rod, producing a constant-stress
wave which reflects from the fixed boundary and interacts with
the incoming imposed wave. (e result is an oscillating
rectangular wave with sharp temporal gradient, the sharpness
of which depends on the amount physical damping present in
the system. Numerical simulation of undamped impact case
[31] shows that the dominant error is dispersive in nature and it
is most significant at the fixed boundary, as shown in
Figure 1(a). Fictitious oscillations observed here decrease
naturally with increase in system damping; i.e., depending on
amount of damping present in the system, the square profile of
the stress wave will assume smoother corners, thereby reducing
the oscillatory overshoots. In definition of the base motion
(Bms.) test case, medium is relatively flexible and low frequency
harmonic displacement is imposed at the base of a long rod.
(e overall motion is harmonic with smooth gradients in time.
In this setup, the dominant numerical error is of diffusive
nature; and it increases with increase in system’s damping.
Figure 1 shows the diffused profile of computed displacement
from a study using 384-element mesh with R � 1.

In general, numerical error from any computational model
is a combination of both diffusive and dispersive types.
Convergence characteristics and computational time of both
formulations for each dominant error type are examined next.

3.3. h- and R-Convergence. As noted earlier, the dominant
numerical error is of dispersive type in case of impact and of
diffusive type in case of base-motion disturbance. Numerical
studies indicate that regardless of the framework employed,
increasing damping has contradictory effects on dispersive

and diffusive errors. For impact loading, note from Figure 2
that, given the same computational resources, errors are
much smaller in cases that have higher damping values.

Note that physical viscosity reduces dispersive error; this is
because the sharp corners of the rectangular pulse in undamped
case, shown in Figure 1(a), which are responsible for solution
dispersion, are smoothened in direct proportion to physical
damping present in the system, hence reducing the dispersion.
On the other hand, since viscosity is diffusive in nature, it in-
creases the numerical error of diffusive type; i.e., given the same
computational resources, in thecaseofbase-motiondisturbance,
where diffusive-type numerical error is dominant, increase in
damping increases the computational error (Figure 3).

Comparing cLs and dGa h-curves in sub-figures of Fig-
ures 2 and 3 shows a difference of at least an order of mag-
nitude in numerical error. (e R-convergence curves
demonstrate that dGa solutions can be improved upon when
smaller time increments are employed; however, as can be
noted from Figures 2(a) and 3(a) for dGa:n12 curves, insuf-
ficient spatialmeshing, and, as will be shown later, insufficient
global continuity inhibit the R-convergence process.

3.3.1. h- and R-Convergence Rates. Effectiveness of h and R
refinements can be assessed bymeasuring the rate at which such
refinements reduce the computational error. h-convergence
rates based on mesh refinements defined in (8) and (9) are
computed by comparing the ratio of errors from two con-
secutive refinements to the ratio of their corresponding degrees
of freedom. Similarly, in computing R-convergence rates, in
accordance to (10) and (11), the ratio of numerical errors from
two R-refinements is compared to the ratio of corresponding R-
values. It is found that except for the computed stresses in Bms.
case, rate of h-convergence for all other cases is at most linear in
dGa and at most quadratic in cLs frameworks; i.e., by halving h
the accuracy will at most double in dGa and quadruple in cLs
computations. Furthermore, R-convergence rate in dGa studies
is also at most linear; i.e., halving time increment’s size will at

Impact: Strain Profile - 0% Damping
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Figure 1: Solution profiles for impact and base-motion test cases. (a) Imp. strain profile at the boundary. (b) Bms. displacement profile at the
free end.
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most double the accuracy.R-convergence in cLs framework will
be discussed separately. For all Imp. studies presented in Fig-
ure 2 except the critical damping case (2d) the convergence rate
varies between 3.3 and 4.4 for cLs and between 1.3 and 2 for dGa
cases. Errors in Bms. studies are high and di�cult to reduce.
Uniformmesh re�nements and time increment reduction seem
to yield at most a linear convergence rate in both dGa and cLs
studies. A closer look at the solution reveals the error’s source in
each case (Figure 4).

As can be seen from Figure 4(a), the error in cLs
computations is con�ned to the starting cycle, which dis-
appears quickly as time passes. �is error is due to incon-
sistency between the zero initial velocity and the nonzero
velocity condition at time zero coming from the imposition
of displacement function A sin (ωt) at x � 0. Since the error
is spatially and temporally con�ned, uniform space-time
mesh re�nement is not the best approach for removing this
error; a simple mesh grading that re�nes the region close to
the disturbed boundary resolves the issue, as shown in
Figure 5(a). Considering dGa test cases presented in

Figure 3, the nonconvergent h-re�nement at R � 1 would
have actually diverged if the unconditionally stable New-
mark-βmethod was not employed for evolving the solution.
Source of this error in dGa simulation is due to lack of
boundary conditions at the free end. Figure 4(b) displays the
violation of free-stress condition at x � L; which increases
with mesh re�nement. Error plots also indicate that using
higher values of R, i.e., smaller time increments along with
su�cient spatial meshing reduce the errors signi�cantly, as
shown in Figure 3. However, the �ctitious strain pro�les
shown in Figure 4(b) can be suppressed if similar to cLs
computations; C1 �nite elements are employed in dGa study
of this ill posed problem. Figure 5(b) shows the h- and R-
convergence curves from dGa:C1 computations and h-
convergence curves from dGa:C0 and cLs:C1 computations.
Among test cases considered here, Bms. has shown the
slowest rates of convergence, especially in cLs computations.
However, comparing Figures 3(b) and 5(b) clearly shows
that imposition of stress-free condition yields convergence
rates that are consistent with other dGa studies.
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Figure 2: Decrease in computational errors with increase in damping ratio for Imp. disturbance. (a) Imp. stress convergence, ξ � 0.01.
(b) Imp. stress convergence, ξ � 0.1. (c) Imp. stress convergence, ξ � 0.5. (d) Imp. stress convergence, ξ � 1.
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Figure 4: Bms. strain pro�les: sources of inconsistent convergence, as shown in Figures 3(a) and 3(b). (a) cLs computed strain at x � 0.
(b) dGa �ctitious strain at free boundary x � L.
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Figure 3: Increase in computational errors with increase in damping ratio for Bms. disturbance. (a) Bms. stress convergence, ξ � 0.01.
(b) Bms. stress convergence, ξ � 0.1. (c) Bms. stress convergence, ξ � 0.5. (d) Bms. stress convergence, ξ � 1.

8 Advances in Civil Engineering



Furthermore, usingC1 elements, the errors are pushed down
signi�cantly through R-re�nement.

3.3.2. CPU Usage. �e two formulations of cLs and dGa
studied here pass through di�erent sets of computational
steps; a meaningful comparison of the two would be ac-
curacy versus cost; with cost being the CPU time used in
each study. Furthermore, since highest errors in Imp. studies
occur at lower damping and in Bms. studies at higher
damping values, two representative graphs, one for Imp. and
one for Bms., are presented in Figure 6. Each dGa curve
shows the relative computational time spent in each R-
convergence study and the cLs h-convergence study.

It can be noted that cLs produces least error for least
amount of CPU used, regardless of the error type.

3.4. p-Convergence. Minimum polynomial order required
by dGa formulation is one and for cLs, it is three. Increasing
p is known to increase computational accuracy in boundary
value problems. In studies conducted here, increasing p in
spatial interpolation is found to a�ect R-convergence of
stress away from the re�ecting boundary in dGa case, which
could also be realized at lower number of degrees of freedom
if C1 elements are used.

Comparison of Figures 7(a) and 7(b) to Figure 2(a) shows
that error in stresses computed away from the re�ecting
boundary cannot be reduced through R-re�nement; i.e., re-
ducing time increment’s size does not reduce the error.
However, this issue can be remedied by increasing the order
of polynomial, p, from one to three, as shown in Figure 8(a) or
simply using C1 �nite elements at p� 3, which requires less
Dofs for the same accuracy, as shown in Figure 8(b).
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Figure 6: Error versus relative CPU time. (a) Imp. stress convergence, ξ � 0.01. (b) Bms. stress convergence, ξ � 1.
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In cLs studies, increasing p in space does not change the
error present in computations, regardless of space-time
meshing used. However, increasing p in time’s direction can
make the evolution divergent.�e issue is best demonstrated
by Figure 9. Here, for R � 0.1, i.e., large time increment of
Δt � 10Δ̂t, the cLs:h-convergence curve shows hyper-
convergence, whereas increasing p in either direction (x or t)
has no bene�t to the process and in fact can cause divergence
in case of crude spatial meshing when polynomial’s order is
increased in time.

3.5. R- and τ-Convergence in cLs Framework. In the space-
time least squares process duration of each time increment is
equal to the space-time slab’s size in temporal direction.
Duration of the time increment Δt is controlled by R, i.e.,

Δt � Δ̂t/R. When R � 1 mesh speed equals the undamped
wave speed; and in dGa studies, solutions were found to
improve forR> 1, i.e., �ner meshing in time. Obviously when
R< 1, the error increases and h-convergence in dGa would
have higher error compared to R � 1 curve. However, the
coupled nature of space and time in cLs formulation allows
for hyper-h-convergence to take place for large time steps.

Furthermore, since over each time increment the space-
time slab can be meshed in the temporal direction, a series of
studies into bene�ts of temporal meshing are also presented.
Here, Δt is meshed uniformly to study τ-convergence in cLs
formulation.

3.5.1. R-Convergence. Based on R-values listed in (11), cLs:R-
convergence for both test cases was investigated. Figure 10
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Figure 7: Imp. stress convergence at points away from boundaries: C0-p � 1, ξ � 0.01. (a) Imp. H- and R-stress convergence @x � 0.25.
(b) Imp. H- and R-stress convergence @x � 0.75.
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indicates that for values of R> 1, i.e., smaller time incre-
ments, little if any improvement is seen for the extra
computational e�ort spent in stepping through the extra
number of time increments. �is is in contrast to R-con-
vergence in the dGa-framework, which shows linear rate of
convergence in most cases.

An important point to note here is that errors in
computations with values of R close to one are almost the
same as those computed using R � 1. Also, note that for
R � 0.1 signi�cant error exists when crude spatial-mesh is
employed, however, h-convergence shows hyper-rates that
reduce the error quickly. Convergent process for R< 1 is a
signi�cant characteristic of cLs framework since it reduces
the computational cost signi�cantly by taking large time
increments. Convergence for R< 1 is not necessarily
monotonic, as shown in Figures 10(a) and 10(c), but for the
signi�cantly low value of R � 0.1h-convergence is mono-
tonic and hyper and requires ten times less number of
evolution steps as compared to Dof-equivalent R � 1
computations.

3.5.2. τ-Convergence. Over the space-time domain, h-re-
�nement means increasing the number of divisions in spatial
direction. Similarly, τ-re�nement implies an increase in the
number of divisions in temporal direction over a given time
slab with Δt duration. �ree uniform temporal divisions of
τ ∈ Δt/ 1, 2, 4{ } were considered for τ-convergence study.

As can be observed from Figure 11(a), τ-re�nement does
not improve the solution if R � 1. For R< 1, the τ-re�ne-
ment shows hyper-convergence in improving a crude so-
lution, as shown in Figure 11(b). However, note that
τ-re�nement applied to spatial meshes with R � 0.1 cannot
improve the solution beyond the accuracy o�ered by R � 1
for the same spatial meshing. �erefore, τ-re�nement does
not o�er any advantage in cLs framework; in fact, far more

resources would be needed when more than one division is
used in temporal direction of space-time slab.

4. Discussion

Accurate simulation wave propagation through media is an
important issue. Test cases simulating impact (Imp.) and
base motion (Bms.), with respective dominance in dispersive
and di�usive error types, were employed to investigate
convergence characteristics of dGa and cLs weak formula-
tions of damped wave (1). To this end, standard re�nements
were applied and numerical errors were plotted against the
degrees of freedom (Dofs) used by re�ned models. Fur-
thermore, since dGa and cLs pass through completely dif-
ferent sets of computational steps, graphs of error versus
total CPU time were also generated. Based on these studies,
several general remarks can be made with regard to accuracy
and convergence characteristics of cLs and dGa computa-
tional frameworks.

Depending on the numerical error type, being dispersive
or di�usive, mechanical damping present in the system
a�ects computational accuracy di�erently. Dispersive errors
are higher for lower damping values and di�usive errors are
higher for higher damping values. �is characteristic is true
for both dGa and cLs.

�e Bms. problem is ill posed in dGa-C0 framework as
shown in Figures 3 and 4(b); employment of C1 �nite el-
ements removes the issue and increases the accuracy in
dGa-R convergence signi�cantly as shown in Figures 5(b)
and 8. Rate of h-convergence is at most linear for dGa and at
most quadratic for cLs. A quadratic rate predicted by [23]
can not be realized in dGa because of its decoupled con-
stitution. Rate of R-convergence is at most linear for dGa
and is hyper h-convergence for small values of R in cLs
framework.
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Figure 11: Bms. cLs: h- and τ-displacement convergence—ξ � 0.1. (a)τ-convergence at R� 1. (b)τ-convergence at R� 0.1.
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Figure 10: cLs R-convergence of stress and displacement for Bms. and Imp.—ξ � 0.1. (a) Bms. R-stress convergence. (b) Imp. R-stress
convergence. (c) Bms. R-displacement convergence. (d) Imp. R-displacement convergence.
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5. Conclusions

Even though space-time coupled framework has been
promoted by different researchers, the extra dimension of
the computational domain makes it unappealing and hence
not commonly utilized in study of real world problems. (e
focus of this research has been to investigate the compu-
tational characteristics of cLs and compare them to those of
dGa for viscoelastic wave (1). (e first is the space-time
coupled least squares (cLs) formulation, which was recently
employed for solving the undamped wave equation [31].(e
second is the widely utilized space-time decoupled Galerkin
(dGa) formulation along with the unconditionally stable
Newmark-β method. Comparisons were made based on
accuracy versus Dofs as well as accuracy versus CPU time
spent. Two test cases, each susceptible to a particular type of
numerical error, i.e., dispersive or diffusive, were studied and
some general conclusions on computational characteristics
of the methods were made.

R-convergence in cLs has little or no effect for R values
around one and R> 1; however, for small values, e.g., for
R � 0.1 for which the time increments are ten times larger,
h-convergence is of high rate and stable Figure 10. It was
established that for R � 1 numerical errors from dGa
computations are in general one to two orders of magnitude
larger than error in cLs results for the same number of Dofs,
as shown in Figures 2 and 3. Results from dGa studies re-
quire significantly smaller time increments, e.g., R � 32,
yields comparable accuracy to cLs at R � 1. Convergence
rate is not the same for all spatial points; this was seen in Imp.
problem where increasing R has no effect in lowering error
in stress profile predicted by dGa at points away from the
reflecting boundary, as shown in Figure 7. p-convergence in
dGa and cLs has little to no effect on numerical accuracy, as
shown in Figure 8(a). However, it has significant effect in
dGa framework where R-convergence, for points away from
the boundaries, was shown to be inhibited when p � 1. In
the cLs framework, increasing p from its minimum value of
three in the spatial direction has no effect on accuracy.
However, increasing p in temporal direction makes the
evolutionary process divergent as shown in Figure 9.
τ-convergence in cLs, where space-time slabs are refined in
temporal direction, shows no improvement on computa-
tional accuracy as shown in Figures 11(a) and 11(b). CPU
time used by each framework while improving computa-
tional accuracy was constructed for cases with highest nu-
merical error. Comparison shows cLs requires less time than
dGa to reach a certain level of accuracy.

It was found that mechanisms which allow for refine-
ments over the coupled domain in cLs are not necessarily
beneficial to the process; e.g., τ refinement where time in-
crement Δt is meshed was shown to be counterproductive as
shown in Figure 11. Also contrary to dGa, where reducing Δt
(or increasing R) can reduce the error at a linear rate, cLs
shows negligible gain in accuracy for R> 1, as shown in
Figure 10, hence rendering the process costly.

Convergence rates were found to be at most linear in
dGa formulation from the h- and R-convergence studies.
(is rate does not change with higher p-level or higher global

continuity; however, employment of C1 elements was found
to be essential in applying free end condition in base-motion
test case. Except for a meshing issue in study of Bms. case, h-
convergence rates in cLs studies were at most quadratic for
R � 1. While taking smaller time increments, i.e., R> 1 was
found to be without merit, large time steps, in particular
R � 0.1 was found to be stable with hyper-h-convergence
allowing for reasonably refined spatial mesh evolving at R �

0.1 to have comparable accuracy to the 10 times slower
evolution of the same spatial mesh at R � 1. However, it
should be noted that while evolution of the solution over
large time increments of R � 0.1 appears to be stable for
cases considered here, it would most likely fail if disconti-
nuities exist, e.g., multimaterial interface.

Coefficient matrices of dGa formulation are constructed
over the one-dimensional domain x; the resulting system of
equations is then evolved in time according to Δt. (e cLs
coefficient matrix is formed over the two-dimensional do-
main (x, t) which requires relatively more computational
resources than dGa. However, it was observed that the extra
demand by cLs is offset by the need of dGa for very small
time steps; i.e., for comparable accuracy ΔtcLs≫ΔtdG a, i.e.,
dGa requires time steps with more orders of magnitude
compared to cLs to yield the same accuracy. It should be
noted that, for very small time increments, round-off errors
can become a significant source of error. In continuation of
this work, nonlinear models are considered.

Data Availability

Requests for access to these data should be made to the
corresponding author at amin.saffarian@eng.uk.ac.ir.

Conflicts of Interest

(e authors declare that there are no conflicts of interest
regarding the publication of this paper.

References

[1] C. Wu, H. Wang, J. Zhao, X. Jiang, Q. Yanjun, and B. Yusupo,
“Prediction of viscoelastic pavement responses under moving
load and nonuniform tire contact stresses using 2.5-d finite
element method,” Mathematical Problems in Engineering,
vol. 2020, Article ID 1029089, 2020.

[2] S. Brunet, J. C. de la Llera, and E. Kausel, “Non-linear
modeling of seismic isolation systems made of recycled tire-
rubber,” Soil Dynamics and Earthquake Engineering, vol. 85,
pp. 134–145, 2016.

[3] K. Pitilakis, S. Karapetrou, and K. Tsagdi, “Numerical in-
vestigation of the seismic response of RC buildings on soil
replaced with rubber–sand mixtures,” Soil Dynamics and
Earthquake Engineering, vol. 79, pp. 237–252, 2015.

[4] L. Gaul, “(e influence of damping on waves and vibrations,”
Mechanical Systems and Signal Processing, vol. 13, no. 1,
pp. 1–30, 1999.

[5] J Rayleigh, ?eory of Sound, Dover Publications, New York,
1877.

[6] Z. Liang, G Lee, G. F. Dargush, and J. Song, “Structural
damping: applications in seismic response modification,”

Advances in Civil Engineering 13

mailto:amin.saffarian@eng.uk.ac.ir


Advances in Earthquake Engineering, CRC Press, Boca Raton,
FL, USA, 2011.

[7] C. M. A. Vasques, R. A. S. Moreira, and J. D. Rodrigues,
“Viscoelastic damping technologies - Part I: modeling and
finite element implementation,” Journal of Advanced Research
in Mechanical Engineering, vol. 1, no. 2, pp. 76–95, 2010.

[8] S. Yuksel and U. Dalli, “Longitudinally vibrating elastic rods
with locally and non-locally reacting viscous dampers,” Shock
and Vibration, vol. 12, no. 2, pp. 109–118, 2005.

[9] X. c. Zhao, Y. j. Lei, and J. p. Zhou, “Strain analysis of nonlocal
viscoelastic Kelvin bar in-tension,” Applied Mathematics and
Mechanics, vol. 29, no. 1, pp. 67–74, 2008.

[10] J. Garcia-Barruetabena, F. Cortes, and J. M. Abete, “Dynamics
of an exponentially damped solid rod: analytic solution and
finite element formulations,” International Journal of Solids
and Structures, vol. 49, no. 3-4, pp. 590–598, 2012.

[11] M. A. Saffarian and M. H. Bagheripour, “Seismic response
analysis of layered soils considering effect of surcharge mass
using HFTD approach. Part Ι: basic formulation and linear
HFTD,” Geomechanics and Engineering, vol. 6, pp. 517–530,
2014.

[12] M. A. Saffarian and M. H. Bagheripour, “Seismic response
analysis of layered soils considering effect of surcharge mass
using HFTD approach. Part II: nonlinear HFTD and nu-
merical examples,” Geomechanics and Engineering, vol. 6,
pp. 531–544, 2014.

[13] C. G. Sun and C. K. Chung, “Assessment of site effects of a
shallow and wide basin using geotechnical information-based
spatial characterization,” Soil Dynamics and Earthquake
Engineering, vol. 28, no. 12, pp. 1028–1044, 2008.

[14] O. Zienkiewicz, “A new look at the Newmark, Houbolt and
other time stepping formulas: a weighted residual approach,”
Earthquake Engineering & Structural Dynamics, vol. 5, no. 4,
pp. 413–418, 1977.

[15] H. Hilber and T. Hughes, “Collocation, dissipation and
overshoot for time integration schemes in structural dy-
namics,” Earthquake Engineering & Structural Dynamics,
vol. 6, no. 1, pp. 99–117, 1978.

[16] T Hughes, “Analysis of transient algorithms with particular
reference to stability behavior,” Computational methods for
transient analysis, pp. 67–155, 1983.

[17] H. Hilber, T. Hughes, and R. Taylor, “Improved numerical
dissipation for time integration algorithms in structural dy-
namics,” Earthquake Engineering & Structural Dynamics,
vol. 5, no. 3, pp. 283–292, 1977.

[18] B. Bell and K. Surana, “A space-time coupled p-version least-
squares finite element formulation for unsteady fluid dy-
namics problems,” International Journal for Numerical
Methods in Engineering, vol. 37, no. 20, pp. 3545–3569, 1994.

[19] J. Argyris and D. Scharpf, “Finite elements in time and space,”
Nuclear Engineering and Design, vol. 10, no. 4, pp. 456–464,
1969.

[20] G. Hulbert and T. Hughes, “Space-Time finite element
methods for second order hyperbolic equations,” Computer
Methods in Applied Mechanics and Engineering, vol. 84, no. 3,
pp. 327–348, 1990.

[21] M. Coronado, Finite Element Methods for Viscoelastic Fluid
Flow Simulations: Formulations and Applications, Ph.D.
(esis, RICE University, Houston, Texas, 2009.

[22] K. Surana, J. Reddy, and S. Allu, “(e k-version of finite
element method for initial value problems: mathematical and
Computational Framework,” International Journal for Com-
putational Methods in Engineering Science and Mechanics,
vol. 8, no. 3, pp. 123–136, 2007.

[23] J. Rauch, “On Convergence of the finite element method for
the wave equation,” SIAM Journal on Numerical Analysis,
vol. 22, no. 2, pp. 245–249, 1985.

[24] A. Idesman, R. Niekamp, and E. Stein, “Continuous and
discontinuous Galerkin methods with finite elements in space
and time for parallel computing of viscoelastic deformation,”
Computer Methods in Applied Mechanics and Engineering,
vol. 190, no. 8-10, pp. 1049–1063, 2000.

[25] H. T. Banks, M. J. Birch, M. P. Brewin et al., “High order
space-time finite element schemes for acoustic and viscody-
namic wave equations with temporal decoupling,” Interna-
tional Journal for Numerical Methods in Engineering, vol. 98,
no. 2, pp. 131–156, 2014.

[26] T. Werder, K. Gerdes, D. Schotzau, and C. Schwab, “hp-
discontinuous Galerkin time stepping for parabolic prob-
lems,” Computer Methods in Applied Mechanics and Engi-
neering, vol. 190, no. 49-50, pp. 6685–6708, 2001.

[27] E. Grasso, Modelling Visco-Elastic Seismic Wave Propagation:
A Fast-Multipole Boundary Element Method and its Coupling
with Finite Elements, Ph.D. (esis, Paris Est school, Paris,
France, 2012.

[28] R. Figini, R. Paolucci, and C. Chatzigogos, “A macro-element
model for non-linear soil–shallow foundation–structure in-
teraction under seismic loads: theoretical development and
experimental validation on large scale tests,” Earthquake
Engineering & Structural Dynamics, vol. 41, no. 3, pp. 475–
493, 2012.

[29] V. Singh and K. Sangle, “Analysis of vertically oriented
coupled shear wall interconnected with coupling beams,”
HighTech and Innovation Journal, vol. 3, no. 2, pp. 230–242,
2022.

[30] D. Ngo and H. Nguyen, “Experimental and numerical in-
vestigations on flexural behaviour of prestressed textile
reinforced concrete slabs,” Civil Engineering J, vol. 7, no. 6,
pp. 1084–1097, 2021.

[31] M. Saffarian, A. Ahmadi, and M. Bagheripour, “Highly ac-
curate space-time coupled least-squares finite element
framework in studying wave propagation,” SN Applied Sci-
ences, vol. 2, no. 4, pp. 664–710, 2020.

[32] P. Guo, G. McMechan, and L. Ren, “Modeling the viscoelastic
effects in P-waves with modified viscoacoustic wave propa-
gation,” Geophysics, vol. 84, no. 6, pp. T381–T394, 2019.

[33] K. Surana, S. Petti, A. Ahmadi, and J. Reddy, “On p-version
hierarchical interpolation functions for higher-order conti-
nuity finite element models,” International Journal of Com-
putational Engineering Science, vol. 02, no. 04, pp. 653–673,
2001.

[34] M. van Driel and T. Nissen-Meyer, “Optimized viscoelastic
wave propagation for weakly dissipative media,” Geophysical
Journal International, vol. 199, no. 2, pp. 1078–1093, 2014.

[35] X. Liu, J. Chen, Z. Zhao, H. Lan, and F. Liu, “Simulating
seismic wave propagation in viscoelastic media with an ir-
regular free surface,” Pure and Applied Geophysics, vol. 175,
no. 10, pp. 3419–3439, 2018.

14 Advances in Civil Engineering



Research Article
Numerical and Larg-Scale Laboratory Study of Rock Column
Groups in Sandy Soil Behavior Improvement

Ali Yousefi Samangani and Reza Naderi

Civil Engineering Department, Shahrood University of Technology, Shahrood, Iran

Correspondence should be addressed to Ali Youse
 Samangani; aliyose
90@yahoo.com

Received 24 May 2022; Revised 9 June 2022; Accepted 21 June 2022; Published 1 August 2022

Academic Editor: S. Mahdi S. Kolbadi

Copyright © 2022 Ali Youse
 Samangani and Reza Naderi. is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

 e use of stone columns as one of the e�ective methods in improving soil behavior can increase soil bearing capacity. One of the
commonmethods in improving poor soil is the use of stone columns. Stone columns are considered one of the suitable options to
improve the bearing capacity of loose cohesive and granular soils, which, in addition to reducing soil subsidence, is also considered
an e�ective, economical, and environmentally friendly method in structures built on soil. Considering the 
nancial and human
losses caused by the construction of various buildings on poor soils, the importance of developing improvement methods in weak
and unsuitable soils is essential. On the other hand, sandy soils are always considered an unsuitable soil sample in design.
 erefore, in the present study, we use group stone columns to improve the behavior of a sandy soil sample. When a sample of soft
sandy soil is exposed to loading due to its sandiness, we see an increase in soil subsidence and thus a decrease in its load-bearing
capacity. In order to obtain practical and useable results in practice, in addition to numerical studies, we conduct a laboratory
study to investigate the e�ect of rock columns on improving sandy soil performance. In sandy soil armed with 4 rock columns, the
comparison of the results obtained from the numerical and laboratory model to the displacement of 2mm is completely consistent
with each other, and with increasing displacement, we see a di�erence between the numerical and laboratory results, so that for a
6mm displacement, we see an 8% di�erence in numerical and laboratory results.  e 
nal sample capacity in the numerical and
laboratory study in this case is 6730N and 6192N, respectively.

1. Introduction

To arrange the stone columns (single arrangement, triangular
arrangement, and quadrangular arrangement), geometric
characteristics of the stone columns (height, diameter of the
column, center-to-center distance of the columns, and per-
centage of sandy soil density) are considered the main vari-
ables in the study. It should be noted that, in order to apply the
results of the present study, in addition to performing a
numerical study in 
nite element software, the samples will
also be studied in a laboratory. In the process of designing the
foundation of structures on di�erent soils, bearing capacity
and soil subsidence are considered the two main criteria
consideredbyengineers anddesigners so that theconstruction
of structures on soft and weak soils causes destructive sub-
sidence and the instability of the structure.  erefore, it is

necessary to develop methods for improving weak and un-
suitable soils. On the other hand, sandy soils, especially in
coastal areas, due to the poormechanical properties of the soil,
have always been considered an unsuitable soil sample in the
design, and the need for improvement in this type of soil is
urgently needed. erefore, the present study, by using group
stonecolumns,will seek to improve thebehaviorof a sampleof
sandy soil (Firoozkooh sandy soil). In fact, the present study
will seek to improve sandysoilusinggroupstonecolumns. Soil
improvement is a process inwhich an increase in soil quality is
observed. In other words, in the process of soil improvement,
the mechanical and resistance parameters of the soil increase.
In order to improve the behavior of sandy soils, the present
study will deal with numerical and laboratorymodeling of the
group of rock columns as one of the appropriate tools for
improving poor soils.
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Among the various methods of deep vibration, we can
name the method of stone or sand columns and the method
of adding various dominant elements. In different condi-
tions, according to the characteristics of the land for the
construction of the structure and also according to the time
and economic factors, the optimal method for improving
poor soil can be selected. Currently, the stone column
method is applied in a wide range of soil types, especially
weak soils. As a simple and complete definition of a rock
column, it can be said that the replacement of a part of weak
soil by compacted vertical columns consisting of granular
materials in a regular and completely permeable set in soil
layers is called rock or sand columns. Figure 1 shows the
geometric characteristics of group stone columns along with
a sample of a single rock column in the soil bed. In this
figure, H is the height of the rock column, L is the height of
the loose soil layer, S is the center-to-center distance of the
rock columns, and D is the diameter of the rock column.
Determining the mentioned parameters in each issue op-
timally can have a significant effect on increasing soil effi-
ciency and reduce destructive settlements in the soil. In these
conditions, by reducing the possible damage due to soil
weakness, the stability of the structure will be provided.
Figure 1 shows the arrangement and number of individual
stone columns used to form the group of stone columns.
*erefore, it can be seen that group stone columns can have
triangular arrangement (triple), square (quadruple), and
rhombus (quadruple and not triple).

2. Literature and Research Background

*e vibrating rock column method is an extension of the
floating vibration method, which was introduced in Europe
in 1930 as an economical method for compacting granular
soils. In the vibration compaction method, loose granular
soils, due to applied vibrations, lose their previous ar-
rangement and settle in their densest state. *e vibrating rod
then vibrates into the soil with a jet of pressurized water.*e
soil particles in the vicinity of the vibrating rod are separated
from each other, and the effective stress between them is
zero. *ese particles are in the densest possible position due
to the movements of the vibrating rod and their weight.
Given that the grains are placed next to each other without
applying special stress, the obtained density will be stable
(Figure 2). It should be noted that, depending on the height
of the rock column and based on the depth of the rock bed,
the column can be supported with the end located in the
rock bed or floating with the free end of the column in the
ground, according to or Figure 2 to be implemented [3].

Shear failure due to the occurrence of cuts in rock
columns and surrounding soils is considered one of the most
important factors in the failure of lands reinforced with rock
column group. Determining appropriate methods to in-
crease resistance and prevent this failure requires accurate
knowledge of the behavior of the reinforced soil and the
parameters affecting it. Puncture of a stone column occurs
when the length of the column is not long enough to transfer
the load to the depth. Based on experimental observations, in
short stone columns (length-to-diameter ratio less than 6),

swelling occurs along the entire length of the column, and
the column is punched in the clay. *is pattern of defor-
mation occurs more frequently in adjacent columns (col-
umns with a high replacement surface ratio). *e tall
columns are significantly deformed in the upper part, while
the lower part remains unchanged. *is indicates that the
lack of load transfer to the floor in tall columns will not cause
puncture rupture and the occurrence of other rupture
conditions such as swelling or cutting.*erefore, the length-
to-diameter ratio of about 6 is considered the critical length
of the rock column in the design [4]. *e rupture will occur
conically in the form of a general shear failure. Under these
conditions, column deformation in various forms such as
lateral expansion, punching, shear, and bending has been
observed, but the failure of the rock column group is a
general shear failure [5]. Failure due to buckling in the side
columns of a group is possible when the column length is less
than the critical length.

Extensive laboratory and numerical studies have been
performed to calculate the critical length. *e results of
studies show that, in calculating the critical length of the
column, the amplitude of strain in the column is dependent
on the diameter of the foundation and is not related to the
diameter of the column [6]. Yang et al. [7] examined the
numerical model and the laboratory model of stone columns
in nonplastic silt materials. *e numerical model included
the three-dimensional finite element model of the group of
stone columns, and the laboratory model included centri-
fuge experiments with and without stone columns. *e
results of laboratory models confirmed the obtained nu-
merical results, and both types of analyses showed a re-
duction in soil mass deformation when using stone columns.
In 2014 [8], Castro studied a series of two-dimensional and
three-dimensional finite element analyses to evaluate the
performance of a group of stone columns under a rigid
foundation. *e results of this research showed that the
number and arrangement of stone columns have the least
effect on changes in the load-settling curve. He also showed
that, in order to estimate the reduction of subsidence and the
critical length of stone columns, the group of stone columns
located under the foundation can be replaced with a stone
column with an equivalent surface in the center of the

Figure 1: Sample of a stone column made in laboratory conditions
[1].
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foundation. In 2015, Mohapatara et al. [9] investigated the
behavior of granular columns reinforced with geosynthetic
fibers under a large-scale direct shear test. In the research of
these researchers, sandy soil was used instead of ordinary
solidified clay due to the simplicity of sample making.
According to the results, it was observed that the presence of
geosynthetic coating increases the bearing capacity of
granular columns, but after rupture, the resistance to the
surface of unreinforced granular columns decreases, and the
mode of rupture of reinforced granular columns was of the
flexural type, while the unreinforced column was broken in
the form of shear, and also the effect of the grain column
group was better than the single column with the same cross
section.

Tan and Chen performed a two-dimensional numerical
study on a rock column in a clay layer using a paired DEM-
FDM model similar to the one proposed by Indratna et al.
[10]. Tan and Chen used the Universal Distinctive Element
Code (UDEC), a 2D-DEM program developed primarily to
demonstrate the behavior of discontinuous materials (such
as seamstones and aggregate columns) exposed to static or
dynamic forces. In UDEC, distinct blocks behave as rigid or
deformable elements, which also allows the simulation of
continuous materials. Tan and Chen simulated columnar
aggregates at UDEC as convex (polygonal) discrete blocks
randomly generated based on Veronese veins, while Mohr-
Coulomb can be considered as a proper constitutive law
(Figure 2). *e advantage of this method implemented in
UDEC is that the complex interaction between the grain
column and the surrounding soil can be simulated in a single
model without the need for supervised nodes to pair the
DEM-FDM model. *e numerical results were in good

agreement with the experimental data of the laboratory,
which indicates the potential of this proposed modeling
method for further numerical studies to continue to improve
the understanding of the behavior of columnar systems.
However, this modeling framework offers significant limi-
tations in terms of total free space ratio and relative density
modeling. Using the Veronese block system, stone columns
are produced in a zero-porosity packing arrangement, which
represents a much denser compaction condition than stone
columns. In addition, it is common in DEM models for
micromechanical contact parameters to differ from those
obtained from laboratory experiments. *erefore, appropri-
ate calibrations are needed to ensure that the contact pa-
rameters model the reproduction of the behavior of the
granular material. Next, a simple strain model is simulated.
Hence, a full-scale three-dimensional DEM model can im-
prove the understanding of the complex behavior of stone
columns [11].

2.1. Research Methods. *e modeling performed in the
present study will be done in the form of numerical modeling
and large-scale (physical) laboratory modeling. In numerical
modeling using Abacus finite element software, rock column
groups with different arrangement, number, and diameter of
rock columns in sandy soil will be studied under load [12].
Also, in order to perform physical modeling in the laboratory
environment, the necessary equipment for physical modeling
of stone columns will be made, and loading will be done by a
hydraulic Jack. In fact, the samples will be made in the
laboratory and loaded first [13]. In physical modeling in the
laboratory, after the construction of the device, circular stone

Clay
(M-C model)

Roller boundary

Pressure gauge

Pressure gauge

Li�ing jack

Frame
Rigid loading plate

Center of unit cell

Center of stone column

Stone column
(Rigid blocks with
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Figure 2: Conceptualization of the model from the experimental model to the numerical model. (a) Two-dimensional DEM-FDMmodel in
UDEC [2]. (b) Experimental settings used.
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columns with different diameters, in different geometric ar-
rangements and for different percentages of soil density, will
be loaded by a hydraulic Jack [14]. During the experiment,
two measurement tools will be used [15]. One of these tools
will be used to measure displacement and the other to record
and measure the load on the soil sample. In numerical
modeling using Abacus finite element software, stone col-
umns with different geometry and geometric arrangement in
sandy soil, under the application of an axial force, will be
studied. Finally, the most appropriate arrangement and
geometric parameters of the rock column, which leads to the
most optimal response of the soil mass under load, are in-
troduced, and the results obtained from laboratory study and
numerical modeling will be compared (Figure 3).

Introducing the studied samples, as mentioned so far,
geometric characteristics, the arrangement of stone columns,
and soil compaction percentage are considered variable pa-
rameters in the present study. *erefore, the studied models
will be formed based on these variables [16].*erefore, in the
following, we will introduce the variables of the present study
in detail. *e basic variables in this study include the physical
and mechanical properties of the various components [17].
*e diameter of stone columns (d) is considered one of the
variablesof thepresent study.*erefore, threediametersof 60,
90, and 120mm will be used as the diameters of the stone
column.*eheight-to-diameter ratioof the stonecolumns (L/
d) studied in the present studywill be considered equal to 3, 5,
and 7, and then themost appropriate height-to-diameter ratio
based on the results obtained will be selected. Depending on
the size of the proposed diameters, the length of the stone
columns will be based on Table 1.

According to the introduced variables, 162 different
modeling modes (2× 3× 3× 3× 3 modes) will be studied and
evaluated in the present research in a software and labo-
ratory environment. Table 2 presents the selected cases
evaluated in the present study along with the acronym.

2.2. Laboratory Study. Inorder to perform laboratory studies,
it is necessary to manufacture samples and test equipment.
*erefore, in the following, we will pay attention to the details
of making the device and making stone columns in the lab-
oratory environment, along with introducing other types of
required equipment and tools. Due to the fact that, in the
present study, laboratory modeling is considered on a large
scale, it is necessary tomake a test box to estimate the behavior
of the substrate in certain dimensions. In order to perform
experiments on group stone columns with the desired ar-
rangement, it is necessary to make the necessary equipment
for testing; for this purpose, equipment similar to the
equipment is provided [18], including a large metal box [19].
*edimensions of the test boxmoldmade in the present study
are 90×120×120 cm. It should be noted that, after the con-
struction of the device with the desired dimensions and
considering that according to studies thewedge created under
the foundation is spread toadistanceof about2 to2.5 times the
width of the foundation from the center of the foundation to
the surrounding area, border conditions will not affect the
results of large-scale experiments. Figure 4 shows the

foundation simulator designed for laboratory studies in the
present study.*e loading systemincludes loading frame, load
handling system, loading plate, and data collection system.
*e data collection system consists of a computer, data entry
system, displacement meter, and dynamometer [20].

*e test procedure is similar to the procedure performed
in reference [21], which is described in detail in the fol-
lowing. *ree-ton Jack is installed in order to apply load and
displacement sensors and dynamometer in order to record
the amount of displacement and force applied to the loading
plate. *e loading process is based on displacement control,
and its speed is selected as 1mm/min. It should be noted that
the conditions for stopping the application of load to the

Figure 3: Geometric arrangement of stone columns studied in the
present study.

Table 1: *e length of the stone columns studied in the present
study.
D (mm) L/d� 3 L/d� 5 L/d� 7
60 180 300 420
90 270 450 630
120 360 600 840

Table 2: Introduction of the studied modes in the present study.
No. Abb D (cm) H/D Geo Density (%)
1 4SC6-5-0-2 6 5 4 0
2 4SC6-5-0-3 6 5 4 0
3 4SC6-5-35-2 6 5 4 35
4 4SC6-7-0-2 6 7 4 0
5 4SC6-7-0-3 6 7 4 0
6 4SC12-5-0-2 12 5 4 0
7 4SC12-5-0-3 12 5 4 0
8 4SC12-5-35-2 12 5 4 35
9 4SC12-7-0-2 12 7 4 0
10 4SC12-7-0-3 2 7 4 0
11 3SC6-5-0-2 6 5 3 0
12 3SC6-5-0-3 6 5 3 0
13 3SC6-5-35-2 6 5 3 35
14 3SC6-7-0-2 6 7 3 0
15 3SC6-7-0-3 6 7 3 0
16 3SC12-5-0-2 12 5 3 0
17 3SC12-5-0-3 2 5 3 0
18 3SC12-5-35-2 12 5 3 35
19 3SC12-7-0-2 2 7 3 0
20 3SC12-7-0-3 12 7 3 0
21 1SC6-5-0-0 6 5 1 0
22 1SC6-5-35-0 6 5 1 35
23 1SC6-7-0-0 6 7 1 0
24 1SC12-5-0-0 12 5 1 0
25 1SC12-5-35-0 12 5 1 35
26 1SC12-7-0-0 12 7 1 0

4 Advances in Civil Engineering



samples, reaching the settling rate in the samples to the
extent of 50mm, are considered [22]. Also, the loading plate
is positioned so that its center is on the center of the stone
pillar. *e ratio of height to diameter of the studied stone
columns is considered to be equal to 3, 5, and 7, and then the
most appropriate ratio of height to diameter will be selected
based on the results obtained. In the present study, each
experiment was repeated twice to ensure the accuracy of the
experiments performed. It is important to note that, before
making the samples, the inner walls of the test box (device)
were well impregnated with oil to minimize the friction of
sandy soil with the surfaces of the device under test [23].

Figure 4 shows how the displacement sensor and dyna-
mometer are connected on the loading screen. In this study, in
order to apply load on the studied stone columns, a circular
steel loading plate has been used. A hydraulic Jack is applied to
the center of the loading plate, and two displacement sensors
record the amount of displacement recorded on the steel plate
[24]. Also, by installing a dynamometer sensor at the point of
contact of the Jack with the steel plate, the amount of force
applied to the steel plate can be controlled and measured.

2.3. Material Specifications. *e soil studied in the present
study is Firoozkooh sandy soil. *erefore, stone columns
enclosed in sandy soil will be studied and tested. *e

characteristics of the studied sandy soils are presented in
Table 3.

2.4. Construction of Stone Columns. *ere are different
methods for making stone columns. In this study, to make
stone columns, a plastic sheath (thin-walled pipe) with dif-
ferent diameters was used, and during the construction of the
model, at each stage, according to the specific weight of the
column, the required sand was poured, and compaction
operations were performed. And graveling was done. Figure 5
shows the steps of making a stone column. Table 4 presents
the characteristics of the sand used to build the stone
columns.

3. Numerical Study

*e Mohr–Coulomb rupture model is a complete elasto-
plastic model of the simplest and most widely used models in
geotechnical analysis. *is is because of the small number of
variables without the need for complex experiments. In the
Mohr model, the Mohr–Coulomb rupture criterion is used as
the yield surface, and the law of flow in the shear state is
assumed to be independent. In using this model, it should be
noted that some basic aspects of soil behavior, such as the
dependence of stiffness on the path and the history of stress

Figure 4: Pi simulator for large-scale and load plate tests with displacement and dynamometer sensors.
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and strain in it, have been omitted [13]. In order to model
sandy soil and improve it by using stone columns with the
desired specifications, the capabilities of Abacus finite element
software will be used. In order to apply the load, a single load
is used.*emagnitude of the applied load will be a maximum
of 3 tons. In geotechnical engineering,Mohr–Coulomb theory
is used to determine the shear strength of soil and rock at
different levels of effective stress, and in structural engi-
neering, this theory is used to determine the load and fracture
angle of concrete and similar materials. In addition, the
Coulomb friction hypothesis is used to obtain the

combination of normal and shear stresses that cause failure.
*e molar circle determines the main stresses that cause this
combination and the angle of their action plane. If the failure
of material occurs according to the Columbus friction hy-
pothesis, the angle of the displacement line at the point of
failure will be equal to the angle of friction. According to this
property, the strength of the material can be calculated by
comparing the external mechanical work resulting from ex-
ternal displacement and loading as well as the internal me-
chanical work resulting from stress and strain at the fracture
line. According to the principle of energy conservation, the
sum of these values must be zero. *is makes it possible to
calculate the structural failure load. One development of the
Mohr–Coulomb model is the description of fractures isolated
by combining Columbus’s law of friction with Rankine’s
principle. *e fracture criterion shows the linear coupling
obtained from the shear strength diagram of the material
against the normal stress applied to it.*is criterion is defined
as equation (1):

τ � σ tan(φ) + c. (1)

3.1. Analysis of Results. In order to evaluate the performance
of the group of rock columns in improving the behavior of
sandy soil, in both experimental and numerical studies,
different responses were recorded under a fixed and specific
axial load and compared with each other in different modes.
*e analysis and interpretation of the results are made in
such a way that the direct impact of each variable on the final
response of the soil system dominated by the rock column is

Figure 5: Steps of making a stone column in the laboratory.

Table 4: Introducing the specifications of sand used to build stone
columns.
Parameter Numerical value
Dry specific gravity 16 kN/m2

Saturation specific gravity 19 kN/m2

Dry internal friction angle 41 degrees
Internal friction angle of saturation 37 degrees
Adhesion 0
Modulus of elasticity 100MPa
Specific density 2.6
Poisson ratio 0.2
Maximum porosity ratio 0.75
Minimum porosity ratio 0.35

Figure 6: Sandy soil model reinforced with 4 stone pillars.

Table 3: Introducing the characteristics of the studied sandy soil.
Parameter Numerical value
Dry specific gravity 16 kN/m2

Saturation specific gravity 18 kN/m2

Dry internal friction angle 40 degrees
Internal friction angle of saturation 36 degrees
Adhesion 0
Modulus of elasticity 40MPa
Specific density 2.65
Poisson ratio 0.3
Maximum porosity ratio 0.6
Minimum porosity ratio 0.3
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understandable.*e first answer studied in the present study
is the comparison of force-displacement diagrams related to
26 selected models in both numerical and laboratory modes.
According to the force-displacement diagram, themaximum
bearing capacity and the maximum displacement created in
the studied models can be compared with each other. It
should be noted that, in naming the studied samples, the
number before SC indicates the number of stone columns,
and the numbers after SC indicate the diameter of the stone
column, the ratio of height to diameter of the stone column,
the percentage of soil density, and the distance from the
center to the center of the column, respectively. *e stones
are from each other. Figure 6 shows the dominant soil with 4
stone columns in the software environment and in the
laboratory environment. Also, in Figure 6, the force-dis-
placement diagram of the sample 4SC6-5-0-2 is presented in
both numerical and laboratory modes.

According to Figure 7, the results obtained from the
numerical and laboratory study are in good agreement with
each other, which indicates the acceptable accuracy of the
modeling process in the software environment. Due to the
fact that the load is applied statically and controlled by
displacement, it is observed that, for a displacement of 6mm,
the final capacity of the sample is obtained based on a
numerical study equal to 2179Newtons, while the final
capacity of the sample in 2070 Newton laboratory studies has
been obtained. In this case, the difference between the results
of numerical and laboratory studies on the 4SC6-5-0-2
model is equal to 5%. Figure 7 shows the force-displacement
diagram of 4SC6-5-0-3 in both laboratory and numerical
modes. Adaptation of numerical and laboratory results
indicates the desired accuracy of the research process. In this
case, the sandy soil is reinforced with 4 stone columns with a
square arrangement. *e diameter of the columns is 6 cm,
the ratio of height to the diameter of the columns is equal to
5, and the distance from the center to the center of the stone
columns is equal to 3. According to the results presented in
Figure 7, for a displacement of 6mm, the final sample ca-
pacity calculated from the numerical and laboratory analysis
is 2159 and 2041 N, respectively. *e difference between the
results obtained from numerical and laboratory studies on
the 4SC6-5-0-2 model is equal to 5.46%.

Figure 8 shows the force-displacement diagram for 4SC6-
5-35-2 in both laboratory and numerical modes. In this case
of modeling, we see the adaptation of numerical and labo-
ratory results. *e soil sample in this case consists of sandy
soil with 4 stone columns with a square layout. In this sample,
the diameter of the stone columns is 6 cm, and the height to
diameter ratio of the columns is 5, the distance from the
center to the center of the columns. *e rock is considered to
be equal to 2, and the soil density percentage is equal to 35%.
Based on the results presented in Figure 8, it can be seen that
the final sample capacity in the numerical and laboratory
study for 6mmdisplacement is estimated to be 2141 and 2012
newtons, respectively. *e difference between the results
obtained from numerical and laboratory studies on the 4SC6-
5-35-2 model is equal to 6.02%. Figure 8 shows the force-
displacement diagram of the 4SC6-7-0-2 sample in both
laboratory and numerical modes. In this mode of modeling,
there is an acceptable agreement between numerical and
laboratory results. *e soil sample in this case consists of
sandy soil with 4 stone columns with a square layout. In this
sample, the diameter of the stone columns is 6 cm, and the
height to diameter ratio of the columns is 7, the distance from
the center to the center of the columns. Stone is considered
equal to 2, and soil without density is considered. Based on
the results presented in Figure 8, it can be seen that the final
capacity of the sample in the numerical and laboratory study
for 6mm displacement is estimated to be 2806 and 2609N,
respectively. *e difference between the results of numerical
and laboratory studies on this model is equal to 7%.

Figure 9 shows the force-displacement diagram of the
4SC6-7-0-3 sample in both laboratory and numerical modes.
*e soil sample studied in this case consists of sandy soil
with 4 stone columns with a square arrangement. In this
sample, the diameter of the stone columns is 6 cm, and the
height to diameter ratio of the columns is 7, the distance
from the center to the center of the columns. Rock is equal to
3, and soil without density is considered. *e results show
that the difference in bearing capacity in this case is based on
two categories of numerical and laboratory studies equal to
7%. *e final sample capacity in the numerical and labo-
ratory study for a displacement of 6mm is estimated at 2614
and 2431N, respectively. Figure 9 shows the force-
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Figure 7: Conditional force-displacement diagram for 4SC6-5-0-2 and 4SC6-5-0-3 models in both numerical and laboratory modes.
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Figure 8: Force-displacement diagrams related to 4SC6-5-35-2 and 4SC6-7-0-2 models in both numerical and laboratory modes.
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Figure 9: Force-displacement diagram related to models 4SC6-7-0-3 and 4SC12-5-0-2 in both numerical and laboratory modes.

Table 5: Numerical comparison of bearing capacity of numerical and laboratory models related to reinforced sandy soil samples.
Model Numerical final load capacity (newton) Final laboratory bearing capacity (newton) Results difference (%)
4SC6-5-0-2 2179 2070 5
4SC6-5-0-3 2159 2041 5.46
4SC6-5-35-2 2141 2012 6.02
4SC6-7-0-2 2806 2609 7
4SC6-7-0-3 2614 2431 7
4SC12-5-0-2 6730 6192 8
4SC12-5-0-3 6860 6517 5
4SC12-5-35-2 6946 6543 5.8
4SC12-7-0-2 6746 6206 8
4SC12-7-0-3 9043 8410 6.9

Figure 10: Sandy soil model reinforced with 3 stone pillars.
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displacement diagram of the 4SC12-5-0-2 sample in both
laboratory and numerical modes. From the comparison of
the results obtained from the numerical and laboratory
model to the displacement of 2mm completely on each other
and consistent with increasing displacement, we see a dif-
ference between numerical and laboratory results so that, for
a displacement of 6mm, we will see an 8% difference in
numerical and laboratory results. *e final sample capacity
in the numerical and laboratory study in this case is 6730 and
6192N, respectively (Table 5).

Figure 10 shows the dominant soil with 3 stone columns
in the software environment and in the laboratory envi-
ronment. Also, in Figure 10, the force-displacement diagram
related to sample 3 SC6-5-0-2 is presented in both numerical
and laboratory modes.

Figure 11 shows the results of thenumerical and laboratory
study on sample 3 SC6-5-0-2. *e obtained results indicate
acceptable compatibility of laboratory and numerical results
with each other, which indicates the acceptable accuracy of the
modeling process in the software environment. It can be seen
that, for a displacement of 6mm, the final sample capacity is
based on a numerical study of 1705N, while the final sample

capacity isobtained in laboratory studies at1637N. In this case,
the difference between the results obtained from numerical
and laboratory studies on the 3SC6-5-0-2 model is equal to
3.9%. Figure 11 shows the results of the numerical and lab-
oratory study on sample 3 SC6-5-0-3. It can be seen that, for a
displacement of 6mm, the final sample capacity is based on a
numerical study of 1773 newtons, while the final sample ca-
pacity is obtained in laboratory studies at 1679newtons. In this
case, the difference between the results of numerical and
laboratory studies on the 3SC6-5-0-3 model is 5.3%.

Figure 12 shows the results of the numerical and lab-
oratory study on sample 3 SC6-5-35-2. It can be seen that,
for a displacement of 6mm, the final sample capacity is
based on a numerical study of 1752N, while the final sample
capacity in laboratory studies is 1620N. In this case, the
difference between the results of numerical and laboratory
studies on the 3SC6-5-0-3 model is 7.53%. Figure 12 shows
the results obtained from the numerical and laboratory study
on sample 3 SC6-7-0-2. It can be seen that, for a dis-
placement of 6mm, the final sample capacity is based on a
numerical study of 2594 newtons, while the final sample
capacity is obtained in laboratory studies at 2386 newtons. In
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Figure 11: Force-displacement diagram related to 3SC6-5-0-2 and 3SC6-5-0-3 models in both numerical and laboratory modes.
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Figure 12: Force-displacement diagram related to models 3SC6-5-35-2 and 3SC6-7-0- in both numerical and laboratory modes.
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this case, the difference between the results obtained from
numerical and laboratory studies on the 3SC6-7-0-2 model
is equal to 8%.

Figure 13 shows the results of the numerical and lab-
oratory study on sample 3 SC6-7-0-3. It can be seen that, for
a displacement of 6mm, the final sample capacity is based on
a numerical study of 1837 newtons, while the final sample
capacity is obtained in laboratory studies at 1671 newtons. In
this case, the difference between the results obtained from
numerical and laboratory studies on the 3SC6-7-0-2 model
is equal to 9%. Figure 13 shows the results of the numerical
and laboratory study on sample 3 SC12-5-0-2. It is observed
that, for a displacement of 6mm, the final sample capacity is
obtained based on a numerical study equal to 4731N, while
the final sample capacity is obtained in laboratory studies at
4527N. In this case, the difference between the results
obtained from numerical and laboratory studies on the
3SC6-7-0-2 model is equal to 4.3%.

4. Discussion and Conclusion

*e use of stone columns can be done individually or in
groups. Due to the high volume of studies on the perfor-
mance of individual rock columns, the present study sought
to investigate the performance of group rock columns in
improving the behavior of sandy soils. *e soil sample
studied in this study was sandy soil (Firoozkooh sandy soil),
and also, in order to achieve real laboratory results, the
experiments were performed as large-scale experiments.
After this step, based on the results of experiments, nu-
merical modeling will be performed using Abacus finite
element software. Stone columns will be studied and eval-
uated in groups in different numbers and arrangements. *e
studied modes are in the form of a triangular triple group
and a quadruple square group. *e Mohr–Columb theory is
a theory for describing the reaction of materials such as soil
and concrete against normal shear stress. In most classical
engineering materials, part of the shear failure cap somehow
follows this theory. *e scope of application of
Mohr–Columb theory is for materials that have a much

higher compressive strength than their tensile strength. *e
stone columns will be studied and evaluated as a group in
different numbers and arrangements (triangular triple
group, square quadruple group, and single arrangement).
For the distance of stone columns in the group, the distance
from the center to the center of the stone columns is 2, 2.5,
and 3 times the diameter of the stone column. Sand soil
density in the present study bed soil (Firoozkooh sand soil)
was studied in two compaction states without density and
with a density of 35%. In sandy soil reinforced with 3 stone
pillars, it is observed that, for a displacement of 6mm, the
final sample capacity is obtained based on a numerical study
equal to 4731N, while the final sample capacity is obtained
in laboratory studies of 4527N.
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Although conventional methods in seismic design consider such parameters as force, displacement, and ductility, the behavior of a
signi�cant number of structures that have been designed and experienced earthquakes shows that the existing criteria are
insu�cient and more comprehensive ones should be used. In this regard, the energy-based design method may be considered one
of the suitable solutions.  is method is based on creating a balance between the input and output energy of structures. It is
possible to have a more appropriate estimate of the energy input as well as dissipated energy by the structure and use it in the
design of the structure. In the modi�ed energy method that has been used in this study, control of items such as the creation of a
soft story, establishment of the Strong-Column Weak-Beam concept, the uniform distribution of loads in the members, the
nonconcentration of force and local damage, and simultaneous drift control of the structure with the optimal distribution of
plastic hinges have been considered. Also, modi�cations have beenmade to the energy balance equation. In this paper, 8-, 16-, and
24-story frames with lateral force resisting system of special steel moment frame have been modi�ed by energy method and
compared by the design force method of AISC code. Performance level criteria of the ASCE41-17 code have been applied in the
design, and the P − Δ e�ects have also been considered in the nonlinear analysis.  e results show that, for the frame which is
designed by the energy method, the plastic hinges are created in the upper stories and beams; however, in the frame designed by
the LRFDmethod, several plastic hinges are formed in the columns of the upper stories, and a local mechanism is created. Also, in
8- and 16-story structures, the weight of the structure which is designed by the energy method is less than that obtained by the
LRFD method.  e results also showed that, in contrast to the energy method, the relationships presented in the codes regarding
the Strong-Column Weak-Beam rule cannot prevent local and undesirable mechanisms in severe earthquakes.

1. Introduction

Current seismic codes for building design often utilize a force
or a displacement-based approach in their implementation.
In a force-based approach, a structure is designed to ensure
that it possesses su�cient strength to resist the maximum
forces imparted to it by gravity and earthquake. In a dis-
placement-based approach, the structure is proportioned to
achieve a speci�ed performance level based on the target
displacement, de�ned by strain or drift limits, under a
speci�ed level of seismic intensity. A third approach, which is

gaining popularity in the earthquake engineering commu-
nity, is the energy-based approach. In this approach, a design
is considered satisfactory if the capacity of a structure to
absorb or dissipate energy exceeds its energy demand from
an earthquake. Seismic resistance of structures in conven-
tional seismic design methods is considered appropriate
when the deformation capacity or resistance limit of the
structure is more than the demand of the design earthquake.
 is is despite the fact that a large portion of the damage
which is caused by earthquakes is the result of inelastic cycles.
Noting that the energy entering the structure is directly
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dependent on its cyclic behavior, the energy concept can be
considered an effective tool in seismic-resistant design.

In 1956, Housner, for the first time, applied the concept of
energy to study the seismic behavior of structures. Despite the
simple relations proposed by Housner, his approach opened
the way for the future development of the energy method in
the seismic design of the structures. He showed that the
spectral velocity curve of structures is stable for most
earthquakes over a wide range of periods [1]. In 1988,
Akiyama also explored seismic design according to the
concept of energy. Akiyama proposed a relation for calcu-
lating the input energy per unit mass as a function of the
period of the structure [2]. In 1998, Fakhri Niasar and
Ghafory Ashtiany stated that the energy parameter is com-
prehensive and includes all characteristic parameters related
to an earthquake.+ey proposed that, due to the scalar nature
of the energy, it is required to collect the amounts of energy
related to the various components of the earthquake record,
rather than considering the energy of one component of the
earthquake record alone [3]. In another investigation con-
ducted in 2000 by Ghafory Ashtiany and Maleki, the seismic
energy was studied in several reinforced concrete moment
frame structures, and some relationships were proposed for
the maximum input energy per unit mass of the structure [4].

In 2003, Ruzi explored the energy concept in seismic
design and stated that the dependence of the effect of seismic
loading and structural strength on conventional seismic
design methods could be a shortcoming [5]. In studies
conducted byMollaioli and Decanini in 2001 and Ye in 2009,
the effects of the hysteretic model and the slope of the
postyield area in the structure’s behavioral model on the
input energy spectrum were studied. +ey concluded that
the input energy spectrum was not significant; in this case, if
the slope of the postyield area became more, it would reduce
the drift and the more uniform distribution of inelastic
deformations, leading to more uniform damage [6, 7]. In
2007, Ghodrati Amiri et al. studied the impacts of damping
and a strong shock of the earthquake on elastic input energy.
+ey concluded that the input energy to the structure in-
creases by an increase in the strong shock of the earthquake
[8]. In 2011, Haddad Shargh and Hosseini studied the op-
timal stiffness distribution at the height of the building to
minimize the seismic input energy. +ey showed that, for
medium-sized structures (up to about 22 stories), the op-
timal stiffness distribution could be considered parabolic;
however, for taller structures, the optimal stiffness distri-
bution at height is similar to a bell-shaped curve. [9].

In 2015, Havaei and Mobedi studied the effects of cradle
motion due to the yielded column on the response of steel
structures [10]. In 2016, Bemanian and Shakib evaluated the
nonlinear behavior of a dual steel moment frame-shear wall
system under a set of earthquakes and concluded that the
dual steel moment frame-shear wall system could be a
suitable system for absorbing a high level of input energy
[11]. In 2018, Vahdani et al. studied the impacts of damping
as well as ductility on the input energy spectrum. +ey
concluded that changing the ductility coefficient was more
influential than changing the damping ratio on the relative
input energy spectrum [12]. In 2020, Ucar calculated the

input energy in MDOF systems using the input energy
responses of ESDOF systems according to each mode of the
system. He studied 3-, 5-, and 8-story reinforced concrete
frames to NTHAs under eleven earthquakes and found that
direct input powers of the ESDOF systems could be effec-
tively used to calculate the input energy in theMDOF system
[13]. Tran and Adhikari, in 2021, also used the energy-based
seismic design process (EBSD) to estimate the SDF and then
compared it to the resistance-based SDF. +ey used the
energy method to quantify the performance of the building
system [14]. Meanwhile, Baqherzadeh et al., in 2022, using
the combination of the energy method and whale meta-
heuristic optimization (E-WOA) algorithm to optimize steel
moment frames, showed that using the E-WOA method
improves the plastic hinge distribution and seismic energy
dissipation. +e structure’s weight was also reduced [15].

+e main goal of the present study is to apply the energy
method to balance the input-output energy of the structure
in the special steel moment frame design. In the proposed
energy method, the design of the members is carried out by
equalizing the structure’s input energy and the energy which
is dissipated in the plastic hinges. +e system’s dissipated
energy is the result of the energy dissipated at all hinges
formed on the frame. In the equilibrium relations, the effects
of gravity loads and the higher modes on the energy entering
the structure are seen. Based on this balance of energy, the
minimum required bending moments of the beams are
obtained; based on that, the beams will be designed. +e
columns will be also designed according to the maximum
required capacity and the control of constraints such as
Strong-Column Weak-Beam and soft and weak story. By
considering all results together, a proper comparison has
beenmade between the responses in the linear and nonlinear
regions of the diagram. +ese relationships have been in-
vestigated in special steel moment frames with a different
number of stories. +e study models are special moment
frames of 8, 16, and 24 stories. +e story drift and the beam
deformations are controlled based on AISC2016 [16]. Fur-
thermore, a pushover analysis is carried out with constant
gravity loads and incremental lateral loads. +en, the
structure is analyzed nonlinearly with a uniform distribu-
tion, and the structures are controlled at four functional
levels in the target displacement. +e control criteria for this
stage are taken from the ASCE41-17 code [17]. +e required
codes are written in MATLAB [18], and the static linear and
nonlinear modeling analyses are carried out in SAP2000
[19]; these two programs are linked.

2. Modified Energy-Based Design Method in
Steel Frames

+e concept of the energy-based design method is founded
on the assumption that the amount of energy required to
push a given structure to reach the target displacement
equals the maximum input energy of the earthquake, which
is approximated by 1/2cM × S2v [20, 21].

In the new energy method presented in this paper, the
following modifications have been applied to improve the
results:
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(1) +e damping effect of hysteresis cycles has been
considered in equilibrium.

(2) +e effects of different modes have been seen in the
input energy of the earthquake.

(3) A correction factor called c, which is the ratio of the
energy absorbed by the inelastic system to that of the
equivalent elastic system, has been considered in the
algorithm.

(4) Target displacement is considered as displacement in
equilibrium.

(5) +e P − Δ effect has been considered in calculating
the base shear.

+e energy balance equation proposed by Lee andGoel is
as follows [20, 21]:

Ee + EP �
1
2

cMS
2
v, (1)

where Ee and EP are, respectively, the elastic and plastic
components of the energy needed as the structure is pushed
up to the target drift. c is the correction factor, M is the total
structure’s seismic weight, and Sv is the design pseudove-
locity. +e researchers have stated thatc is associated with
the natural period of the structure. Also, the period of the
structure can have an important impact on the input energy
of the ground motion [22].

Figure 1 represents the relationship between the base
shear (CW) and the corresponding drift (Δ) for an elastic, as
well as an elastoplastic system. Equation (1) can be written as

c
1
2
CeuWΔe �

1
2
CyW 2Δmax − Δy􏼐􏼒 􏼓. (2)

Equation (2) can be summarized as follows:

cΔe

Δy

�
2Δmax − Δy􏼐 􏼑

Δe

, (3)

where Δe � RμΔy and Δmax � μsΔy. By considering these
values in equation (3), one gets the following:

c �
2μs − 1

R
2
μ

⎛⎝ ⎞⎠. (4)

In relation to (4), μs is the structure’s ductility coef-
ficient, Rμ is the reduction coefficient of ductility, which is
related to μs, and Δy is the yield displacement of the
system. In this study, the relationships which have been
presented by Newmark and Hall [23], as shown in Table 1,
are used.

For multi-degree-of-freedom systems, all vibration fre-
quencies are effective in calculating the seismic input energy
[24]. +e input energy of multi-degree-of-freedom systems
can be written according to (5) [24]:

E � 􏽘
N

n�1
Γ2n.ESDOF,n. (5)

Γn, the modal participation factor for the mode n, is
calculated from equation (6):

Γn �
Ln

M
∗
n

Ln � ϕT
n Ml M

∗
n � ϕT

n Mϕn, (6)

where ϕn is the vector of the eigenvalues and M refers to the
mass matrix. According to the following equation, the input
energy of a system is calculated as one degree of freedom,
ESDOF,n [24].

ESDOF,n �
1
2

cM
∗
n V

2
MAX ,n �

1
2

cM
∗
n S

2
v,n �

T
2
n

8π2
cM
∗
n S

2
a,n, (7)

where Sv,n and Sa,n refer to the spectral velocity and the spectral
acceleration of each mode obtained from the elastic response
spectrum. Tn is the nth mode period. In dissipation systems
with a decreasing behavior in deformation cycles, there are
major cycles that control the input energy of these systems.

Akiyama [2] revealed that the elastic energy for a single
degree of freedom (SDOF) could be written as equation (8)
with acceptable accuracy:

Ee �
1
2
VyΔy �

1
2

M
Te

2π
.
Vy

W
g􏼠 􏼡, (8)

where Vy refers to the yield base shear, Δy indicates the yield
displacement limit, Te is the structure’s period, g denotes the
gravitational acceleration, andW is the weight of the structure.

+e frame’s yield mechanism is assumed as represented
in Figure 2. Frame’s plastic deformation occurs after the
structure reaches the yield point.

According to Hazner’s assumption, the energy which
enters the structure is equal to the sum of elastic and plastic
energy [25]. According to equation (9), Leelataviwat et al.
[26] proposed an energy-based approach to the perfor-
mance-based design in which the need for drift control was
eliminated at the end of the design. +e concept of energy
balance is shown in Figure 3.

Ee + ηEp � λE, (9)

where E refers to the input energy to the structure, Ee is the
elastic energy, and Ep is the energy dissipated by plastic
hinges. λ and η are the damping coefficients and the behavior
of the curve representing the deformation cycle of the
structure, respectively.

+e value λwas considered equal toλ � 1/1 + 3ξ +1.2
�
ξ

􏽰 2

by Akiyama [2]; ξ is the damping of the structure.
In this paper, equation (9) has been used to modify

plastic energy, and equation (1) has been applied to modify
the earthquake’s input energy. Finally, the modified energy
balance equation is as follows:

Ee + ηEp � cE. (10)
To define η according to Figures 4(a) and 4(b), the effects

of earthquake reciprocating behavior on sections can be seen
through equation (11) [27]:

η �
AP

AF

�
AP

AF

.
AF

ARPP

􏼠 􏼡

−1

. (11)

+is relationship is defined for the quantification of the
energy dissipation capacity of structural systems with
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reduced hysteresis cycles. As can be seen, the AF and ARPP
values are constant, and η coefficient is a function of AP.

According to Figure 4(b), the real hysteresis rings of
structures are not complete; this means that they are reduced
or compressed in some areas. For such structures, to cal-
culate inelastic strain energy, according to Figure 4(a), the
energy dissipation capacity is overestimated. +erefore, to
improve the energy-based plastic method for designing
structural frames, the effect of reducing the area enclosed to
the structural hysteresis cycle must be considered. In Fig-
ure 4, AP is the area enclosed by the reduced hysteresis cycle.
ARPP/AF can be written as follows [27]:

AF

ARPP

�
(μ − 1)(1 − r)

μ(1 + rμ − r)
. (12)

In this relation, r is the slope of the second part of the ratio
of hardness, and μ is the ductility factor (μ � Δmax/Δy), where
Δmax refer to themaximum displacement andΔy indicates the
yield point. +e consumed energy in each plastic hinge is
determined based on the type of its cyclic behavior. In this
research, the Takada model has been applied as follows [27]:

ξH �
2
π

.
AP

ARPP

⇒
AP

ARPP

�
π
2

.ξH⇒η �
πμ(1 + rμ − r)

μ(μ − 1)(1 − r)
, (13)

where ξH is hysteretic damping. For the type of cycle and the
effect of periodicity, Dwairi et al. [27] presented the damping
equation according to (14):

ξH � C
μ − 1
πμ

􏼠 􏼡⇒η � C.
(1 + rμ − r)

2(1 − r)
. (14)

Table 1: Ductility reduction factor and the corresponding structural period range.

Period range Ductility reduction factor
0≤T≤T1/10 Rμ � 1
T1/4≤T≤T1/10 Rμ �

������
2μs − 1

􏽰
(T1/4T)2.315 log (1/

����
2μs− 1

√
)

T1/4≤T≤T1′ Rμ �
������
2μs − 1

􏽰

T1′ ≤T≤T1 Rμ � Tμs/T1
T1 ≤T Rμ � μs

T1 � 0.57 sec T1′ � T1(
������
2μs − 1

􏽰
/μs)sec

Gravity load Lateral seismic forces

Mpbji

Mpc

Fi

h i

θu

Δu

θu θu θu θu

Figure 2: A frame’s yield mechanism [24].
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E = 1
2 vMS2

Figure 1: Structural idealized response and energy balance concept [22].
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Figure 3: +e concept of energy balance [26].
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Figure 4: Effects of earthquake reciprocating behavior on sections [27]. (a) +e hysteresis cycle and its equivalent model. (b) Reduced
hysteresis and its equivalent model.
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In this relation, the value of C was suggested based on
equation (15) and the elastoplastic model:

C �
0.85 + 0.6 1 − Teff􏼐 􏼑, for Teff < 1s,

0.3, for Teff ≥ 1s,

⎧⎨

⎩ (15)

where Teff is the main rotation of the structure.
According to equations (1), (7), (8), and (10), the total

plastic energy a structure must dissipate during an earth-
quake for a given system with multidegrees of freedom is
equal to

EP �
cE − Ee

η
� λ. 􏽘

N

n�1
Γ2n.

T
2
n

8π
M
∗
n S

2
a,n􏼠 􏼡 −

1
2

M.
Te

2π
.
Vy

W
g􏼠 􏼡

2
⎛⎝ ⎞⎠.η− 1

. (16)

+e rotation related to the plastic area of the frame (θp)
will be equal to the difference existing between the total
elastic and plastic rotation of the frame and the elastic ro-
tation. In this paper, nonlinear static analysis is performed to
accurately determine θp. Also, the rotation of a point on the
curve whose slope changes is considered as the value of the
elastic rotation.

+e energy obtained from equation (16) must be dis-
sipated by the plastic hinges shown in Figure 3, which is
equal to

EP � (m + 1)Mpc + 2􏽘
m

j�1
μj 􏽘

n

i�1
βiMpbr

⎛⎝ ⎞⎠θp, (17)

where Mpbr refers to the reference moment of the plastic
beam at the jth opening,Mpc indicates the plastic moment of
the base of the columns on the first story, m represents the
number of frame openings, n stands for the number of frame
stories, and βi is the coefficient of the resistance distribution

of the beams (the value of which is mentioned below) on the
1st story. Also, μj � lr/lj is the reference moment coefficient
of the beams, which equals the ratio of the length of the
reference opening to the length of the jth opening.

After yield, the external forces should be in equilibrium
with the internal ones. By equating the energy dissipated in
the plastic state with the external one, which is done by
lateral forces and gravitational loads, we can act according to
equation (18):

EP � Vy

􏽐
n
i�1Wih

k+1
i

􏽐
n
i�1Wih

k
i

⎛⎝ ⎞⎠θp + 􏽘
n

i�1
Wi

θ2phi

2
. (18)

To obtain the frame’s base shear with a suitable esti-
mation, the input energy of the dissipated earthquake (by
equation (16)) can be equal to the work which is done by
external forces (on plastic hinge), which includes lateral and
gravitational loads according to equation (19).

Vy

􏽐
n
i�1Wih

k+1
i

􏽐
n
i�1Wih

k
i

⎛⎝ ⎞⎠θp + 􏽘
n

i�1
Wi

θ2phi

2
� c. 􏽘

N

n�1
Γ2n.

T
2
n

8π
M
∗
n S

2
a,n􏼠 􏼡 −

1
2

M.
Te

2π
.
Vy

W
g􏼠 􏼡

2
⎛⎝ ⎞⎠.(η)

− 1
, (19)

where K is equal to
K � 0.5T + 0.75,

if T≤ 0.5⟶ k � 1,

if T≥ 2.5⟶ k � 2.

(20)

In the base shear relation, as calculated by the energy
method, the effects of P − Δ are not considered. To apply the
effects of −Δ, we can use its value by adding its value to the
lateral loads of equation (21).

F
p
i � Fi + ΔFi � αiVy + Wiθu, (21)

where ΔFi is the additional lateral load due to gravity loads,
Fi refers to the seismic force at the level i, Wi is the weight of
the story level, θu is the angle of the rotation of the story, and
αi is the ratio of the lateral force, which is distributed at the
story level to the base shear.

By solving the quadratic equation of equation (19), the
base shear value will be obtained. Once the base shear is
determined, the design force of each level is obtained.

To calculate the beam’s Mpbr, the columns plastic mo-
ment, Mpc, must be properly estimated. +is appropriate
value is determined by imposing the prevention of the
formation of soft-story failure in the first story. For this
purpose, plastic hinges at the top and bottom of the first-
story columns are assumed. +e story columns’ plastic
moment capacity is determined to prevent the formation of
this failure state according to Figure 5.

Mpc � 1.1
Vyh1 + Wh1θp

2(m + 1)
􏼠 􏼡. (22)

+e parameters of this relation have been introduced
before, and the factor 1.1 is the overstrength factor to ac-
count for possible overloading due to strain hardening [28].
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+e coefficient of resistance distribution, βi, plays a
significant role in structures’ seismic response. +is co-
efficient depends on the structures’ hardness as well as
lateral strength along the height. βi must be properly
selected to match the forces exerted during the earth-
quake. It also ensures that the incoming energy is dissi-
pated in the structure, thus preventing damage from being
concentrated on one story. Numerous numerical analyses
have been previously conducted to obtain the best re-
sistance distribution of the beams. +e aim was to obtain a
function that could well express the shear resulting from
different earthquakes. As an initial approximation, the
relative distribution of shear force at height during an
earthquake can be approximated by the distribution of
static shear force at height, as calculated from (23). Its
value is equal to [29]

βj �
Vi

Vy

􏼠 􏼡

1/2

, (23)

where Vi and Vy are static shear in the ith level and the
highest story level, respectively. +e value of 1/2 is obtained
using the least-squares method from the results which are
obtained from several nonlinear dynamic analyses [29]. By
establishing the equation of relations (17) and (18) and
getting its unknowns, the value of Mpbr is obtained; then,
based on that value, the design moment of the beams is
calculated, as represented as follows:

φMpbij ≥ μjβiMpbr, (24)

where φ refers to the resistance coefficient, and it is cal-
culated based on AISC2016 [17]. Mpbij indicates the beam’s
plastic moment in the ith story and the jth opening.

3. Nonlinear Static Analysis

+e finite element planar model related to the three steel
frames described above was established by applying the
SAP2000 software [20].+e finite element model is shown in
Figures 6 and 7 (taking the 8-story steel frame as an ex-
ample). +e frame sections are adopted for all beams and
columns. Each of the beams and columns includes only one
element with two nodes. All steel frames are well connected.
+e column base is fixed too.

+e finite element planar model was established com-
pletely, and then the related pushover analyses were carried
out. +e hinge P-M3 was then applied for the simulation of
the frame columns’ material nonlinearity. Also, the use was
made of the hinge M3 to simulate the frame beams non-
linearity. +e constitutive relation related to the hinge P-M-
M can be seen in Figure 7. +e vertical coordinate shows the
bending moments, while the horizontal one represents the
rotation. Plastic hinges’ mechanical behavior can be de-
termined according to ASCE41-17 [18]. In the pushover
analysis, the material strength uses the average values, and
the lateral force applies the inverted triangular distribution
pattern.

For the nonlinear static method, the general relationship
of the deformation force, as represented in Figure 8, can be
used. +e effects of strain hardening are considered by as-
suming a slope, which is equal to 3% of the slope of
the elastic part. Details of this figure are given in ASCE41-17
[18].

+e pushover analysis was done in accordance with
ASCE41-17 [18]. To apply the combination of gravity loads
and lateral load distribution patterns, in the combination of
gravity and lateral loads, the upper and lower limits of
gravity load effects, QG, were calculated from the relations
(25) and (26).

QG � 1.1 QD + QL( 􏼁, (25)

QG � 0.9QD, (26)

where QD and QL are the effective seismic dead and live
loads, respectively.

In the section related to examples and numerical results,
to compare the results, all two methods were analyzed and
examined based on nonlinear static analysis.

In the optimization process, target displacement for each
of the candidate designs is computed by applying equation
(27) to conduct the pushover analysis.

δt � C0C1C2Sa

T
2
e

4π2
g, (27)

where C0, C1, and C2 factors are determined on the basis of
ASCE41-17 [18].+e structural effective fundamental period
is shown by Te, and the ground motion acceleration is
indicated by g. Also, Sa denotes the spectral acceleration

Mpc

Mpc

Wi

Vy

h1

Figure 5: Soft-story failure mode.
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which is estimated according to the ASCE41-17 code [18].
+e analysis is according to the assumption that the roof
target displacement is equal to 0.004, 0.007, 0.025, and 0.05,

relative to the structure’s total height. Each of these values
represents the performance levels of OP, IO, LS, and CP.
Control of the story drift is done for all functional levels;

θ OR Δ

D

b

a

1

Qy

Q

E C

C
B

A

Figure 8: General force-deformation curve for members and components.
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Figure 6: +e 8-story steel frame’s finite element planar model.
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Figure 7: Constitutive relation of the hinge P-M-M.
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however, the members’ permissible rotation is checked for
the last three target movements.

After performing a nonlinear analysis and getting the
required results, the constraints are checked as follows:

(a) For beams, according to the slenderness ratio, the
constraint related to the member’s rotation is con-
trolled through equation (28).

θbeam ≤ θ
i
all i � OP, IO, LS, CP. (28)

In this relation, θi
all is equivalent to the rotation of the

beam at its end, and θbeam is the permissible displacement in
ASCE41-17 [18], according to the desired level of
performance.

For columns, based on the displacement of the control,
the permissible rotation must be controlled by relation (29).
According to the control force, the control of the force ratio
in the final stage of the analysis related to the column ca-
pacity should be done based on equation (30).

θcolumn ≤ θ
i
all i � OP, IO, LS, CP, (29)

Pc

ϕPn

+
Mc

ϕMn

≤ 1. (30)

In this relation, Pc and ϕPn refer to the axial force and the
nominal capacity of the column, respectively. Further, Mc

and ϕMn indicate the columns’ present bending moment
and nominal capacity, respectively. θcolumn is also permissible
displacement in ASCE41-17 [17] according to the desired
performance level.

Story drift constraint can be controlled according to
relation (31):

Δi
interstory ≤Δ

i
allinterstory, (31)

where Δi
interstory is the story drift based on the desired per-

formance level and δi
allinterstory refers to the allowable story

drift in OP to CP performance levels.
Strong-Column Weak-Beam constraint is defined as

shown in relation (32):

􏽐 MPcolumn

􏽐 MPbeam
≥ 1. (32)

Based on this relation, MPcolumn and MPbeam refer to the
plastic moment of the columns and beams, respectively.

+e flowchart of the modified energymethod is shown in
Figure 9.

4. Numerical Examples

4.1. Introducing Steel Frame Models and Controlling Struc-
tural Design Criteria. In the present study, three two-di-
mensional 8-, 16-, and 24-story frames were modeled to
compare different design methods. +e number of spans, the
length of each span, and the height of the stories were 5, 5, and
3 meters, respectively. +e dead and live loads on the stories
were 5000 and 2000 kg/m, respectively. All sections used in the

modeling were selected from W-shaped sections of the AISC
database [17]. +e important point that has been observed in
the selection of sections was that all selected sections had
seismic compression conditions. +e specifications of the steel
materials modeled in this paper are as described in Table 2.

Seismic loading in the static analysis of structures was done
based on ASCE7-16 [29]. For designing by the LRFD method,
the design location of the frames in an area with the soil classD
(an area with a very high relative risk) was assumed, and
residential use was considered for the buildings. According to
ASCE 7-16 standards [29], the coefficient S1 � 0.63 and the
coefficient Ss � 1.5 were considered. A permissible relative
displacement control of 0.02 was used for the structures. +e
modeling and design of the frame were carried out using the
LRFD method by applying the SAP2000 software [19].

In structural models, the lateral load-resistant system is a
special steel moment frame, and all nodal connections of the
structures are rigid.

Conduct modal analysis and calculate the γ and η parameters of
equations (4) and (14)

Calculate the elastic energy using Eq. (8)

Calculate the input energy using Eq. (5)

Calculate the plastic energy using Eq. (16)

Calculate the plastic rotation θp = θu-θy

Calculate the plastic energy that must be dissipated by the plastic
hinges using Eq. (17)

Calculate the base shear by using Eq. (19) and the effects of P-∆ by
applying Eq. (21)

Calculate the columns' plastic moment capacity using Eq. (22)

Calculate the beams' plastic moment capacity using Eq. (24)

Completing the design

Conducting pushover Analysis

Figure 9: Flowchart of the modified energy method.
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+e codes related to the energy method have been
written in the MATLAB software [18]. +e nonlinear static
analyses of the frames were performed in the SAP2000
software [18], and SAP2000 software [19] was linked to the
MATLAB software [18]. Different types of sections are
shown in Figure 10. Also, the section specifications of the
two methods are represented in Tables 3 to 5.

+e results related to the energy and LRFD methods in
shifting the target locations IO, LS, and CP were obtained.
+e results of shifting the target location LS are presented as
the design results obtained through these methods. Also, the
final result is presented for all three examples according to
Tables 3–5 for the LRFD and energy methods.

4.2. Controlling the Results of Frame Analyses. After de-
signing the structure in accordance with the AISC 2016
standard [16] and performing all controls required by the
codes, the ratio of the minimum, maximum, and average
stress of members and the ratio of the capacity of beams to
columns are shown in Tables 6–8.

One of the most important controls performed on a
special moment frame or a highly ductile moment frame is
the Strong-Column Weak-Beam control. According to
this rule, the plastic hinge should be formed first in the
beams; then, the structure can withstand further defor-
mation without any reduction of strength. As can be seen
from the above tables, the capacity of the beams to the

Table 2: Specifications of the steel materials.

W� 7850kg/m3 Unit weight of the material volume
E� 2.0e+ 10kgf/m2 Modulus of elasticity
]� 0.3 Poisson’s ratio
Fy � 24e+ 6kgf/m2 Stress yield of steel materials
Fu � 37e+ 6kgf/m2 Ultimate tensile stress of steel materials
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Figure 10: Typology of the designed models of 8-, 16-, and 24-story structures.
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columns in the energy method is, on average, lower than
that in the LRFD methods.

4.3. Lateral Displacement Control of the Structure. Lateral
displacement control of the structure is performed
according to the clause 12.12.1 of the ASCE7-16 code [29].
Accordingly, the relative nonlinear lateral displacement of
the story, δM, will be calculated by equation (33). In this
relation, Cd refers to the magnification coefficient of the
structure’s lateral displacement owing to the nonlinear
behavior, δxe indicates the relative linear displacement of the
story, and Ie is the coefficient of the importance of the
building.

δM �
Cd × δxe

Ie

. (33)

+e value of δM, as obtained by considering the effects of
−Δ , should not exceed the allowable value of equation (34).
In the above relation, hsx is the story height.

Δa � 0.02hsx. (34)

Figure 11 shows the relative lateral displacement dia-
grams of 8-, 16-, and 24-story structures using the energy
and LRFD methods.

5. Results of the Nonlinear Static
Analysis of Frames

In all three examples, following the design of the structures
by energy and LRFD methods, for the purpose of com-
parison, after adjusting the plastic hinges of the frame
members and conducting nonlinear static analysis, dead
and live loads are applied as the dynamic loads; by

continuing to apply gravitational loads, pushing of struc-
tures is done with the lateral static load pattern introduced
in the paper. +e frames are pushed to a greater dis-
placement than the target displacement and to the point to
better study the behavior of the structure and the formation
of plastic hinges.

5.1. Example 1: 8-Story Frame. Figure 12 shows the plastic
hinges created on 8-story frames designed by the energy and
LRFD methods.

Figures 13 and 14 have been applied to better understand
the process of forming plastic hinges on the frames. In these
figures, on the diagram, the pushing images of plastic hinge
formation in different stages are shown.

According to the diagram represented in Figure 13,
which is related to the LRFD method, the poor performance
of the frame in the nonlinear range can be seen. Also, in the
initial stages, the pushing of the side column of the second
story has entered its nonlinear state; then, the other columns
of this story and the last one have also entered the nonlinear
state. However, the optimal position for the frame mecha-
nism is the plastic hinge of the two ends of all beams; this is
followed by plastic hinges of the foot of the ground story
columns. In this figure, the red line shows that the plastic
hinges are not formed properly.

In the graph presented in Figure 14, which is related to
the energy design method, the area below the force-dis-
placement curve is quite larger than in the previous case, and
in the nonlinear mode, the nonlinear capacity of the
members is being used more appropriately. Also, after the
formation of plastic hinges of the two ends of the frame
beams and the ground story column bases, the columns of
the other stories have entered their own nonlinear area.

Table 6: Results of the analyses of LRDF, energy, and E-WOA methods in 8-story structures.

Average capacity of
beams to columns

Minimum capacity of
beams to columns

Maximum capacity of
beams to columns

Average
stress ratio

Minimum
stress ratio

Maximum
stress ratio

Design
methods

0.8669 0.6357 0.9664 0.7243 0.5541 0.9398 Beams LRFD0.7006 0.3723 0.9346 Columns

0.8492 0.3757 1. 0 0.7655 0.5634 0.9722 Beams Energy0.6882 0.3155 1.011 Columns

Table 7: Results of the analyses of LRDF, energy, and E-WOA methods in 16-story structures.

Average capacity of
beams to columns

Minimum capacity of
beams to columns

Maximum capacity of
beams to columns

Average
stress ratio

Minimum
stress ratio

Maximum
stress ratio

Design
methods

0.5278 0.01 0.9039 0.7703 0.5321 0.9438 Beams LRFD0.6650 0.3234 0.9793 Columns

0.310 0.01 0.7412 0.8532 0.5126 1.018 Beams Energy0.5619 0.2845 0.8175 Columns

Table 8: Results of the analyses of LRDF, energy, and E-WOA methods in 24-story structures.

Average capacity of
beams to columns

Minimum capacity of
beams to columns

Maximum capacity of
beams to columns

Average
stress ratio

Minimum
stress ratio

Maximum
stress ratio

Design
methods

0.2722 0.01 0.6528 0.8064 0.4388 0.9621 Beams LRFD0.5301 0.2242 0.9394 Columns

0.1937 0.01 0.6812 0.8429 0.4691 1.00 Beams Energy0.4333 0.2395 0.6505 Columns
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Figure 12: Plastic hinge created on an 8-story frame designed by the energy and LRFD methods.
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Figure 11: Comparing diagrams of the relative lateral displacement of 8-, 16-, and 24-story buildings.
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As can be seen in Figures 13 and 14, in the target dis-
placement of the 8-story frame, which is 0.35m, for the frame
which is designed by the energy method, the formation of
plastic hinges is expanded in higher stories and beams.
However, in the frame designed by the LRFD method, with
the plastic hinge formation in the upper stories’ columns, a
local mechanism has been created, reducing the resistance. In
Figure 15, which represents the push diagram of LRFD
methods, energy along with the structure’s weight is com-
pared.+e structure’s weight by energymethod is 34.634 tons,
which is lower than that of the LRFDmethod with a weight of
42.7 tons. In the frame designed by the energy method, the
surface below the frame diagram is larger than that of the

LRFDmethod, thus showing that the energy method has used
the nonlinear capacity of the members more appropriately.

5.2. Second Example: 16-Story Frame. Figure 16 shows the
plastic hinges created in the 16-story frames, designed by the
energy and LRFD methods.

Figures 17 and 18 have been used to better understand
how plastic hinges are formed in the frames. In these figures,
on the push diagram, the images related to plastic hinge
formation in different stages are shown.

Figure 17 represents the diagram of a frame designed by
the LRFD method. In this diagram, the poor performance of
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Figure 15: Comparing the push diagrams and the weight of the 8-story steel frame designed by the energy and LRFD methods.
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the frame in the nonlinear range can be seen. Also, beyond
the 40 cm deformation of the roof, plastic hinges have been
formed in many columns of the second story. +en, the
plastic hinges have been created in the middle stories. In this
diagram, it can be seen that some of the beams in the upper
story and the base of the ground story columns still maintain
their linear state, thus indicating the weakness of the LRFD
method in the optimal use of the member’s capacity.

Figure 18 shows the push diagram along with the steps of
plastic hinges of the members in the frame designed by the
energy method. In this figure, as can be seen, the area below
the force-displacement diagram of the frame is quite large,
and in the nonlinear mode, the energy design method uses
the nonlinear capacity of the members more appropriately.
Also, the columns did not enter their nonlinear state until

the plastic hinges were formed in the beams at the two ends
of the frame and the ground story columns.

As can be seen in Figures 17 and 18, in the target dis-
placement of the 16-story frame, which is 0.6m, like the 8-
story one, for the frame designed by the energy method,
plastic hinge formation is expanded in the upper stories and
in the beams. However, in the frame designed by the LRFD
method, due to the plastic hinge formation in the columns of
the upper stories, a local mechanism has been created, thus
reducing the strength. Meanwhile, in the structure, which is
designed by the energy method, the plastic hinge formation
at the columns’ foot indicates that the capacity of the
structure is used more extensively.

Figure 19 shows a comparison of the energy and weight
of the 16-story structure designed by two methods. +e
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Figure 17: Push diagram of the 16-story frame designed by the LRFD method.

Energy Method LRFD
B

IO

LS

CP

C

D

E

Figure 16: Plastic hinges created in the 16-story frames designed by the energy and LRFD methods.
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structure’s weight by the energy method is 107.030 tons,
which is slightly lower than that of the LRFD method
(112.840 tons). Also, in the frame designed by the energy
method, the area below the force-displacement diagram is
larger than that of the LRFD method, thus showing that the
energy method has used the nonlinear capacity of the
members more appropriately.

5.3. <ird Example: 24-Story Frame. Figure 20 shows the
plastic hinges created in the 24-story frames designed by the
energy and LRFD methods.

Figures 21 and 22 help to better understand how plastic
hinges are formed in the frames. In these figures, on the push
diagram, the images of plastic hinge formation in different
stages are shown.

Figure 21 represents the diagram of a frame designed by
the LRFD method. In this diagram, the poor performance of
the frame in the nonlinear range can be seen. It is worth
noting that, beyond the target displacement of the roof,
plastic hinges are formed in almost all columns of the second
story. +en plastic hinges are created in the columns of the
middle stories. In this diagram, it can be seen that some of
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Figure 19: Comparing the push diagram and weight of the 16-story steel frame designed by the energy and LRFD methods.
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the beams in the upper story and the footings of the ground
story columns still maintain their linear state, thus indicating
the weakness of the LRFD method in the optimal use of the
member’s capacity.

Figure 22 shows the push diagram along with the steps
of plastic hinges formed in the members of the frame
designed by the energy method. In this figure, as can be
seen, the area below the push diagram of the frame is larger,

and in the nonlinear mode, the energy design method uses
the nonlinear capacity of the members more extensively. It
is notable that the columns did not enter their nonlinear
area until the plastic hinges were created in the beams at the
two ends of the frame and at the base of the ground story
columns.

As can be seen in Figures 20 and 21, in the target dis-
placement of the 24-story frame, which is 0.9m, such as the
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Figure 20: Plastic hinges created in the 24-story frames designed by the energy and LRFD methods.
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8- and 16-story buildings, for the frame designed by the
energy method, the plastic hinge formation was expanded in
the upper stories and beams. However, in the frame designed
by the LRFD method, due to the plastic hinge formation in
the columns of the upper stories, a local mechanism has been
created, reducing the strength. It is worth noting that, in the
structure designed by the energy method, the plastic hinge
formation at the columns foot indicates that the capacity of
the structure is used more extensively.

Figure 23 compares the push diagrams of the structure
designed by LRFD and the energy methods. Although the
weight of the structure by the energy method (277.801 tons)

is slightly higher than that of the LRFD method (255.717
tons), the nonlinear state and the energy absorption level of
the former are better, showing that the LRFD method has
not well used the capacity of its structural members.

6. Conclusion

In this paper, based on the modified equilibrium energy
method, a new formulation is proposed for design of mo-
ment frames subjected to seismic loading. +e damping
effect of hysteresis cycles, the effects of different modes on
the seismic input energy, the P − Δ effects, and the target
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Figure 22: Push diagram of the 24-story frame designed by the energy method.
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displacement have been seen in the formulation. Further-
more, the correction factor, as the ratio of the energy
absorbed by the inelastic system to that of the equivalent
elastic system, has been considered.

In this paper, 8-, 16-, and 24-story frames with lateral
force resisting system of special steel moment frames have
been designed by the proposed modified energy methods, as
well as the design force method, according to AISC2016
code. Performance level criteria of ASCE41-17 code have
been applied in a nonlinear analysis and design based on the
desired performance of the frames. +e results showed the
following:

(i) +e distribution of the plastic hinges in the frames
designed by the proposed energy method was more
desirable than that in the frames designed by the
LRFD method.

(ii) For the frame, which is designed by the proposed
energy method, the plastic hinges are formed and
expanded in the upper stories and beams. However,
for the frame, which is designed by the LRFD
method, the plastic hinges are created in the col-
umns of the upper stories, and a local mechanism is
formed.

(iii) For the structure designed by the energy method,
the formation of plastic hinges at the columns’ foot
indicates that the structure’s capacity is used more.

(iv) A more uniform distribution of drift is seen in the
structure, which is designed by the energy method
compared to the LRFD method.

(v) In the 8- and 16-story structures, the weight of the
structure, which is designed by the energy method,
is less than that obtained by the LRFD method.

(vi) In the 24-story structure, a lower weight was ob-
tained in the LRFD method as compared to the
modified energy method.

(vii) +e study showed that the relationships presented
in the codes in regard to the Strong-ColumnWeak-
Beam rule cannot prevent local and undesirable
mechanisms in severe earthquakes. Meanwhile, in
structures designed by the energy method, unde-
sirable mechanisms did not occur.

In general, using the modifications made on the input-
output energy balance relations applied to the structure,
the modified energy method can lead to more favorable
results in the optimal distribution of plastic hinges and
seismic energy dissipation as compared to the LRFD
method.
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�e assessment of the strength parameters of geological formations in regional scale which encounters thousands of slopes is a
complicated approach and time consuming and needs huge �eld work.�is issue is an important research topic concerning the regional
seismic-landslide susceptibility analysis or hazard zonation. An empirical regression model was presented to estimate the Geological
Strength Index (GSI)with an implication on geological quadrangle ofGorgan region atAlborzmountains range (north of Iran). Twomain
sets of data were applied in this study: (1) geomorphological data including the slope height, aspect, and distance from faults and distance
from thrusts and (2) the physical andmechanical properties of rocks including the unit weight, uniaxial compressive strength (σci), and the
petrographic constant (mί) of intact rock. �e �rst group was extracted from a 1 :100,000 digital geologic map and 10 m digital elevation
model (DEM) and the second group was obtained from the Hoek–Brown failure criterion recommended tables. Linear regression
equations were generated applying data collected from 294 studied stations using SPSS software.�e regression equation predictedGSI in
terms of (1) the distance from faults, (2) the distance from thrusts, and (3) the uniaxial compressive strength (σci).�e equation had an R2

value of 0.739 and thus �t well to the data.�e newmethod in its present state was recommended for the estimation of the GSI values in
regional scale conditions for the assessment of landslide susceptibility and hazardmapping or post events landslide occurrence prediction
in the case of probable big earthquakes in Alborz area that is required for emergency responses. �e results indicated that the estimation
error was about ±30 while the average error was within +5 and −5 and average error percentage was about 3%.

1. Introduction

Since the last decade, using Newmark’s displacement
method [1–6] accompanied by the Geographic Information
System (GIS) has become a useful deterministic approach to
prepare the seismic-landslide hazard map. Although many
general studies have been conducted on the identi�cation
and description of landslides in general, the application of
GIS based on Newmark’s method is relatively new in Iran,
and these types of studies have been just carried out in recent
years [7]. Mahdavifar [8] generated a fully automatic version
of a GIS-based system based on a simpli�ed Newmark’s
displacement method which could provide a seismic-

landslide hazard zonation map immediately after the oc-
currence of an earthquake, [2, 4]. �is study was conducted
in Alborz and central areas of Iran. In this method, hazard
zonation is performed by calculating safety factor, using
slopes steepness indices, material parameters (shear
strength), and the characteristics of the expected earthquake.
Accordingly, in this method, the shear strength of the
geological units is a fundamental issue.

In recent years, the Geological Strength Index (GSI)
classi�cation system, proposed by Hoek [9] and Hoek et al.
[10], has been considered as the most acceptable empirical
method to estimate the rock mass strength and deformation
parameters, and it can be said that there are no other suitable
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alternatives for it [11, 12]. %e GSI is a technique to estimate
the rock mass strength in different geological conditions,
using some standard charts, site observation, and rock mass
description. %e rock mass properties can be determined
considering the degree of crushing and conditions of dis-
continuities surfaces, indicated by roughness and alteration.
Combining these two parameters provided a principal basis
to describe rock mass types with diversified rock structure
ranging from very tightly interlocked strong rock fragments
to heavily crushed rock masses. Based on the rock mass
description, the GSI value could be estimated by the con-
tours to reach a value of 0–100, representing the overall
geotechnical quality of rockmasses. Since the last decade, the
GSI approach has been modified by many researchers
[12–17]. Bieniawski [18] andHoek and Brown [10] suggested
the relationship between GSI and rock mass quality index Q
and rock mass rating (RMR), respectively. Hoek et al. [19]
presented a proposed quantification of the GSI chart based
on the rock quality designation (RQD) and the joint con-
dition rating of the RMR system. Data from four different
rock masses were used to extend the case history which was
proposed by Hoek et al. [19] and provided by Bertuzzi et al.,
[20] and the good correlation between the GSI qualitatively
assessed from the standard GSI chart and the quantified GSI
was found. Han et al. [21], Poulsen et al. [22], andWang et al.
[23] also suggested different methods focusing on quanti-
fying the GSI chart to facilitate the use of the system to
determine the strength and deformation parameters of the
rock mass. Morelli [24] analyzed different GSI calculation
methods based on the Monte–Carlo simulations. He found
the highest and the lowest GSI values from the equations
which applied the conventional RMR1989 values and the RMI
method, respectively. Iran is located on the Alpide earth-
quake belt, in the active collision zone between the Eurasian
and Arabian plates. %is issue makes Iran a country that
suffers from geotechnical seismic hazards associated with
frequent destructive earthquakes. Also, according to the
rapid growth of population and demands for construction
lifelines, the risk assessment studies which should be carried
out in order to reduce the probable damage is necessary [25].
A principal cause of earthquake damage is landsliding, and
the ability to predict earthquake-triggering landslide dis-
placements is important for many types of seismic hazard
analyses and for the design of engineered slopes [26].

Sari [27] found similar results. %e digital face mapping,
as a practical tool to characterize rock masses, was been
investigated by [27–29] which could significantly reduce the
time required in the field. Hong et al. [29] proposed a
method to determine the GSI quantitatively using photo-
graphic images of an in situ jointed rock mass with an image
processing technology, fractal theory, and artificial neural
network (ANN). Bozorgzadeh et al. [30] and Contreras et al.
[31] used Bayesian statistics to quantify the uncertainty of
intact rock strength. Hoek and Brown [32] introduced
relatively few fundamental changes to demonstrate practical
applications of the criterion and the GSI system. Day et al.
[33] presented a modified GSI chart and a new Composite
Geological Strength Index (CGSI) methodology to combine
multiple suites of rock mass structure using a weighted

harmonic average to evaluate complex rock masses.
Vásárhelyi and Bögöly [34] presented a new method for
calculating the GSI value using the “integral-geometric
method.” It provided another GSI value calculation method
that broadened the determination range of the GSI in case of
poor rock mass. Hussian et al. [35] presented the review of
the 19 years of research studies conducted by different re-
searchers on the GSI. Although the GSI tool is applicable and
capable of estimating the shear strength parameters of the
rock mass, estimating regional scale shear strength pa-
rameters with thousands of slopes, it tends to be costly and
almost impossible.

For helping the planners in selection of suitable locations
to implement development projects, a landslide hazard
zonation map has been produced for the Golmakan Wa-
tershed as part of Binaloud northern hillsides (northeast of
Iran) [36]. In this study, we intended to develop an effective
empirical regression equation to estimate GSI in Alborz
mountains range in Iran, based on the generalized Hoek–
Brown failure criterion and effective parameters which were
obtained from geological maps, published charts and tables.
In this regard, Gorgan geological quadrangle was selected as
the main study area and Roudbar geological quadrangle was
chosen for the verification of the model. %e two regions are
located at highly active seismic zone and are very susceptible
to landsides, which can be triggered by any significant
earthquake in the north of Iran. %is model can be used to
prepare initial data for the applications in the primary
landslide susceptibility or hazard analysis of the entire
Alborz zone at the regional scale.

2. Material and Methods

2.1. Study Area. In quantitative techniques, prediction for
landslide susceptibility is based on the actual realistic data
and interpretations. Further, the quantitative techniques also
overcome the subjectivity of qualitative approaches [37].
From strong ground motion perspective, the Zagros thrust
fault zone and Alborz and Central Iran zones are two tec-
tonic provinces of the Iranian territory as shown in Figure 1
[26]. %e study area (Gorgan geological quadrangle) with an
area of 2400 km2 is located between 54° and 54° 30’ longi-
tudes and 36° 30’ and 37° latitudes (Figure 2) at eastern
Alborz tectonic zone. %e area is distinguished by two major
geomorphological units including the Alborz mountainous
terrains in the southern parts and the Gorgan plain in
northern regions. %ese two areas are separated by late
Mesozoic Khazar (Caspian) fault. %e formation of northern
areas dates back to the late Tertiary as well as early Qua-
ternary tectonics activities, causing a rapid subsidence in the
north part of Khazar fault filled by a thick sequence of
marine and continental deposits. %ese deposits were cov-
ered by aeolian deposits (known as Gorgan Loess soils) with
a thickness of 5–70 meters, which were deposited during
climate changes due to frozen andmelting periods of Ice Age
in the late Quaternary. Mountainous areas with plenty of
forests, comprising the two Alborz and Gorgan-Rasht
structural subzone, are separated by the North Alborz fault.
%e compressional tectonic regime of the region resulted in
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faulting and folding with overall E-W to NE-SW trends.
Gorgan (Khazar) and North Alborz faults as well as Jahan-
Nama syncline and Chahar-bagh anticline are some of the
major structural features around the study area. A wide
range of geological strata from the Palaeozoic to Quaternary
periods outcrop in the study area. Metamorphic schists
known as Gorgan schist with a probable age of late Pre-
cambrian is known as the oldest rock in the region [40].
Digital geologic maps of the quadrangle formed the basis of
the study to assign material properties throughout the area.

2.2. GSI Estimating. As pointed out by Hoek, the GSI
classification system is applicable to intact or heavily jointed
rock masses. It is important that the Hoek–Brown failure
criterion is widely accepted for rock masses which are as-
sumed to be isotropic. In other words, the behavior of the
rock mass would not depend on the direction of the applied
loads. %erefore, the slopes in which failure surface are
imposed by singular discontinuities are highly anisotropic
and GSI system is not applicable [41]. When the failure plane
passes through several zones, the GSI values require special

judgment and the mean values may not be appropriate. A
systematic study was conducted to analyze the nature and
behavior of rock masses in the study area. For this purpose,
firstly an 8-day field investigation into 320 geological sta-
tions was carried out by the leading authors and staff from
Gorgan quadrangle. Based on the mapping of the rock
exposures, all the data were collected by visual chart as-
sessments at the scale suitable for slopes. %e sampling
stations were identified based on good lithological exposures
and the condition of slope stability. %e collected data in-
cluded rock mass structure, rock type, joint condition, joint
roughness, and hydrological condition.%e difference image
of GIS-derived landslide susceptibility zonation maps pre-
pared for pre- and post-Chamoli earthquake shows the effect
of seismic shaking on the occurrence of landslides in the
Garhwal Himalaya. An attempt has been made to incor-
porate seismic shaking parameters in terms of peak ground
acceleration with other static landslide causative factors to
produce landslide susceptibility zonation map in geographic
information system environment [42]. %e GSI values were
estimated qualitatively based on thorough geological visual
field observations.
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Figure 1: %e chart shows the GSI values of Gorgan Quadrangle, Hoek et al. [38].
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%e rockmass was classified into four classes, i.e., blocky,
very blocky, blocky disturbed, and disintegrated.%e surface
condition generally varies from smooth to poor, slightly
weathered to highly weathered with soft clay infillings.
Surface roughness data showed a wide range from rough to
slickenside. From the hydrogeological point of view, all the
visited slopes were dry.%ree hundred twenty locations were
considered for performing GSI calculations as shown in
Figure 2. %e GSI evaluation showed the typical diagonal
trend from top-left to bottom-right that depicted decreasing
rock mass quality. It also showed that GSI values ranged
from 25 to 80, i.e., from the crushed rock to almost intact
rock (Figure 1). Field photographs were taken at all slopes.
%e reevaluation of photographs revealed a structurally
controlled behavior in some stations. %erefore, the GSI
system was inappropriate. For this reason, the corre-
sponding data of 26 stations were ignored and 294 stations
were considered for representing the area. Figure 3 shows
the GSI measuring for two types of rock structure.

2.3. Data Used. %e main data set used in the present study
was extracted from Gorgan Geological map (1 :100,000),
digital elevation model (DEM) of the studied region, and
Hoek–Brown criterion table. %e medium-sized geological
map shows a large amount of geological information, some
of which can be used to estimate the GSI. %e database used
in this study included lithology, distance from faults and
thrusts, unit weight (c), uniaxial compressive strength (σci),
and the values of constantmί in intact rock. %ese data were
divided into two groups. %e first group consisted of the
slope aspect, slope height, distance from faults, and thrust,
which were extracted from the geological maps and digital

elevation map (DEM). %e second group included the unit
weight, uniaxial compressive strength (σci), and constant mί
of the intact rock which were selected from published tables
and charts as discussed in the following sections.

2.4.,e First Group of Data. %is group of data contains the
slope aspect, slope height, distance from faults, and distance
from thrusts. %e Gorgan 1 :100,000 geological map (Fig-
ure 4) and Digital Elevation Model (DEM) of the study area
with a resolution of 10 meters were applied for the prepa-
ration of the database.%e geological map was used as a basis
to extract the material properties and geological structure
throughout the area. %e existing rock types at this area
included sandstone, shale, limestone, dolomite, marl, schist,
marly limestone, conglomerate, monzodiorite, dolomitic
limestone, and silty shale (Figure 4). A Digital Elevation
Model (DEM) of the study area was prepared based on the
digital elevation contours with intervals of 10m. All maps
were obtained from the Geological Survey and Mineral
Exploration of Iran. %e slope aspect is one of the basic
parameters capable of influencing landslide occurrences
[44]. According to the previous studies, northern slopes (N)
tend to have more landslide susceptibility than southern (S)
ones because of higher soil moisture and thicker soil cov-
erage [45]. Mirsanei and Mahdavifar [12] studied 4143
landslides in Iran. %ey reported 1433 landslides in Alborz
Mountains, the majority of which have occurred on the
north and northwest aspect. In general, it seems that GSI
values in northern slopes are fewer than other slope aspects
due to the moisture effect on rock mass weathering and
joints surface conditions.

In this study, the slope aspect was divided into eight
classes: North (N), Northwest (NW), West (W), Southwest
(SW), South (S), Southeast (SE), East (E), and Northeast
(NE). Table 1 shows the weighting factors assigned to the
different slope groups, based on the numerical scale pro-
posed by Mirsanei et al. [12]. Outcrops were considered as a
valuable source of data but they might be influenced by
surface relaxation, weathering, and the alteration of rock
mass components. Larger rock masses had lower overall
strength compared to smaller rock masses because of scale
effect. %e larger rock mass involved the greater number of
potential failure paths and it showed that rock masses had
the ability to find failure paths with least resistance. Figure 5
shows the scale effect on rock mass compressive strength
[28]. In this regard, the total-slope-height is defined as the
elevation difference between the slope top and the slope toe.

2.5. ,e Second Group of Data-Extracted Form Charts and
Tables. %e second group of data comprises of the unit
weight, the uniaxial compressive strength (σci), and the
petrographic constant mί of the intact rock considered in
Hoek–Brown failure criterion. %e uniaxial compressive
strength σci and the material constant mi are determined by
laboratory testing or estimated from published tables. Due to
the lack of experimental data, σci of the intact rock and mί
were directly selected from Table 2 and Table 3, based on
Hoek–Brown’s recommendation. Table 2 was the source for
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Figure 2: Iran could be divided into two regions: Zagros region and
Alborz and Central Iran region (the remaining area of Iran)
[26, 39].
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selecting σci as well as the updated values of mί available in
Hoek et al. [46] (Table 3) or in the RocLab program (2007).
%e minimum value of σci and mί was assumed in order to
prevent the removal of the sensitive slopes. Unit weights
were selected from published tables or similar data like
Barton and Choubey [47] due to the lack of experimental
data.

2.6. ,e Regression Model for Predicting GIS. Determining
the rock mass shear strength parameters including internal
friction angle (φ) and cohesion (c) according to
Mohr–Coulomb criterion is an important step in per-
forming landslide susceptibility analysis or hazard mapping
based on Newmark’s simplified displacement method. %e
method to determine the strength parameters depends on
the size of the study area. Hoek et al. [48] presented
equations to find equivalent Mohr–Coulomb parameters
predicted by the Hoek–Brown failure criterion. Hence, by
estimating the GSI values, the equivalent c and φ could be
obtained. Due to the limitation of the common methods
such as the laboratory and field testing and failure criteria for
the regional scale study, a regression model was applied to
develop an empirical formula to predict the GSI. In the first
step, a linear regression model was considered to determine
the model coefficients. As mentioned earlier, the database
contained seven input parameters. In order to investigate the
effect of predictors on GSI and also to propose a compre-
hensive model for determining GSI, the regression (MR)
analysis was performed. %e aim of this method was to
develop a linear regression equation for approximating
science and engineering problems. When there is more than
one input model, MR can be performed to obtain the best-fit
equation. By using a constructed database consisting of 294
geological stations datasets in which the distance to fault
(FD), uniaxial strength of intact rock (σci), rock constant
(mί), slope height (H), slope aspect, and distance to fold axis
(DFA) were considered as model predictors to estimate GSI,

IBM SPSS Statistics 20 program was employed and the MR
model was developed. Table 4 shows the summary of the
model.

3. Results and Evaluation

%e value of R2 is 0.86 and the adjusted R2 is 0.73 showing
that seven predictors entered in the regression analysis
account for 73% of the variations of GSI (Table 4) and this
will fit the data at a very high level of statistical significance.
Table 5 shows that the F-value is equal to 89.4 significant to a
level of 5%, which is much greater than 1. %erefore, this
indicates a linear relationship between the variables. %e
following parameters were found to be significant for GSI:
distance to fault, distance to fold axis, and σci. %e pa-
rameters that were found insignificant are mi, slope height,
slope aspect, and unit weight. Table 5 shows the computation
for the model.%e estimation regressionmodel for the GSI is
presented as follows:

GSIpre � 25.2 + 0.001FD + 0.368σci − 0.001DFA,

GSIpre ≥ 25,
(1)

where FD is the distance to fault, σci is the uniaxial strength
of intact rock, and the last term is DFA, which is the distance
to the fold axis of the model.

3.1. Testing the Assumptions of the Regression Analysis.
%e linear regression model is based on four assumptions.
%ese postulate the properties that the variables should have
in the population. %e regression model only provides
proper inference if the assumptions are held true (although
the model was robust to mild violations of these assump-
tions). %e reliability and validity of the model were con-
sidered by checking the model assumptions of the null
hypothesis, irrespective of the residuals, linearity, and
normality.
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Figure 3: GSI measuring at two geological stations: (a) completely disintegrated rock mass and (b) blocky structure, Hoek et al. [38].
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3.1.1. F-Test. �e F-test is used in regression analysis to test
the hypothesis that all model parameters are zero versus the
alternative that at least one slope coe¤cient is nonzero. �e
Hypothesis test determines whether there is a relationship
between the response and the predictor. When there is no
relationship between the response and any of the predictors,
the model will not explain much of the variation in the
response. �e Mean Square Model and Mean Square Error

will be approximately the same, and the F Ratio will be close
to 1. On the other hand, if the alternative hypothesis is true,
at least one coe¤cient is nonzero. �e Mean Square Model
will be greater than the Mean Square Error, and the F Ratio
will be greater than 1. According to Table 6, the F Ratio was
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Figure 4: �e geological map of Gorgan quadrangle (Mirsanei and Mahdavifar [43]).

Table 1: �e slope aspect categories and weight.

N Slope aspect Weight
1 North (N) 4
2 Northwest (NW) 4
3 West (W) 3
4 Northwest (NW) 3
5 South (S) 2
6 Northeast (NE) 2
7 South (S) 1
8 Southeast (SE) 1
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Figure 5: �e scale e¨ect on rock mass compressive strength [28].
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Table 4: %e model summary.

Model R R square Adjusted R square Std. error of the estimate Durbin–Watson
1 0.860a 0.739 0.731 7.2244 1.624
a. Predictors: (constant), X1, X2, X3, X4, X5, X6. b. Dependent variable: GSI.

Table 5: %e coefficients.

Model
Unstandardized
coefficients Standardized coefficients beta t Sig.

Collinearity statistics

B Std. error Tolerance VIF
Constant 25.2 5.534 4.996 0.000
Fault D 0.001 0.000 0.072 2.141 0.033 0.801 1.248
Mi 0.061 0.127 0.017 0.481 0.631 0.736 1.359
Height 0.005 0.009 0.018 0.592 0.554 0.945 1.059
Slope aspect −0.244 0.401 −0.019 −0.607 0.545 0.921 1.086
Fold axis −0.001 0.000 -0.082 −2.229 0.027 0.687 1.456
c −1.161 1.674 −0.022 −0.693 0.489 0.898 1.113
σci 0.368 0.018 0.807 20.669 0.000 0.603 1.658
a. Dependent variable: GSI.

Table 3: %e values of the constant mi for intact rock, by rock group. Note that values in parentheses are estimates of Hoek et al. [38].

Rock name mi Rock name mi Rock name mi Rock name mi

Conglomerate (22) Micritic limestone 8 Gneiss 33 Diorite (28)
Sandstone 19 Gypstone 16 Schists 4–8 Andesite 19
Siltstone Anhydrite 13 Phyllites (10) Gabbro 27
Claystone 4 Marble 9 Slate 9 Dolerite (19)
Greywacke (18) Hornfels (19) Granite 33 Basalt (17)
Chalk 7 Quartzite 24 Rhyolite (16) Norite 22
Coal (8–21) Migmatite 30 Obsidian (19) Agglomerate (20)
Breccia 20 Amphibolite 25–31 Granodiorite 30 Breccia (18)
Sparitic limestone 10 Mylonites 6 Dacite 17 Tuff (15)

Table 2: %e field estimates of the uniaxial compressive strength of intact rock pieces, Hoek et al. [38].

Gradea Term
Uniaxial

compressive
strength (MPa)

Point
load
index
(MPa)

Field estimate of strength Examples

R6 Extremely
strong >250 >10 Specimen can only be chipped with a geological hammer Fresh basalt, chert,

diabase, quartzite

R5 Very strong 100–250 4–10 Specimen requires many blows of geological hammer to fracture it

Gabbro, gneiss,
granodiorite

limestone, marble,
rhyolite, tuff

R4 Strong 50–100 2–4 Specimen requires more than one blow of a geological hammer to
fracture it

Limestone,
marble, phyllite,
sandstone, schist,

shale

R3 Medium
strong 25–50 1-2 Cannot be scarped or peeled with a pocket knife specimen can be

fractured with a single blow from a geological hammer

Claystone, coal,
concrete, schist
shale, siltstone

R2 Weak 5–25 b Can be peeled with a pocket knife with difficulty, shallow
indentationmade by firm blowwith a point of a geological hammer

Chalk, rocksalt,
potash

R1 Very weak 1–5 b Crumbles under firm blows with a point of a geological hammer
can be peeled by a pocket knife

Highly weathered
or altered rock

R0 Extremely
weak 0.25–1 b Indented by thumbnail Stiff fault gouge
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89.437 and it was concluded that at least one term in our
model was signi�cant.

3.1.2. �e Durbin–Watson Test. �e Durbin–Watson (DW)
statistic is a test for autocorrelation in the residuals from a
statistical regression analysis. �e Durbin–Watson statistic
will always have a value between 0 and 4. A value of 2.0
means that there is no autocorrelation detected in the
sample. Values from 0 to less than 2 indicate positive au-
tocorrelation and values from 2 to 4 indicate negative au-
tocorrelation. As shown in Table 4, d� 1.624 is the critical
value in the range of 1.5 < d< 2.5. �erefore, it could be
assumed that there was no �rst-order linear autocorrelation
in the multiple linear regression data. In addition, the errors
were independent, and as a result, the utility of the re-
gression model was con�rmed.

3.1.3. �eMulticollinearity. Multicollinearity is known to be
undesirable when one independent variable is a linear
function of other independent variables. According to the
last column of Table 5, the value of VIF in all independent
variables was less than 5 (VIF<5). Accordingly, there was no
multicollinearity between independent variables; hence it
validated the �tted model.

3.1.4. �e Normality. Normality is de�ned as the normal
distribution of residuals in predicted responses with an
average of zero. Figure 6 illustrates normality checks in this
study. For the standardized residual histogram to appear
normal, a �tted normal distribution aid was considered. �e
average value, presented at the right side of the diagram, was
very small (close to zero) and the standard deviation was
approximately equal to unity. Figure 7 shows the P-P plot,
which plots variable cumulative proportions against the
cumulative proportions of any number of test distributions.
Probability plots are generally used to determine whether the
distribution of a variable matches a given distribution. If the
selected variable matches the test distribution, the points
would cluster around a straight line. �e estimation error is
also calculated for the comparison. Figure 8 shows the error
values based on

ei � yi − ŷi. (2)

yi and ŷi are the measured and predicted values of GSI,
respectively. �e estimation error is between -15 and 15,
while the average error is between -5 and 5.

Table 6: ANOVA.

Model Sum of squares Df Mean square F Sig. (b)
Regression 42010.821 9 4667.869 89.437 .000
Residual 14822.512 284 52.192
Total 56833.333 293
a. Dependent variable: GSI. b. Predictors: (constant), SIGMA, H, slope
aspect, fault D, mi, fold axis.
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3.2. ,e Verification of Formula and Results. In this section,
the applicability of the regression equation in Alborz zone
using the Roudbar geological quadrangle data set was ver-
ified. %is data set was prepared based on (1) and includes
σci, the distance to fault, and the distance to the fold axis.%e
testing area (Roudbar geological quadrangle) is 2400 km2,
located at 49° and 49° 30’ longitudes and 36° 15’ and 37°
latitudes (Figure 9).

It faces Alborz zone and the Caspian Sea with a humid
climate which might deeply affect the occurrence of land-
slides, and it is also mountainous (the height differs from 150
to 2,800meters above the sea level). All of these properties
along with the seismic potential of the region make it a
landslide-prone area. %e study area tends to comprise a
wide range of geological materials, from the metamorphic
rocks of Precambrian to Quartz sediments. In Alborz, the
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Figure 9: Roudbar quadrangle index map [49].
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red sandstone deposits can be seen almost everywhere, from
the Infracambrian, with no changes in sedimentation and
geological characteristics, to the Palaeozoic. �ere are no
Silurian and Carboniferous, representing two top volume
bulges; i.e., Triassic rocks are left uncomfortably overlying
Permian deposits, with the other being observed at the base
of Shemshak formation (Jurassic) [49]. 1 :100,000 geological
map and Digital Elevation Model (DEM) of the study area
with the resolution of 10 meters were applied (Figure 10).
�ese maps were obtained from the Central Geological
Survey and mineral exploration of Iran.

�e �eld data were collected from 300 slopes of varied
geological and slope stability conditions. �e selected slopes
presented a variety of rock types having various disconti-
nuities. Surface condition generally showed a wide range of

quality with di¨erent in�lling cases. �ree-hundred loca-
tions were considered for performing GSI calculations as
shown in Figure 11. Equation (1) was applied for this area
and all locations mapped GSI were compared with predicted
values. Figure 12 shows that the GSI di¨erence values are
between -30 and +30 and the mean error is between −5 and
+5.�is result shows that (1) can estimate GSI values with an
average error percentage of about 3%.

3.3. Discussion. �e ability to predict landslide displace-
ments is important for many types of seismic hazard or
susceptibility analysis and Newmark’s approach provides a
useful means to predict landslide displacement. �is method
requires knowing the static factor of safety and the landslide
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geometry. Determining the representative shear strength
values for geological formations is necessary to calculate the
factor of safety. Although the GSI system could be considered
as a more appropriate and rapid method in comparison with
other methods, this method needs huge �eld studies. In this
study, an empirical regression equation was developed
among some geological and geomorphological parameters,
extricable from geological maps and DEM of an area and GSI

values of rock masses that can reduce large �eld works. �e
parameters used to generate the model were obtained from
digital geological map, DEM, and published charts and ta-
bles. For the sample area, Gorgan geological quadrangle, the
database, which was prepared, contained 7 parameters. �e
developed model revealed that only 3 of 7 parameters made
signi�cant contribution to the model, while 4 of them made
insigni�cant contribution; therefore, they were removed
from the model. In order to test the model, another area
(Roudbar geological quadrangle) was considered. Figure 11
shows the comparison between the results of GSI obtained
from empirical equation and the �eld work. All the results
indicated the GSI values predicted by the empirical equation
were generally in good agreement with �eld data. On the
other hand, the dispersion of the predicted GSI does not
follow any particular pattern. �erefore, it is not clear which
predictor variable has a signi�cant e¨ect on the dispersion of
the GSI. �ere are many simpli�ed assumptions for regional
assessment of input data, in spite of the mentioned limita-
tions. It should be noted that this method provides a rapid
estimation of shear strength parameters and can be used for
emergency responses.
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Figure 11: Chart showing GSI values of Roudbar quadrangle [49].
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4. Conclusion

Landslides are one of the most damaging geotechnical
hazards associated with earthquakes. In addition, the pre-
diction of triggered areas after an eventual earthquake is an
important issue for engineers as well as risk managers. %e
shear strength parameters of geological formation are im-
portant elements in such types of analyses. In the present
study, a simple method based on the geological map and
published tables were used to develop a regression equation
between GSI value and easily accessible parameters for a
study area. For this study, an area was selected as a pilot area
(the Gorgan geological quadrangle in the northeast of Alborz
region). %e regression relationship was extracted based on
observation in 294 natural or excavated slopes, their GSI
identification, and the linear correlation determination
between these GSI values and some geological and geo-
morphological parameters. %e regression model presented
in (1) is well constrained (R2 � 74%) and predicts GSI in
terms of (1) distance from the fault (FD), (2) the uniaxial
strength of the intact rock (σci, determined from published
table for different rock types), and (3) the distance from fold
axis (DFA). %e approach used is so simple that results can
easily be updated. In the next steps, another area (the Rudbar
geological quadrangle in the west of Alborz) was selected as
the validation area and the evaluation of predictive ability of
regression relationship. %is validation step showed that the
accuracy of this model was in an acceptable range. %e
average error of this model ranges between ±5. To examine
the supplication of the model in other regions, Roudbar
region at the south of Gilan province with geological and
seismic similarity was considered to predict the GSI and
compare it with the observed data [23, 50, 51].
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Most previous works concentrated on burning characteristics of pool �re using common fuels such as heptane, propane, biodiesel,
and diesel, whereas burning characteristics for transformer oil are barely involved, although transformer oil is arguable of more
practical importance in power system.  is study performed a series of pool �re experiments using transformer oil to study the
burning characteristics in open and con�ned spaces.  ree fuel thicknesses and �ve initial temperatures are changed in open
space.  e essential parameters of mass loss rate, �ame height, and �re plume temperature are obtained and analyzed. Moreover,
three oil pool diameters are varied in a chamber. emain conclusions are summarized as follows: the variations of mass loss rate,
�ame height, and �re plume temperature not only obviously increase as the fuel thickness increases from 0.5 cm to 1.0 cm, but also
insigni�cantly increase as the fuel thickness changes from 1.0 cm to 2.0 cm.  e mass loss rate is less sensitive to the initial
temperature of transformer oil, but the �ame height and �re plume temperature signi�cantly rise with the initial temperature.
Moreover, the modi�ed models to predict the �ame height and �re plume temperature for 25°C initial temperature conditions are
proposed, but the �tting coe�cients are obviously di�erent from that for common liquid fuels.  e �ame height in con�ned space
is higher and will rapidly increase to the maximum, then decreases, and tends to be stable, which is obviously di�erent from the oil
pool �re burning in open space. In addition, the phenomenon of burning blast and the ignition of the adjacent oil pool will be
observed with a high-temperature ignition source and a certain high temperature in a chamber under 30 cm oil pool diameter,
which will not be recorded in 15 cm and 20 cm.

1. Introduction

As an important part of the electric power transmission
system, the normal operation of transformers is an in-
creasingly prerequisite for daily life and industrial pro-
duction.  e transformer oil, as an electrical insulation and
heat transfer �uid, is widely used in oil-immersed trans-
formers [1]. However, the accidental leakages of transformer
oil into surrounding space can form a hazardous pool �re
once an ignition source is available [2], which may result in

serious economic losses and human casualties. On No-
vember 11, 2019, the transformer �re occurred in Jinan,
Shandong Province, China, causing one death, two injuries,
and signi�cant economic losses. On December 13, 2021,
Taiwan’s Wanlong Transformer No. 5 distribution substa-
tion failed and then the transformer oil caught �re, causing
the insulation to fail and forcing the power supply system to
shut down.  e �re safety issues of transformer oil have
attracted increasing attention because it is characterized by
�ammability and highly calori�c.  erefore, it is very
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necessary to investigate the burning characteristics of pool
fire for transformer oil in order to evaluate the fire risks.

In recent years, the burning characteristics of pool fires,
such as burning rate [3–7], flame height [4, 6, 8–12], fire
plume temperature [9, 13–15], and pulsation frequency
[16, 17], have been widely investigated as an important issue.
Previous investigations mainly focused on the combustion
behaviors of pool fire using common fuels such as heptane,
propane, biodiesel, and diesel. However, there are only a
limited number of studies addressing the burning charac-
teristics of transformer oil pool fire although transformer oil
is arguable of more practical importance in power systems.
Heskestad and Dobson [18] performed the pool fires of
transformer oil over a rock bed in a 1.2m diameter pan to
study the effects of oil drainage on heat release rate. )e
burning tests conducted by Zhu et al. [19] studied the
suppression of transformer oil pool fire by water mist. Zhang
et al. [20] carried out a series of experiments to study the
burning characteristics of different types of transformer oils
using a cone calorimeter and found that the mass loss rate,
heat release rate, and smoke production rate of 10# and 25#
transformer oils were basically similar, whereas the corre-
sponding values are smaller than that for 45# transformer
oils. Zhao et al. [21] experimentally studied the burning
behaviors of thin-layer transformer oil on a water layer
considering the effects of initial fuel thickness and dem-
onstrated the insignificant effects of initial fuel thickness on
the steady burning rate. Moreover, it is worth noting that oil
pool fires occurred in confined space are extremely different
from open space. )e burning characteristics are influenced
by the heat feedback, the radiation of the space, and the
ventilation condition. Compared with open space, confined
space oil pool fires have a greater fire risk and may cause
flashover. )ere have been some studies on burning char-
acteristics of confined space oil pool fire [23, 24], but at
present, there is still a lack of reports on transformer oil in
confined space. As a basic and important issue in the re-
search of transformer oil, Chen et al. [24] studied the in-
fluence of the amount of transformer oil and the volume of
iron core on the formation and development of fire in a
confined space. Based on the previous work mentioned
above, researchers have attempted to reveal the burning
behaviors of transformer oil pool fires, but the compre-
hensive information on combustion characteristics of
transformer oil, such as flame shape, mass loss rate, flame
height, and fire plume temperature, was barely involved, in
particular, in confined space. In particular, in the process of
transformer fire development, the phenomenon that the
transformer upper oil pillow, the transformer lower oil
collection pit, and flowing fire together constituted a mul-
tiscale transformer fire [25] will be emphatically studied by
setting multiple fire sources in the chamber in this
experiment.

In order to ensure the safety of the substation, the fire
requirements for the transformers are specified. )e “Code
for fire protection design of buildings GB 50016-2014 (2018)”
divides the total oil of transformers into three classes and
makes requests for the fire separation distance under each of
the three classes. Meanwhile, the “Code for design of 20 kV

and below substation GB50053-2013” defines the fire pro-
tection of the transformer. According to “Operation speci-
fication for power transformer DL/T572-2010,” the working
temperature of the top-layer transformer oil in oil-immersed
transformers can be as high as 70°C∼95°C. Li et al. [26] ex-
perimentally reported that an increase in initial fuel tem-
perature could enhance the fuel evaporation rate and
consequently lead to an increase in flame spread using spilling
aviation kerosene. Ji et al. [27] also found that the initial
temperature could affect the flame spread characteristics of
diesel and gasoline-diesel blends. However, the studies
mentioned above related to transformer oil pool fires were
carried out at fixed initial temperature without considering
different initial temperatures. Hence, it is very important to
understand the effects of initial temperature on the burning
characteristics of pool fire for transformer oil. In addition, the
essential parameters of fuel thickness are directly related to
the burning behaviors of pool fires [21, 28]. Zhao et al. [21]
studied the effects of fuel thickness on the combustion
characteristics of pool fire for transformer oil, but only fo-
cused on the burning process, and did not quantitatively
analyze the flame height and flame temperature. )erefore, it
is necessary to carry out further studies on the burning
characteristics of transformer oil pool fire taking the effects of
initial temperature and fuel thickness into account.

In this study, a series of comparative laboratory-scale
experiments are conducted to investigate the effects of fuel
thickness and initial temperature on the burning behaviors
of pool fire using transformer oil in open space and the
difference between transformer oil between open and
confined spaces. )e essential parameters of mass loss rate,
flame height, and fire plume temperature are obtained and
compared. )e results are not only helpful in a better un-
derstanding of the burning characteristics of transformer oil
pool fires but also provide some basic data for the prevention
and control of transformer oil fires.

2. Materials and Methods

As concluded above, the burning characteristics of trans-
former oil are different in open space and confined space.
)erefore, two experimental apparatus were designed in
the experiments reported, which were illustrated in
Figures 1(a) and 1(b), respectively. )e chamber used in
confined space experiments is 1.2m (length) × 1.2m
(width) × 1.2m (height). )e front side of the chamber is
fireproof glass, and the other side is a stainless steel plate
with a fireproof board. A circular pool with a diameter of
20.0 cm and 10.0 cm side wall is used as a burning project in
open space, while the diameters of the pools used in
confined space are 15 cm, 20 cm, and 30 cm. )e diameters
of the oil pool applied in this study have been widely used in
previous studies [21, 29, 30]. Kunlun transformer oil la-
beled by KI25X is selected as the test oil, which is widely
used as insulation in electrical equipment, such as trans-
formers. )e detailed thermophysical parameters of
transformer oil are shown in Table 1.

)e data acquisition systems used in open space are
mainly composed of electronic balance, high-definition
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(HD) camera, heat flux meter, and thermocouple tree.
However, considering the high temperature will cause
damage to equipment, only thermocouples and high-def-
inition (HD) camera are used for data acquisition in
confined space experiments. )e electronic balance with an
accuracy of 0.01 g is placed under the burning project to
record the mass loss rate at an interval of 1.0 s during the
combustion process. A Sony 4K HD camera with a reso-
lution of 1920×1080 and a frame rate of 25 frames per
second is set at the side to monitor the flame geometry. A
flame image processing software is applied to process the
video-captured images frame by frame to obtain the flame
height. )e thermocouple tree of open space consisting of
10 K thermocouples with the first and the last thermo-
couples at 0.2m and 1.1m from the burning pool at 0.1m
interval is arranged to monitor the flame temperature.
)ree thermocouple trees are arranged above the two pools
along the central axis of each pool and the centerline of two
pools in the chamber. Each thermocouple tree consists of
5 K thermocouples with the first and the last thermocouples
at 0.1m and 0.9m from the pool at 0.2m interval. All the
thermocouples used in this work have a temperature range
and date collection interval of 0∼1 100°C and 1.0 s, re-
spectively. )e use of K-type thermocouples to measure the
temperature above the pool of a transformer oil fire has
been successfully adopted in previous studies [21].

In order to investigate the effects of fuel thickness and
initial temperature on pool fire of transformer oil, the
variables of three fuel thickness and five initial temperatures
are considered in open space in this study. )e initial fuel
thicknesses of 0.5 cm∼3.0 cm for heptane pool fires and
1.0 cm for transformer oil fires were applied in previous
work [20, 31]. )erefore, a total of three popular fuel
thicknesses (h) used in oil pool fire of 0.5 cm, 1.0 cm, and

2.0 cm are designed, which can be achieved by controlling
the volume of the test transformer oil. As is well known, the
maximumworking temperature of transformer oil in the oil-
immersed transformer can be as high as 70°C∼95°C. Five
initial temperatures (Ti) of 25°C, 45°C, 75°C, 85°C, and 95°C
are considered in this study, and the transformer oil is heated
to the desired initial temperature by a heating device before
each experiment. To investigate the combustion character-
istics of transformer oil in a confined space and whether the
adjacent transformer oil pool can be ignited, two oil pools of
the same size are placed next to each other in the chamber.
All the experiments are carried out in a test hall with the
environmental conditions of 26°C± 4°C ambient tempera-
ture and 70± 5% relative humidity. Generally, each burning
test with the same condition is repeated at least three times to
reduce the experimental uncertainty.

3. Results

3.1. Burning Characteristics in Open Space

3.1.1. Burning Behavior. Figure 2 represents the typical
flame images in the steady stage under different fuel
thickness and initial temperature conditions, respectively.
According to the video analysis, the pool fire of transformer
oil rapidly reaches a steady stage after a short initial period.
Hence, the typical flame images in the steady stage under
different fuel thickness and initial temperature conditions
are selected to compare and analyze in this study. Obviously,
the flame of the pool fire is basically perpendicular to the fuel
surface and the flame geometry is generally conical in still-
air conditions. It can be seen from Figure 2(a) that the flame
height apparently increases when the fuel thickness increases
from 0.5 cm to 1.0 cm, while the flame height does not
significantly change as the fuel thickness increases from
1.0 cm to 2.0 cm.)e previous work by Suo-Anttila et al. [32]
and Vali et al. [33] reported that when the pool fire of liquid
fuel burned, about 3.0mm isothermal layer would be formed
below the fuel surface, which would absorb the majority of
the heat generated by combustion. When the fuel thickness
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Figure 1: Schematic diagrams of the experimental setup. (a) For open space. (b) For confined space.

Table 1: )ermophysical parameters of Kunlun transformer oil
KI25X.

Pour point Density, 20°C Flashpoint (°C) Viscosity, 40°C
− 45°C 885 kg/m 143 9.9mm2/s
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increases beyond a critical value, the fuel can be regarded as
infinitely deep; consequently, the insignificant influence of
fuel thickness on the combustion process of pool fire was
observed. In this study, as the fuel thickness increases be-
yond 1.0 cm, the flame height and geometry cannot be
significantly affected by the fuel thickness, which coincides
well with the previous work.

Moreover, it is noted from Figure 2(b) that the flame
height obviously increases with the increase in the initial
temperature of transformer oil fuel. )is may be caused by
the fact that the enhancement of initial temperature will
promote the combustion reaction activity of transformer oil,
and subsequently, the combustion efficiency of transformer
oil would be strengthened, which results in an increase in
flame height.

3.1.2. Mass Loss Rate. Figure 3 plots the variations of mass
loss rate as a function of time for various fuel thickness and
initial temperature conditions, respectively. Generally, the
mass loss rate of the pool fire drops slowly in the initial time,
and then shows a steady and rapid decrease until the pool
fire begins to decay and extinguish. It can be found from
Figure 3(a) that the deeper the fuel depth and the larger the
volume of transformer oil, the longer the burning duration
time. In order to the study effects of fuel thickness and initial
temperature on mass loss rate, the average value of mass loss
rate in the steady stage is taken as a characteristic value to
compare and analyze, as summarized in Table 2.

It is worth noting that the mass loss rate in the steady
stage increases when the fuel thickness increases from 0.5 cm
to 1.0 cm, whereas the values of mass loss rate in the steady
stage do not significantly change as the fuel thickness is
beyond 1.0 cm. )is is mainly due to that when the fuel
thickness is less than 1.0 cm, the pool fire can be recognized
as a small-thickness pool fire and consequently the heat loss
by side wall conduction should be considered, while with the
fuel thickness increases beyond 1.0 cm, the oil pool gradually
turns to a deep pool, and then, the heat loss by side wall
conduction can be gradually neglected [34]. In addition, the
variation of mass loss rate with fuel thickness is similar to the

results in a previous work by Chen et al. [34]. Moreover, the
mass loss rate in the steady stage is less sensitive to the initial
temperature of transformer oil. )is observation is similar to
results in previous work by Chen et al., which demonstrated
that the burning rate in the stabilization stage did not sig-
nificantly vary with initial fuel temperature for n-heptane
[35]. To the best of our knowledge, the heat release rate of
fire during the combustion process can be determined by
mass loss rate, combustion heat, and combustion efficiency,
which can be expressed by the following formula:

Q � φ _mΔH, (1)

where Q denotes the heat release rate, φ is the combustion
efficiency, _m is the mass loss rate, and ΔH is combustion
heat.)erefore, as the fuel thickness increases from 0.5 cm to
1.0 cm, the mass loss rate rises and then the heat release rate
increases, while when the fuel thickness increases from
1.0 cm to 2.0 cm, the mass loss rate and consequently heat
release rate do not vary significantly. In addition, although
the mass loss rate is found to be independent of the initial
temperature of transformer oil, the combustion efficiency φ
and the heat release rate may change with the initial fuel
temperature.

3.1.3. Flame Height. Figure 4 shows the variations of flame
height versus time for various fuel thickness and initial
temperature conditions, which are obtained from the video
analyzed frame by frame. It can be noted that after the
transformer oil is ignited, the flame height rapidly rises for a
period of time and then pool fires reach a relatively steady
stage, and the flame frequently fluctuates but remains
changing around a stable value. Appreciably, the deeper the
fuel thickness, the larger the flame height, but the effects of
fuel thickness on the flame height significantly reduce when
the fuel thickness is greater than 1.0 cm. Moreover, as the
initial temperature of the transformer oil rises, the flame
height shows a significant increase. As mentioned above, the
initial temperature had a small effect on mass loss rate, but
the flame height increases as the initial temperature in-
creases. )is can be attributed to the fact that the increase in

Ti = 25°C

h = 0.5cm h = 1cm h = 2cm

(a)

Ti = 25°C Ti = 45°C Ti = 75°C Ti = 85°C Ti = 95°C

h = 0.5cm

(b)

Figure 2: Typical flame images in steady stage under different experimental conditions. (a) Different fuel thickness conditions. (b) Different
initial temperature conditions.
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initial temperature may enhance the reaction activation
energy and combustion efficiency, which results in the rise in
the flame height. At present, some investigations have been
performed to propose a prediction model to describe the
flame height of pool fire. For circular pool fire, a modified
model for predicting the flame height was established by
Heskestad [36], which is shown as follows:

Zf

D
� 3.7 _Q

∗2/5
− 1.02, (2)

where Zf is the flame height of the pool fire, D is the di-
ameter of the circular pool, and _Q

∗ is the dimensionless heat
release rate, which can be calculated by the following
equation [4]:

_Q
∗

�
_Q

ρ∞cpT∞g
1/2

D
5/2 �

φ _mΔH
ρ∞cpT∞g

1/2
D

5/2, (3)

where ρ∞, cp, and T∞ are the density, specific heat, and
temperature of the ambient air, respectively, and g is the
gravity acceleration. Subsequently, equation (2) can be
further simplified as follows:

Zf∝ (φ _m)
2/5

. (4)

Based on equation (4), the flame height of the pool fire as
a function of _m2/5 is plotted in Figure 5, in which the red
dotted line presents the linear fitting between the flame
height and _m2/5 for 25°C initial temperature conditions. )e
value of Adj. R-Square is more than 0.94, and the residual
sum of squares is only 0.85, which demonstrates that the
flame height linearly increases with the increase in _m2/5 for
25°C initial temperature conditions. However, as the initial
temperature increases, the flame height is significantly larger
than the predictions of 25°C initial temperature conditions.
)is indicates that the increase in initial temperature will
promote the combustion efficiency of the transformer oil,
which is consistent with the analysis mentioned above.

3.1.4. Fire Plume Temperature. Figure 6 shows the fire
plume temperature at different heights as a function of time
for various fuel thicknesses and initial temperature con-
ditions. It can be seen that the temperature at different
heights rapidly increases, then remains basically stable for a
period of time, and eventually begins to decay. Obviously,
as the height rises from the fuel surface, the fire plume
temperature drops. Moreover, it can be noted that the
temperature of the fire plume is different as the fuel
thickness and initial temperature varying. Hence, the av-
erage temperature of fire plume at different heights in a
steady stage for different experimental conditions is plotted
in Figure 7.

It can be noted that the fire plume temperature at a fixed
height shows an increase with fuel thickness and initial
temperature. Heskestad [8] carried out a series of pool fire
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Figure 3: Variations of mass loss rate as a function of time under different experimental conditions, (a) different fuel thicknesses, and
(b) different initial temperatures.

Table 2: Average values of mass loss rate for different experimental
conditions.

Fuel thickness (cm) Initial temperature (°C) Mass loss rate (g/s)
0.5 25 0.291
1.0 25 0.314
2.0 25 0.315
0.5 45 0.280
0.5 75 0.285
0.5 85 0.283
0.5 95 0.295
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experiments and established a modified equation to describe
the axial fire plume temperature rise, which can be calculated
by the following:

ΔT0 � 9.1
T∞

gc2pρ2∞
⎛⎝ ⎞⎠

1/3

_Q
(2/3)

c Z − Z0( 􏼁
− (5/3)

, (5)

where ΔT0 is the axial fire plume temperature rise, _Qc is the
convective heat release, which can be determined by ap-
proximately 0.7 _Q [13], Z is the height from the fuel surface,
and Z0 is the height of virtual origin, which can be expressed
by the following formula (8):

Z0 � 0.083 _Q
2/5

− 1.02 D. (6)

According to equation (5), the axial temperature profile
of the fire plume can be simplified as follows:

ΔT0/T∞( 􏼁

_Q
∗2/3 ∝

Z − Z0

D
􏼒 􏼓

− 5/3
. (7)

)en, equation (7) above can be converted to [14] the
following:

_Q
∗2/3

ΔT0/T∞
⎛⎝ ⎞⎠∝

Z

D
. (8)

Figure 8 represents the dimensionless temperature
profile of the fire plume as a function of normalized vertical
height Z/D. Notably, the values of ( _Q

∗2/3/(ΔT0/T∞))
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(b) different initial temperatures.
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linearly increase with the increase in normalized height Z/D.
Equation (8) is applied to describe the axial temperature
profile of the fire plume for the cases with 25°C initial
temperature, as shown by the red dot solid line in Figure 8,
which can be expressed as follows:

_Q
∗2/3

ΔT0/T∞
⎛⎝ ⎞⎠ � 0.91

Z

D
− 0.20. (9)

)e value of Adj. R-Square is well above 0.98, and the
residual sum of squares is less than 1.23, which demonstrates
that the experimental results match the predicated data
reasonably well. )e fitting coefficient of 0.91 is obviously
different from the corresponding result of 0.44 for biodiesel
pool fire reported by Fan et al. [10]. Tang et al. [15] and
Hayasaka [37] also pointed out that the combustion char-
acteristics of a pool fire are essentially related to the
properties of the fuel. In addition, since the combustion
efficiency φ is not considered in the data processing of _Q

∗,
the experimental data of ( _Q

∗2/3/(ΔT0/T∞)) for cases with
larger initial temperatures are lower than the predicted
value, which also shows that the initial temperature of
transformer oil has a significant effect on combustion effi-
ciency φ.

3.2. Burning Characteristics in Confined Space

3.2.1. Burning Behavior. Flame shapes of oil pools with
diameters of 15 cm and 20 cm burning in the chamber at
typical times are displayed in Figure 9. As can be seen, after
being ignited, the flame height rapidly increases to the
maximum, and then decreases and becomes stable. )e
stabilization phase will last for a long time until extinction.
In addition, when the diameter of the oil pool is 15 cm or
20 cm, another adjacent oil pool is not ignited. However,
when the diameter of the oil pool is 30 cm, the adjacent oil

pool is ignited and the burning blast phenomenon occurs,
which will be discussed later. Compared with open space, the
fire flame in confined space is darker and the particles
generated by combustion will adhere to the glass that will
affect the observation.

3.2.2. Flame Height. )e camera could not shoot through
the fireproof glass when the combustion and burning blast
characteristics of the oil pool with a diameter of 30 cm are
tested in the chamber. )erefore, only the flame height of oil
pools with diameters of 15 cm and 20 cm in the chamber is
analyzed, as shown in Figure 10.

)e fire growth in the chamber is similar to the devel-
opment of compartment fire, which can be regarded as the
initial stage, rapid growth stage, stable stage, and decay stage.
In the beginning, the flame height rapidly increases over
time in a trend similar to t2 fires. Subsequently, as more and
more combustible pyrolysis gas is accumulated in the
chamber, the flame height will rapidly increase to the
maximum. Accordingly, a large amount of accumulated
combustible pyrolysis gas is rapidly consumed, oxygen
content in the chamber decreases, and the flame height
gradually begins to decline. )e flame height then stabilizes
due to the opening of smoke exhaust and air-supply holes in
the side wall of the chamber. )e average flame height is
33.63 cm in an open space of 20 cm oil pool, which is a little
lower than the flame height in the confined space.)e results
suggest that due to the restriction of oxygen supply, the
flame needs to be extended longer in the vertical to en-
trainment air, making the flame of confined space higher
than in open space.

3.2.3. Fire Plume Temperature. )e temperature of each
measuring point in the chamber under different conditions
is plotted in Figure 11. For D� 15 cm and 20 cm, the tem-
perature variation above the burning pool (R11∼R15) can be
divided into three stages: rapid temperature growth stage,
temperature stability stage, and temperature attenuation
stage, while the temperature stability stage is replaced by the
temperature steady growth stage when focusing on the
temperature of the centerline of two pools (R21∼R25) and
temperature above the unburning pool (R31∼R35). As a
result, the temperature in the chamber is discussed by taking
the average of the temperature in the temperature stability
stage or temperature steady growth stage as shown in
Figure 12. )e temperatures in the chamber found an ob-
vious increase with the oil pool diameter, and R1 is much
higher than R2 and R3. It can be noted that the temperature
of R1 decays with increasing height, which is consistent with
the variation trend of flame temperature in open space.
According to the analysis in section 3.1, the dimensionless
temperature profile of the fire plume is proportional to the
normalized vertical height, as shown in Figure 13. )e re-
lationship between the dimensionless temperature profile of
the fire plume and normalized vertical height can be
expressed by the following:
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_Q
∗2/3

ΔT0/T∞
⎛⎝ ⎞⎠ � 0.25

Z

D
+ 0.31. (10)

)e value of Adj. R-Square is well above 0.95, and the
residual sum of squares is only 1.94, which demonstrates
that the experimental results coincide well with the predicted
data. )e fitting coefficient differs from the corresponding

result of in open space, which may be due to the difference in
experimental configuration.

)e phenomenon of burning blast and the ignition of
the adjacent oil pool are observed when the combustion
experiment of oil pool fire with a diameter of 30 cm is
carried out in the chamber, which will be analyzed by
considering the temperature in the chamber displayed in
Figure 11(c). At the beginning of 550 s, the temperature

R11
R12
R13

R14
R15

R21
R22
R23

R24
R25

R31
R32
R33

R34
R35

Te
m

pe
ra

tu
re

 (°
C)

Te
m

pe
ra

tu
re

 (°
C)

Te
m

pe
ra

tu
re

 (°
C)

0 300 600 900 1200 1500 1800

0
100
200
300
400
500
600
700

0 300 600 900 1200 1500 1800

0

100

200

300

400

500

0 300 600 900 1200 1500 1800
0

40

80

120

160

200

240

Time (s) Time (s) Time (s)

(b)

R11
R12
R13

R14
R15

R21
R22
R23

R24
R25

R31
R32

R34
R35

Te
m

pe
ra

tu
re

 (°
C)

Te
m

pe
ra

tu
re

 (°
C)

Te
m

pe
ra

tu
re

 (°
C)

0 200 400 600 800 1000 1200

0

200

400

600

800

1000

0 200 400 600 800 1000 1200

0

200

400

600

800

1000

0 200 400 600 800 1000 1200

0

200

400

600

800

1000

Time (s)

burning blast occurred burning blast occurred burning blast occurred

the adjacent oil pool is ignited

Time (s)

the adjacent oil pool
 is ignited

Time (s)

(c)

Figure 11: Temperature of each measuring point in the chamber of different conditions. (a) D� 15 cm. (b) D� 20 cm. (c) D� 30 cm.

0 20 40 60 80 100
50

100

150

200

250

300

350

400

450

Te
m

pe
ra

tu
re

 (°
C)

Distance from oil pool (m)
R1
R2
R3

(a)

Te
m

pe
ra

tu
re

 (°
C)

R1
R2
R3

0 20 40 60 80 100
100

200

300

400

500

600

Distance from oil pool (m)

(b)

Figure 12: Average temperatures in different diameters vary with distance. (a) D� 15 cm. (b) D� 20 cm.

10 Advances in Civil Engineering



variation trend is similar to that of oil pool fire with di-
ameters of 15 cm and 20 cm, which rapidly increases to a
certain value and maintains for a long time. But at this time,
the temperature of the chamber is about 270°C, which is
much higher than the oil pool fire with diameters of 15 cm
and 20 cm. When it comes to 580 s, the adjacent oil pool is
ignited by a high-temperature ignition source, the tem-
perature of R2 and R3 thermocouple trees rapidly increases
and exceeds 400°C, and the temperature of the upper part of
the chamber even reaches 600°C. Between 600 s and 800 s,
the two oil pools burn at the same time, and the tem-
perature in the chamber reaches a relatively stable stage
again. Finally, at 800 s, due to the continuous high tem-
perature, the chamber door deforms, which leads to a
certain gap between the door and the chamber. Immedi-
ately, fresh air is filled into the chamber, and the burning
blast happens. It can be inferred from the experiment that
when the temperature in the chamber reaches 270°C, the
adjacent oil pool can be ignited only under the condition of
the high-temperature ignition source. Moreover, the
temperature of the chamber exceeds 400°C, and the tem-
perature of the upper part of the chamber reaches 600°C.
Only when fresh air is added, the phenomenon of a burning
blast can occur.

4. Conclusions

In this study, a series of comparative experiments were
carried out using transformer oil to investigate the effects of
fuel thickness and initial temperature on the burning
characteristics of pool fires in open space and the difference
between transformer oil between open and confined spaces.
)e variables of three fuel thickness and five initial tem-
peratures are considered in open space, and the charac-
teristics of mass loss rate, flame height, and fire plume
temperature are quantitatively analyzed and compared. )e
variations of mass loss rate, flame height, and fire plume
temperature apparently increase as the fuel thickness in-
creases from 0.5 cm to 1.0 cm, whereas the insignificant

influence of fuel thickness on the corresponding burning
characteristics as the fuel thickness increases from 1.0 cm to
2.0 cm. )e mass loss rate is less sensitive to the initial
temperature of transformer oil, but the flame height and fire
plume temperature significantly rise with the initial tem-
perature. Moreover, the modified models to predict the
flame height and fire plume temperature for 25°C initial
temperature conditions are proposed. For cases that burning
in the chamber, the flame height is higher and will rapidly
increase to the maximum, then decreases, and tends to be
stable, which is obviously different from the oil pool fire
burning in an open space. In addition, when the diameter of
the oil pool is 30 cm and the temperature in the chamber
reaches 270°C, the adjacent oil pool can be ignited by a high-
temperature ignition source. At the time the temperature of
the upper part of the chamber comes to 600°C, fresh air
added to the chamber will cause a burning blast.

Based on the results of this study, the quality of trans-
former oil and the size of pool fire formed by flowing
transformer oil have a significant influence on the scale of
fires. In addition, despite its high flash point, the transformer
oil has the potential to be ignited by a nearby large enough
fire source. )erefore, in the process of use, transportation,
and storage of transformer oil, the total amount of trans-
former oil should be fully considered and it should be kept
away from other dangerous combustibles. A further study is
in progress to investigate the effects of spacing and size on
the ignition and combustion characteristics of multiple oil
pools in a confined space. Moreover, the characteristics of
large-scale fires for transformer oil will be also studied.
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In the construction of the metro, the development and operation of large-scale underground space in the city cause the
construction of metro tunnels near the original underground structures, and the complex environment for passing structures at
close range has increased signi�cantly. Comparing the actual load data of the actual project with the data obtained with the
proposed new method, it is proved that the predicted load range corresponds essentially to the measured average curve of the
project, which is commonly used with the experimental load formula. Subsequently, the load calculation method is used to guide
the construction of the composite base of the protective cutting pile of one of the Zhengzhou metro lines under the existing
masonry structure. Based on the existing building damage grade evaluation standards, the professional house inspection agency
checked the intersection of the tunnel and the building space and realized that the main structure of the house during the tunnel
construction process would be still safe; thereby, Zhenghe Community Building 1# can be used normally after partial repairs.

1. Introduction

�e pile-soil composite foundation is considered as a
composite soil and provides an e�cient approach to shield
loading when the composite foundation of the shield shear
pile group penetrates the existing masonry structure.
Compared with the past, recent projects are large-scale and
more adjacent to underground systems, even touching
underground piles. It can cause severe environmental
problems of rock and soil such as tilting, cracking, and even
collapse of the building. �is not only a�ects the routine use
of buildings and causes signi�cant economic losses but also
poses a serious threat to the lives and property of nearby
residents. When there are buildings at the top of the tunnel,
subsidence and soil deformation are di�erent from buildings
without buildings. Hence, internal and external researchers
have conducted extensive research on the impact of un-
derground tunnel construction on adjacent structures.
Finno et al. in connection with theoretical/analytical ex-
plorations of the problem [1] created a new building model
under reasonable and simple conditions. �ey used this

model to study surface displacement due to shield drilling.
Han et al. [2] revised the pack formula [3] and proposed a
method for predicting the building sitting curve by con-
sidering the structural rigidity of the building—the sti�ness
correction method, but this method is only suitable for
building seats with a Gaussian distribution curve. Match
Ouyang et al. [4] considered the e�ect of building sti�ness
but did not consider the sti�ness of the foundation. Using
the principle of equivalent sti�ness, the building was
equivalent to a layer of soil with similar properties to the
subsoil using the Verruijt and Booker solution. �e calcu-
lation formula is derived for the settlement of buildings on
the surface resulting from the construction of the shield. �e
performance of the shield device is mainly re¡ected by its
operating parameters such as forward speed, thrust, torque,
and rotation speed of the cutter head [5].

According to the measured analysis method, Shen [6]
analyzed the subsidence and slope characteristics of the
buildings resulting from the construction of the shield based
on an engineering example of the shield section passing
through a subset of buildings on Line 1 of the Chengdu
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Metro. Sun and Guan [7] monitored the installation of the
floor and ceiling of the building resulting from the con-
struction of a two-lane bumper, along with the case of
HangzhouMetro Line 1 from the underpass of 13 residential
complexes. It was found that the next meeting of the ma-
sonry structure, which is considered to be the ratio of the
accumulated meeting, is obviously more than the natural
surface meeting. Xu et al. [8] analyzed the measured data of
the shield tunneling stage and studied the characteristics and
rules of building deformation due to the shield tunneling.
Based on typical engineering examples of six subway tunnels
that pass under buildings in the Beijing city, as mentioned by
Sun et al. [9], they show that the bending point of the
significant impact zone of the base depression is about 0.3 to
0.6 H from the tunnel axis, and the depression law almost
follows Peck’s correction formula.

Given the development of a finite element method for
such a problem, Milliziano et al. [10] used a 2D numerical
method to analyze the impact of tunnel construction on a
particular masonry structure and obtain the building sub-
sidence curve. Peng et al. [11] used a three-dimensional
numerical analysis method to calculate the building struc-
ture subsidence resulting from the construction of a two-line
parallel shield tunnel. Giardina et al. [12] studied the in-
teractions between sand-tunnel-ground structures through
3D numerical simulation and concluded that the impact of
tunnel drilling on buildings is not just relative stiffness
between soils and soil it depends, but it also depends on the
weight of the building. Ding et al. [13] simulated the effect of
shield drilling on the building stress distribution through the
finite element method and proposed reinforcement mea-
sures to improve the rigidity and integrity of the building
based on the finite element simulation results. Most of the
above research focuses on ground subsidence resulting from
the construction of shield tunnels and uneven subsidence of
buildings. Quantitative analysis and research have been done
on the selection of construction parameters when the shield
penetrates into the masonry structure.

Here, based on the underlying structure of the composite
base structure of the Zhengzhou Metro Line 5 bumper pile-
cutting group, theoretical calculations are used to obtain the
recommended values of construction parameters such as
total thrust, total torque, and injection pressure length.
Making a shield candle: along with the actual on-site
measurements, the settling rules and the deformation of the
masonry structure are analyzed during the construction
process of shield pile-cutting piles. Finally, the theoretical
results obtained with the observed data for the shield
construction parameters are successfully confirmed. Suc-
cessful completion of a project can certainly be a reliable
source for similar works in the future.

2. Materials and Methods

2.1. Engineering Background. Currently, research on pro-
tective structures in such layers mainly focused on con-
struction technology innovation, excavation surface stability
and configuration, and cutter and cutting headwear. [14] For
the shield section of ZhengzhouMetro Line 5 with staggered

assembly construction, the geometrical data are as follows:
the length of the left tunnel is 1214.457m, the maximum
longitudinal slope of the line is 26.78%, the minimum slope
is 2%, and the minimum radius of curvature of the shield
tunnel is 400m, and the buried depth of the interval tunnel is
in the range of 15.7 to 28.5m.)e inner and outer diameters
of the segment, thickness, and width in order are 5.5, 6.2,
0.35, and 1.5m.)e concrete strength is categorized into the
group C50, and the impermeability grade is P12.

)e mileage of the left line of the interval section is
DK13+ 662.558∼DK13+ 711.322 (685∼715 ring, length is
about 48.764m) obliquely crosses the 7-story masonry
structure in the northwest-southeast direction, and the height
is 18.8m. )e foundation adopts reinforced concrete strips,
the foundation concrete is C30, there is no basement, and it
was constructed in 2007. )e foundation is cement deep
mixing pile composite foundation Ø500@950, the pile length
is 11.5m, and the pile end extends into the bearing layer not
less than 750mm.)e shield machine will cut off the cement-
soil mixing pile of the original building by 2.6∼3.7m. )e
number of left-line shields that invaded the mixing piles was
about 175, accounting for about 16% of the total piles of the
masonry structure composite foundation. )e thickness of
the top cover of the shield tunnel’s lining structure crossing
the masonry structure section is 12.1～13.5m. )e geo-
graphical location of the project is shown in Figure 1.

2.2. Geological Conditions. )e principle of operation of this
method is to cut the soil from the front cutter and transfer it
out of the cave by transport vehicles, while the next part is
done by jacks [15]. )e site of the shield section belongs to
the alluvial plain of the Yellow River. )e layer at a depth of
30meters of the site is mainly the Holocene Quaternary layer
(Q4), and the initial layer is 0–20meters of sand silt, clay silt,
and silt clay with silt and fine sand. )is layer varies from
medium-dense to fine-grained sand. )e tunnel structure is
mainly located in the fine sand layer and the silty clay layer.
)e depth of cover above the tunnel is 12.1 to 13.5meters,
and the water depth above the tunnel varies in the range of
4.4 to 6.4meters. Figure 2 shows the shield tunneling in
different layers, and Table 1 shows the soil parameters.

3. Suggested Values for Construction
Parameters of Shield Cut Piles

During the tunneling process, the propulsive torque provided
by the multiple inverter motor is transmitted from the
planetary reducer and the pinions to the gears that are
permanently attached to the cutting head [16]. Under normal
conditions of construction, the impedance of drilling piles to
cut the shield to the ground and the composite foundation
should be reduced. )e main construction parameters to be
determined are total thrust, total torque, injection pressure,
advance speed, and cutting head speed [16].

3.1. Prediction of the Total /rust and Total Twist.
Regardless of the load transfer effect of the pile, the com-
posite gravity method is adopted, and the displacement
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effect of the pile on the soil is considered. )e composite
foundation reinforcement area is regarded as a composite
soil body, and the gravity of the composite soil body is
determined by the following equations:

m �
πd

2

4l
2 (Plane and squar layout of piles), (1)

wherem is the replacement rate of composite foundations (a
dimensionless factor), d denotes the pile diameter in meter,
and l is the pile spacing of unit meter. Further,

c′ � mcp +(1 − m)cs, (2)

where c′/(kN/m3) is the weight of the composite soil;
cp/(kN/m

3) is the weight of the pile material; and
cs/(kN/m

3) is the weight of the natural foundation soil. )e
calculations performed and the results obtained are shown
in Table 2 [17].

Krause [18] evaluated the construction load data of 397
Japanese and 12 German shields and proposed the following

empirical calculation formulas for total thrust force and total
shield torque:

F � βD
2
,

T � αD
3
,

(3)

where F/kN is the total thrust of the shield, T/(kN·m) is the
total torque, D/m is the shield’s diameter, α and β are
empirical coefficients whose values chiefly rely on the for-
mation conditions, shield type, and shield structure. At
present, the commonly used value ranges of the earth
pressure balance shield in examining engineering problems
are α� 8∼23 and β� 500∼1200 [19]. It is noteworthy that the
above experimental formula is strongly influenced by the
diameter of the bumper machine. When the diameter of the
bumper machine is small, the total thrust force and the total
torque obtained will be very small, which is reflected in the
insufficient thrust and cutting ability during the protective
tunneling. Conversely, in the case of a larger diameter
bumper machine, the bumper tunneling and drilling ability
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Figure 1: Relative position of the Zhenghe 1#: (a) schematic plane location of the tunnel and Zhenghe 1# building; (b) schematic elevation of
the tunnel and Zhenghe 1# building.

Advances in Civil Engineering 3



cannot be fully utilized. Based on the experimental formula,
the total thrust and total torque intervals of the shield are
relatively wide, and determining the best construction pa-
rameters while cutting the piles is somewhat difficult and
more accurate calculations are required [5].

As shown in Figure 3, when the shield machine ex-
cavates the composite foundation pile group under-
ground, the power system of the shield machine provides
the total thrust F and the full torque T to overcome the
resistance and the resistance torque during the excavation.
In Figure 3, the main factors affecting the total thrust of
the shield are explained in the following: F1 is the

frictional resistance between the shield shell and the soil,
F2 is the frontal resistance of the excavation surface, and F3
is the penetration resistance of the cutter head. )e main
factors affecting the total torque of the shield are as fol-
lows: T1 is the friction torque generated by the front of the
cutter head and the composite soil, T2 is the friction
torque generated by the side of the cutter head and the
composite soil, and T3 is the torque between the stirring
rod and the muck in the sealed chamber, resulting in
stirring torque [15]. )e remaining impacts are fairly
small and will not be considered in this analysis.
According to the mechanical balance relationship:

①1 Miscellaneous soil

②31A Clayey silt

②32 Clayey silt

②33 Clayey silt

②22 Silty clay
②34 Silty clay

②41 Silt
②51 Fine sand
②52A Clayey silt

②52 Find sand

②23 Silty clay

89

44
47
50
53
56
59
62
65
68
71
74
77
80
83
86

Elevation (m)

85.6 85.2 85.7 85.4 85.1 85.6 85.9North DK8+328.226

Zhenghe 1#building

Sorth

Figure 2: Shield crossing geological section.

Table 1: Parameters of soils.

Numbering Layer C (kPa) φ (°) μ c (kN/m3) )ickness (m)
①1 Fill soil 20 20 0.333 18 2.7
②31A Clay silt 20 22.1 0.296 18.9 2.6
②32 Clay silt 19.9 21.2 0.301 19.4 2.9
②21 Silty clay 29.5 16.4 0.355 19.6 1.0
②33 Clay silt 19 20.4 0.324 19.9 1.5
②22 Silty clay 31.2 15.6 0.375 19.4 3.0
②34 Clay silt 19.3 20.7 0.333 20.2 2.5

Table 2: Heaviness of the composite soil.

Soil layer number Name )e natural weight of soil (kN/m3) Composite soil weight (kN/m3)
①1 Fill soil 18.0 18.4340
②31A Clay silt 18.9 19.1387
②32 Clay silt 19.4 19.5302
②21 Silty clay 19.6 19.6868
②33 Clay silt 19.9 19.9217
②22 Silty clay 19.4 19.5302
②34 Clay silt 20.2 20.1566
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F � F1 + F2 + F3, (4)

T � T1 + T2 + T3. (5)

)e normal stress σN acting on the shield shell is as
follows:

σN � σy sin θ + σz cos θ. (6)

σz � 􏽘 ci
′hi + P0, (7)

σx � σy � K0 􏽘 ci
′hi + P0􏼐 􏼑, (8)

where ci
′ and hi in order are the gravity and thickness of ith

layer of the composite soil, and p0/kPa is the building’s
additional load. )e latter factor is estimated according to
the “Code for Loads of Building Structures” (GB50009-2012)
[20]: P0 � 7 (number of floors)× 18 kPa (load on each floor of
residential buildings) + 20 kPa (load on basement) + 10 kPa
(foundation load)� 156 kPa, and K0 is the static lateral
pressure coefficient of the soil, which can be evaluated by the
semi-empirical formula K0 � 1 − sin ϕ. )rough multiply-
ing equation (6) by the friction coefficient μ1 and integrating
the resulting expression over the contact area, the friction
resistance F1 between the shield shell and the composite soil
is obtained as follows:

F1 � 2􏽚
L

0
􏽚
π

0
σy sinθ + σz cosθ􏼐 􏼑μ1rdθdl

� 4K0μ1r 􏽘 ci
′hi + P0􏼐 􏼑L.

(9)

In (9), we assume μ1 � 0.3 [21], L/m is the length of the
shield shell, and r/m is the radius of the shield machine. )e
frontal resistance F2 of the excavation surface is calculated
according to the static earth pressure. )e frontal strength is
equal to the sum of the ground pressure due to the gravity of
the composite body and the additional load on the building:

F2 � 􏽚
2π

0
􏽚

D

2
0

K0c′(H − r sin θ)rdrdθ

+ K0P0 �
πD

2

4
K0c′H + K0P0,

(10)

where H/m indicates the vertical distance between the
ground and the axis of the cutter head of the bumper device.
Cutter head penetration resistance, F3, is calculated as
follows:

F3 � DπL′ tanφ 􏽘 ci
′hi + P0􏼐 􏼑 + c􏽨 􏽩, (11)

where L′ is the length of the notched ring, and its value is
estimated to be the ratio of the shield’s tunneling speed to the
cutter head’s rotating speed. )e frictional torque T1 be-
tween the front of the cutter head and the composite soil is as
follows:

T1 � 􏽚
2π

0
􏽚

D

2
0

1 − η2􏼐 􏼑K0μ2c′(H − r sinθ)r
2drdθ(1 − η)

2πD
3

12
K0μ2c′H,

(12)

where μ2 the coefficient of friction between the cutting head
and the soil. Normal tension on the cutter consists of two
parts: the vertical stress σ2 and the lateral stress σy. )en, the
friction torque (i.e., T2) between the side of the cutter head
and the composite soil can be calculated as follows:

T2 � 􏽚
2π

0
r
2μ2c′t(H − r sinθ)sin2 θdθ

+ 􏽚
2π

0
r
2μ2c′tKa(H − r sinθ)cos2 θdθ

� πr
2 1 + Ka( 􏼁μ2c′Ht,

(13)

where t denotes the width of the cutter head’s outer edge,
and Ka is the active earth pressure coefficient. )e stirring

H
m

H

D D

R

θ

Dm

r m

σz

σy

F3 F2

F1

Lt

T
F

T1

T2

T3

Figure 3: Force analysis of the shield tunneling.
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torque (i.e., T3) generated between the stirring rod and the
residue in the sealed chamber is given as follows [21]:

T3 � 􏽘
n

c′HmDmlmrmμ3, (14)

whereHm/m is the vertical distance between the ground and
the stirring rod,Dm and lm are the diameter and length of the
stirring rod, respectively, rm is the distance between the
stirring rod and the central axis of the shield cutter head, μ3
is the coefficient of friction, and n is the number of stirring
rods. In summary, equations (5), (9)–(11) give the theo-
retical calculation formula for the total thrust during the
penetration of the shield cut pile group composite foun-
dation as follows:

F � 2K0μ1r 􏽘 ci
′hi + P0􏼐 􏼑L +

πD
2

4
K0c′H

+ K0P0 + DπL′ tanφ 􏽘 ci
′hi + P0􏼐 􏼑 + c􏽨 􏽩.

(15)

Based on equations (5), (12), (13), and (14), the theo-
retical formula for the total torque would be derived as
follows:

T � (1 − η)
πD

3

12
K0μ2c′H + πr

2 1 + Ka( 􏼁μ2c′Ht

+ 􏽘
n

c′HmDmlmrmμ3.
(16)

3.2. Propulsion and Cutter Head Speed. During the entire
construction of the shield cut pile group composite foun-
dation traversing the existing masonry structure, the shield
advancement speed is maintained at a uniform speed,
controlled within the range of 10 to 20mm/min. Progress
rates can be appropriately accelerated or reduced according
to ground speed and building monitoring conditions. )e
speed setting range of the cutter head during pile cutting is
1.07 to 1.12 r/min.

4. Comparative Analysis of Shield Cutting Pile
Cutter Head Force Calculation

)e total thrust (F) and the total torque (T) of the shield are
calculated using the suggested load calculation method for
shield cutting pile excavation, and then, these values are
compared with the actual measured values of the project.
)e selected pile-cutting engineering section of Zhengzhou
Metro Line 5 has a total of 31 tunnels. Figures 4 and 5 show
the total thrust and total torque curves predicted by the
proposed calculation method and those measured by the
project. Besides, the empirical formula estimates are given as
load range. )e comparison shows that the load range
obtained based on the calculation method proposed in this
study is basically the same as the measured average curve of
the project. Compared with the current commonly used load
empirical formula to estimate the range, the prediction
accuracy has been greatly improved. In addition, as shown in
Figure 6, this study calculated the proportion of each load

component in the total load in the project. )e penetration
resistance of the cutter head is 40.3% of the total drift. For
the front of the cutter head and the composite soil, the
friction torque makes up 81.2% of the total torque, which is
the load ratio with the highest ratio.

In summary, the calculation method of cutter head load
when shield cutting piles is proposed in this study can be
used as a supplement to the empirical formula, providing
more comprehensive and effective theoretical guidance for
the current shield cutting pile construction and design. Of
course, there is still a certain difference between the load
calculation and the actual load. )e work of this study aims
to establish an effective method for determining the load
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range of shield cutting pile excavation that is convenient for
engineering applications. )erefore, the pile-soil composite
foundation is equivalently simplified in the calculation
model, and only several main load action forms and themost
critical influencing factors, in the follow-up research work,
will improve and refine the calculation model in this study,
to further provide prediction accuracy.

5. Building Deformation Monitoring during
Shield Cutting Pile Tunneling

5.1. Monitoring Data Analysis. Under the requirements of
“Urban Rail Transit Engineering Monitoring Technical
Specifications” [22] and “Urban Rail Transit Engineering
Measurement Specifications” [23], combined with the
geological conditions of the project and the characteristics of
the building, the building settlement monitoring points
along the outer wall of the building are separated about 10 to
15m. Concerning the outer wall, there should be a moni-
toring point control layout at the corners. )e measuring
points are arranged clockwise at the corners of the building,
marked F1∼F19 (i.e., 19 measuring points in total). )e
layout of the deformation monitoring points of Zhenghe 1#
building is shown in Figure 7.

Prior to passing through the composite base of the cut
tunnels in the bumper tunnel, # 1 building was closely
monitored for deformation to fully understand the condi-
tion and safety level of # 1 building. As shown in Figure 8(a),
the monitoring results show that the maximum differential
subsidence between the south and north facades of the
Zhenghe 1# building and the maximum distortion are
0.55mm/m and 3.05 × 10–3 rad/m, respectively. Currently,
in the actual measurement and analysis of the impact of
shield tunnel intersection construction on existing buildings,
the greatest concern of buildings is whether the cumulative
assembly exceeds the control standard after the assembly has
been established. )e more in-depth research is only about
the settlement along a particular facade of the building.
However, during the shield tunnel’s excavation process,
there is a considerable time difference in the cutter head
reaching the two facades of the building.)is issue will cause

these facades’ settlement to be inconsistent, producing
permanent distortion of the building. )is study mainly
analyzes the distortion and deformation characteristics of
the masonry structure caused by the underpass of the shield
pile group pile composite foundation. Figures 8(b)–8(d),
respectively, present the change in the settlement surface at
each critical moment during the bottom plane of Zhenghe 1#
building under the left-line tunnel cut pile composite
foundation. Based on the sequence of tunnel construction,
we select three critical moments for analysis. Figure 8(b)
shows the case when the left-line shield cutter cuts into the
composite foundation and starts to cut piles (indicated by
time B). Figure 8(c) corresponds to when the shield’s tail on
the left line breaks out of the composite foundation, and the
pile cutting is completed (indicated by time C). Finally,
Figure 8(d) is related to the case of stabilized settlement of
the building (don’t use time D to indicate).

It can be observed from Figures 8 and 9 that during the
whole process of the left-line cut pile composite foundation of
the shield tunnel, most of the measurement points on the
bottom plane of the building showed settlement. )e north
facade’s maximum settlement was approximately the same as
that of the south front, and its value is twice the maximum
settlement at the intersection of the tunnel and the building
space. Nevertheless, the settlement of the measurement points
on the same plane is quite different, indicating the occurrence
of distortion in the bottom plane, and the magnitude of the
distortion is constantly changing with the shield construction
process. After stabilizing the settlement, the bottom plane of
the building was permanently twisted and deformed.
According to Table 3 and Figures 8 and 9, the locations where
the largest differential settlement and the largest distortion of
the building occur are close to the central axis of the left tunnel.
Among understudy critical times, the largest differential set-
tlement for the north-south façade would be 8.42mm/m,
detectable at time C, and the maximum distortion occurs at
time B, whose value is 3.376×10−2 rad/m.When the settlement
is finally stabilized at time D, the maximum values of settle-
ment, differential settlement, and distortion of the building’s
measuring point would be −10.98mm, 8.37mm/m, and
3.12×10−2 rad/m, respectively.
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Figure 6: Percentage of various forces in the shield cutter head load.
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Figure 8: Deformation of buildings at various critical moments of shield cutting pile group construction. (a) Deformation of buildings when
shield tunnels are not under construction. (b))e left-line shield cutter head starts to cut the pile group composite foundation. (c) Left-line
shield tail separated from pile group composite foundation. (d) )e shield tail of the left line is away from the pile group composite
foundation for 15 days.
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5.2. Zhenghe 1# Safety Evaluation Based on Existing
Deformation. According to the judgment criteria of Yang
and Zhang [24] based on the scrutiny of Rankin [25], the
proposed damage grade correction evaluation standard
considering both differential settlement and distortion of the
building has been provided in Table 4. )e damage degree of
Zhenghe 1# building before the shield tunnel is negligible, and
the risk level would be equal to 1. According to Table 3, the
maximum differential settlement of the north and south
facades of Zhenghe 1# building at each moment is less than
10mm/m, and the maximum distortion value of the building
is less than 4×10−2 rad/m. On the other hand, the maximum
values of distortion and differential settlement of the building
are also less than 5% of their maximum allowable values.

According to the building damage grade evaluation mark
given in Table 4, after the shield cutting pile group composite
foundation is penetrated, the damage degree of Zhenghe 1#
building is medium, and the risk grade would be 3. Since the
largest differential settlement and the largest distortion are
located at the diagonal intersection of the tunnel and the
building, the corresponding location of Zhenghe 1# building
should be tested to see whether necessary reinforcement and
repair measures are required. After examination by a pro-
fessional house inspection agency, it was found that the main
structure of the house is still safe during the tunnel con-
struction process. Further, the 1# building of Zhenghe
Communitymeets the normal standards of the building usage
and can be utilized normally after partial repair.
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Table 3: Maximum differential settlement and maximum distortion of the building at each critical moment in the construction of shield cut
group piles.

Monitoring items Time A Time B Time C Time D
Maximum differential settlement (mm/m) 7.43 8.18 8.42 8.37
Maximum distortion (rad/m) 1.65×10−2 3.376×10−2 3.368×10−2 3.12×10−2

Table 4: Building damage grade evaluation standard.

Risk
level

Maximum
slope

Differential settlement∗
(mm/m)

Building distortion∗
(rad/m) Risk description

1 ＜1/500 ＜2 ＜4×10−3 Ignorable: shallow damage is unlikely

2 1/500∼1/200 2∼5 4×10−3∼1× 10−2 Minor: may be damaged in shallow parts, but has no effect
on the structure

3 1/200∼1/50 5∼20 10−2∼4×10−2 Moderate: shallow damage, possible structural damage,
possible related rigid pipe damage

4 ＞1/50 ＞20 ＞4×10−2 Serious: building structure damage, rigid pipeline damage,
possible other pipeline damage

Note.∗ newly added evaluation annotations by Yang and Zhang [24].
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6. Conclusions

From the engineering point of view, a comprehensive
analysis of the cutter head force during cutting the piles by
the shield machine is carried out. To this end, the pile-soil
composite foundation is equivalently simplified into a
composite soil body, and the calculation formula for the
cutter head load when the shield machine cuts the composite
foundation pile group is given. Based on the above method,
the comparison of the total load of the cut pile group under
the masonry structure of Zhengzhou Metro Line 5 with the
actual measured value is performed and it is observed that
the suggestedmethod can effectively predict both total thrust
and torque during the excavation of the shield pile group.
)e load calculationmethod in this study is used to guide the
construction of the shield-bored cut pile composite foun-
dation of Zhengzhou Metro Line 5 through the existing
masonry structure. By monitoring the deformation of
Zhenghe 1# building, the final maximum differential set-
tlement of the north and south facades of the building and
the maximum distortion are 8.42mm and 3.376×10−2 rad/
m. Analysis of monitoring data shows that the differential
assembly and the distortion of the masonry structure are in
the safe range.
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Reasonable assessment of long-term prestress loss and crack resistance is essential to ensure the service performance of prestressed
concrete (PC) bridges. In this paper, a novel prediction model of long-term prestress loss considering the coupling effect of
shrinkage and creep of concrete, prestressing steel relaxation, and presence of nonprestressing steel as well as the corrosion of
prestressing and nonprestressing steel is proposed.0en, the probability analysis approach of long-term prestress loss considering
the uncertainties of calculation parameters and models is introduced. Moreover, the assessment approach of crack resistance of
local and overall structure is also developed, taking into account the effect of corrosion and time-dependent long-term prestress
loss.0e previously proposed approaches are applied to a three-span PC box-girder bridge. It is found that the prediction results of
long-term prestress loss have high uncertainty, and the upper bound of long-term prestress loss at the confidence level of 95% is
approximately 50% higher than the result obtained by deterministic analysis. 0e effect of corrosion on the long-term prestress
loss is basically negligible, and the crack resistance of bottom slab and web is more sensitive to the coupled effect of corrosion and
long-term prestress loss than that of top slab. Additionally, setting vertical prestressing tendons is conducive to improving the
crack resistance level of web and whole section.

1. Introduction

Reasonable prediction of long-term prestress loss is the basis
for durability assessment of prestressed concrete (PC)
structures in service [1–3]. For structures whose long-term
performance changes will significantly affect the overall
performance, such as long-span PC box-girder bridges,
long-term prestress loss is not only closely related to un-
expected cracking and excessive deflection [4, 5] but also
critical to the formulation of maintenance strategies. In
addition, concrete cracking caused by prestress loss or en-
vironmental attack is one of the typical defects of PC box-
girder bridge [6]. Concrete cracking not only significantly
reduces the section stiffness and increases the bridge de-
flection but also accelerates the corrosion of prestressing and
nonprestressing steels. 0ese result in a reduction of service
performance and durability of structure. 0erefore, partic-
ular attention should be given to reasonable assessment of

long-term prestress loss and time-dependent crack resis-
tance of box-girder bridges.

Prediction of long-term prestress loss in current codes is
mainly formed by the following three methods: (1) the time-
step analysis methods were adopted by the ACI-209 code [7]
and PCI Bridge Design Manual [8]; (2) the subitem su-
perposition methods were used in the CEP-FIB 90 code [9],
AASHTO LRFD specification [10], and JTG3362-2018
specification [11]; (3) the overall estimation methods were
recommended by the AASHTO specification [12] and
NCHRP 496 report [13]. Although these methods are widely
used, most of them have more or fewer defects. For example,
the effect of nonprestressing steel on long-term prestress loss
is neglected in the CEB-FIP 90 code. 0e coupled effect of
concrete shrinkage and creep is not considered in the
JTG3362-2018 specification. 0erefore, some scholars have
actively explored other methods to overcome the short-
comings of the aforementioned methods. Considering the
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effects of concrete shrinkage and creep, Cao et al. [14]
improved the prestress loss prediction model caused by
prestressing steel relaxation in Chinese code JTG D62-2004
[15]. Additionally, different prediction models of long-term
prestress loss are proposed based on the internal force
equilibrium and strain compatibility conditions [16, 17] or
the finite element method [18, 19]. However, existing
methods do not analyse the coupled effect of corrosion,
concrete shrinkage and creep, prestressing steel relaxation,
and presence of nonprestressing steel and also ignore the
uncertainty of time-dependent prestress loss.

Since the reliability-based assessment method of long-
term service performance of PC structures can effectively
deal with the time-dependent and uncertainty of influencing
parameters, it has gradually become a research hotspot in
this field. Pillai et al. [20] developed a time-dependent
predict method of service reliability (mainly related to crack
resistance) of posttensioned (PT) segmental concrete
bridges under different corrosion environments and load
models. Stewart and Mullard [21] developed a probability
calculation model of severe cracking of concrete surface
under different durability design specifications, and the
corresponding research results provide better guidance for
the design of concrete structures. Based on the definition of
the limit state that the main tensile stress of concrete in the
web reaches the specified allowable stress value, Chen [22]
established a probability assessment model of web cracking
of box-girder and carried out the sensitivity analysis of web
crack resistance. However, these studies ignore the coupled
effect of concrete shrinkage and creep, time-dependent
prestress loss and corrosion, and the variation regularity of
local and overall crack resistance of structure, which are also
not involved. A few scholars use the probabilistic finite
element analysis method to make up for the shortcomings of
the above research. For example, Guo et al. [23, 24] de-
veloped a reliability assessment of PC box-girder bridges
under the combined action of creep, shrinkage, and cor-
rosion based on an advanced probabilistic finite element
method. Based on the finite element grillage model, Tu et al.
[25] proposed a computational probabilistic framework for
time-dependent reliability analysis of widened concrete
highway bridges considering shrinkage and creep of con-
crete. Tong et al. [26] estimated the coupled effects of
concrete shrinkage, creep, and cracking on the long-term
behavior of postconnected prestressed steel-concrete com-
posite girders by using the three-dimensional finite element
model. Although the probabilistic finite element method can
consider the complex spatial stresses, the coupling effect of
various factors, and uncertain parameters, its computational
cost is very high, and the rationality verification of the finite
element model is also difficult. 0erefore, it is urgent to
develop a theoretical assessment method of crack resistance
of PC structure under the multivariable coupling effects.

0e objective of this study is to propose a novel pre-
diction model of long-term prestress loss under the coupled
effect of multiple factors and then to assess the reliability

degradation of cracking resistance of box-girder bridges
considering the effect of prestress loss on concrete stress.
First, the well-established step-by-step approach is adopted
to estimate long-term prestress loss in combination with the
coupled effect of shrinkage and creep of concrete, pre-
stressing steel relaxation, and presence of nonprestressing
steel as well as corrosion of prestressing and nonprestressing
steel. 0en, the uncertainty analysis approach of long-term
prestress loss is introduced. After that, the assessment ap-
proach of crack resistance of local and overall structure
considering the effect of corrosion and long-term prestress
loss is also proposed. Finally, the long-term prestress loss,
effective prestressing force, and crack resistance of a three-
span PC box-girder bridge are analysed.

2. Prediction Model of Long-Term
Prestress Loss

2.1. Derivation of Prediction Model. To predict long-term
prestress loss more reasonably, the well-established step-by-
step method (denoted as SSM) with higher accuracy pro-
vided in [27, 28] is adopted to perform superposition cal-
culation of long-term prestress loss, taking into account the
coupled effect of shrinkage and creep of concrete, pre-
stressing steel relaxation, and the presence of non-
prestressing steel. In addition, the effect of corrosion on the
cross-sectional area of prestressing and nonprestressing steel
is also integrated into the calculation process.

In the calculation process, the assumptions of plane
cross-section, linear behavior, and uncracked state of con-
crete, perfect bond performance between concrete and
prestressing as well as nonprestressing steels are used. 0e
age of concrete at loading, t0, to the calculation time of
prestress loss, t, is divided into w time intervals, and each
time interval has the same length of (t − t0)/w. 0e pa-
rameters, such as stress and cross-sectional area of pre-
stressing and nonprestressing steel, are assumed to be
constant in a small-time interval. For any time interval [ti-1,
ti], when the external load remains constant, the cross
section of members must satisfy the equilibrium equation of
internal force increment, compatibility equation of strain
increment, and the corresponding constitutive equation of
each material.

2.1.1. Equilibrium Equation of Internal Force Increment.
0e relationship between the concrete compressive force
increment ΔFc(ti− 1, ti), the internal force variation of
nonprestressing steels ΔFs(ti− 1, ti), and the tensile force loss
of prestressing tendons ΔFp(ti− 1, ti) in time interval [ti-1, ti]
can be expressed as

ΔFc ti− 1, ti( 􏼁 + ΔFp ti− 1, ti( 􏼁 + ΔFs ti− 1, ti( 􏼁 � 0. (1)

0en, the stress changes of concrete at the centroid of
prestressing tendons and nonprestressing steels in time
interval [ti− 1, ti] can be further derived, which are

2 Advances in Civil Engineering



Δσc,p ti− 1, ti( 􏼁 � −
1

Ac ti( 􏼁
Δσp ti− 1, ti( 􏼁Ap ti( 􏼁 1 +

e
2
p ti( 􏼁Ac ti( 􏼁

Ic ti( 􏼁
⎛⎝ ⎞⎠ + Δσs ti− 1, ti( 􏼁As ti( 􏼁 1 +

ep ti( 􏼁es ti( 􏼁Ac ti( 􏼁

Ic ti( 􏼁
􏼠 􏼡⎡⎢⎢⎣ ⎤⎥⎥⎦, (2)

Δσc,s ti− 1, ti( 􏼁 � −
1

Ac ti( 􏼁
Δσs ti− 1, ti( 􏼁As ti( 􏼁 1 +

e
2
s ti( 􏼁Ac ti( 􏼁

Ic ti( 􏼁
􏼠 􏼡 + Δσp ti− 1, ti( 􏼁Ap ti( 􏼁 1 +

ep ti( 􏼁es ti( 􏼁Ac ti( 􏼁

Ic ti( 􏼁
􏼠 􏼡􏼢 􏼣, (3)

where Ac (ti) and Ic (ti) are the area and inertia moment of
net cross section of concrete at time ti, respectively. Ap (ti)
and As (ti) are the cross-sectional areas of prestressing
tendons and nonprestressing steels at time ti, respectively.
Δσp(ti− 1, ti) and Δσs(ti− 1, ti) are the stress changes of pre-
stressing tendons and nonprestressing steels in time interval
[ti− 1, ti], respectively. ep (ti) and es (ti) are the eccentricity
from the centroid of prestressing tendons and non-
prestressing steels to the centroid of concrete cross section at
time ti, respectively.

2.1.2. Compatibility Equation of Strain Increment.
Figure 1 shows the strain increment of a typical cross section
of the bonded PC box-girder member. According to the
strain increment compatibility between the prestressing
tendons, nonprestressing steels, and concrete at the same
height of box-girder section, the strain increment equation
in time interval [ti− 1, ti] is expressed as

Δεp ti− 1, ti( 􏼁 � Δεc,p ti− 1, ti( 􏼁, (4)

Δεs ti− 1, ti( 􏼁 � Δεc,s ti− 1, ti( 􏼁, (5)

where Δεp(s)(ti− 1, ti) and Δεc,p(s)(ti− 1, ti) are the strain in-
crement of prestressing tendons (nonprestressing steels) and
the concrete at its centroid, respectively.

For an uncracked PC box-girder, the total strain of
concrete at time t can be calculated by the age-adjusted
effective modulus method. 0e algebraic expression can be
written as [28]

εc(t) �
σc t0( 􏼁

Εc t0( 􏼁
1 + φ t, t0( 􏼁􏼂 􏼃 + 􏽘

t

tj�t0

Δσc tj􏼐 􏼑

Ec tj, t0􏼐 􏼑
1 + φ t, tj􏼐 􏼑􏽨 􏽩

+ εsh t, t0( 􏼁.

(6)

0en, the strain increment of concrete at the centroid of
prestressing tendons or nonprestressing steels can be derived
based on (6), and they are expressed as

Δεc,p(s) ti− 1, ti( 􏼁 � Δεcf p(s) ti− 1, ti( 􏼁 +
Δσc,p(s) ti− 1, ti( 􏼁

Εc ti( 􏼁
�
σc,p(s) t0( 􏼁

Εc t0( 􏼁
φ ti, t0( 􏼁 − φ ti− 1, t0( 􏼁􏼂 􏼃

+ 􏽘
i− 1

j�1

Δσc,p(s) tj− 1, tj􏼐 􏼑

Εc tj􏼐 􏼑
φ ti, tj􏼐 􏼑 − φ ti− 1, tj􏼐 􏼑􏽨 􏽩

+ εsh ti, t0( 􏼁 − εsh ti− 1, t0( 􏼁 +
Δσc,p(s) ti− 1, ti( 􏼁

Εc ti( 􏼁
.

(7)

When i� 1, the above formula can be simplified as

Δεc,p(s) t0, t1( 􏼁 � Δεcf p(s) t0, t1( 􏼁 +
Δσc,p(s) t0, t1( 􏼁

Εc t1( 􏼁

�
σc,p(s) t0( 􏼁

Εc t0( 􏼁
φ t1, t0( 􏼁 + εsh t1, t0( 􏼁

+
Δσc,p(s) t0, t1( 􏼁

Εc t1( 􏼁
,

(8)

where σc,p(s)(t0) is the initial stress of concrete at the cen-
troid of prestressing tendons (or nonprestressing steels)
generated by the effective prestressing force and external
load at time t0. Ec(t0) is the elasticity modulus of concrete at
time t0. φ(ti, t0) and εsh(ti, t0) are the creep coefficient and
shrinkage strain of concrete at time ti, respectively.
Δεcf p(s)(ti− 1, ti) is the free strain increment of concrete at

the centroid of prestressing tendons (nonprestressing steels)
without considering the constraint effect of prestressing and
nonprestressing steels. Ec (ti) is the elasticity modulus of
concrete, and it is expressed as [29]

Εc ti( 􏼁 �
Εc t0( 􏼁

1 + χ ti, t0( 􏼁φ ti, t0( 􏼁
, (9)

where χ (ti, t0) is the concrete aging coefficient, and it can be
calculated by (10) [9].

χ ti, t0( 􏼁 �
1

1 − 0.91e
− 0.686φ ti ,t0( )

−
1

φ ti, t0( 􏼁
. (10)

2.1.3. Constitutive Equations of Materials. Since the strain of
concrete at the upper and lower edge of uncracked box-
girder section is relatively small under the effect of pre-
stressing force and external load, the prestressing and
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nonprestressing steel as well as concrete can be considered in
elastic deformation stage. 0at is, their corresponding
constitutive equations can adopt the linear elastic model for
simplicity. It is worth noting that the prestressing steel re-
laxation does not cause the corresponding strain increment
of prestressing tendons, and the stress relaxation effect
should be reasonably reduced by the relaxation coefficient
because of the length change of prestressing tendons. 0us,
considering the effect of stress relaxation and reasonable
reduction, the stress-strain relationship of the prestressing
steel can be expressed as

Δεp ti− 1, ti( 􏼁 �
Δσp ti− 1, ti( 􏼁 − χrΔσpr ti− 1, ti( 􏼁􏽨 􏽩

Ep

, (11)

where Ep is the elastic modulus of prestressing tendons, χr is
the reduced relaxation coefficient, and its value can be taken
as 0.75 [17, 30]. Δσpr (ti− 1, ti) is the inherent relaxation loss in
time interval [ti− 1, ti] and can be calculated as [10]

Δσpr ti− 1, ti( 􏼁 �
log 24 ti − ti− 1( 􏼁􏼂 􏼃

45
σp ti− 1( 􏼁

fpy

− 0.55􏼢 􏼣σp ti− 1( 􏼁, (12)

where σp (ti− 1) is the stress value of prestressing tendons at
time ti− 1 and fpy is the yield stress of prestressed tendons.

By substituting (4) and (11) into (2) and the linear stress-
strain relationship of nonprestressing steel and (5) into (3),
the strain changes of prestressing tendons, nonprestressing
steels, and concrete at their centroids can be deduced as
follows:

Δεp ti− 1, ti( 􏼁 � Δεcp ti− 1, ti( 􏼁

�
Δεcf p ti− 1, ti( 􏼁 M + ms( 􏼁 − mpsΔεcf s ti− 1, ti( 􏼁 − M/EpNΔσpr ti− 1, ti( 􏼁 mp + 1/M mpms − m

2
ps􏼐 􏼑􏽨 􏽩

M + M/Nmp + ms + 1/N mpms − m
2
ps􏼐 􏼑

,

(13)

Δεs ti− 1, ti( 􏼁 � Δεcs ti− 1, ti( 􏼁

�
Δεcf s ti− 1, ti( 􏼁 N + mp􏼐 􏼑 − mpsΔεcf p ti− 1, ti( 􏼁 − mps/EpΔσpr ti− 1, ti( 􏼁

N + mp + N/Mms + 1/M mpms − m
2
ps􏼐 􏼑

,
(14)

where M � Ac(ti)Ec(ti)/[As(ti)Es] and
N � Ac(ti)Ec(ti)/[Ap(ti)Ep]. Es is the elastic modulus of
nonprestressing steel, mp(s) � 1 + e2p(s)(ti)Ac(ti)/In(ti), and
mps � 1 + ep(ti)es(ti)Ac(ti)/In(ti).

For the cross section of actual PC box-girder, the lon-
gitudinal nonprestressing steels are often constructed
according to the design code. As a result, their centroid is
often very close to the centroid of the concrete section [17].

Ap,t

As,b

Ap,b

As,t

εc (ti-1)

εs (ti-1)

εp (ti-1) ∆εp (ti-1,ti)

∆εs (ti-1,ti)

∆εc (ti-1,ti)es

Centroid of
concrete section
Centroid of non-
prestressing steels

Centroid of
prestressing tendons

ep

Figure 1: Strain increment of a typical box-girder section.
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0erefore, the value of es can be taken as 0, and the cor-
responding values of ms and mps are 1. 0en, (13) and (14)
can be rewritten as

Δεp ti− 1, ti( 􏼁 � Δεcp ti− 1, ti( 􏼁

�
Δεcf p ti− 1, ti( 􏼁(M + 1) − Δεcf s ti− 1, ti( 􏼁 − (M + 1)mp − 1/EpNΔσpr ti− 1, ti( 􏼁

M + 1 +(M + 1)mp − 1/N
,

Δεs ti− 1, ti( 􏼁 � Δεcs ti− 1, ti( 􏼁

�
Δεcf s ti− 1, ti( 􏼁 N + mp􏼐 􏼑 − Δεcf p ti− 1, ti( 􏼁 − 1/EpΔσpr ti− 1, ti( 􏼁

N + mp + N + mp − 1􏼐 􏼑/M
.

(15)

For the web section of the actual PC box-girder, the
centroids of vertical prestressing tendons, stirrups, and
concrete are basically the same [28]. As a result, the absolute
value of strain increment at their centroids is equal.
0erefore, (13) and (14) can be integrated and simplified as

Δεp ti− 1, ti( 􏼁 � Δεs ti− 1, ti( 􏼁

� Δεc ti− 1, ti( 􏼁

�
Δεcf ti− 1, ti( 􏼁N − 1/EpΔσpr ti− 1, ti( 􏼁

N + 1 + N/M
.

(16)

Finally, the prestress variation in time interval [ti− 1, ti]
can be further obtained according to the constitutive
equation, and then the corresponding prestress loss in this
period and the effective prestress value at time ti are ob-
tained.0e above calculation results are all used as the initial
value in the next time interval for stepwise calculation. 0e
prestress variation of the prestressing tendons in time in-
terval [ti− 1, ti] and the effective prestress at time ti can be
calculated as

Δσp ti− 1, ti( 􏼁 � EpΔεp ti− 1, ti( 􏼁 + Δσpr ti− 1, ti( 􏼁,

σp ti( 􏼁 � σp0 − 􏽘
i

k�1
Δσp tk− 1, tk( 􏼁,

(17)

where σp0 is the initial prestress of prestressing tendons.

2.2. Time-Dependent Corrosion Model. Corrosion is the
main cause of the deterioration of concrete structure
[31–33], and one of its direct effects is the cross-sectional
area loss of prestressing and nonprestressing steels [24].
Here, the most used pitting model proposed in [34] is
adopted to calculate the cross-sectional area of non-
prestressing steel after corrosion. 0e cross-sectional area
loss model of prestressing steel strands proposed in [35] is
also adopted because of its simplicity and rationality.
0erefore, the net cross-sectional area of a 7-wire pre-
stressing steel strand at time t can be expressed as [36]

Ap(t) � 􏽘
6

q�1
Aow,q t, p

M
ow,q t, icorr, tc, l( 􏼁􏽨 􏽩

+ Aiw t, p
M
iw ta, icorr, tc, l( 􏼁􏽨 􏽩,

(18)

where Aow,q(t, pM
ow,q) and Aiw(t, pM

iw) are, respectively, the
cross-sectional areas of the qth outer wire and inner wire of
prestressing steel strand at time t, which are assumed to be
calculated using the pit model proposed in [34].
pM

ow,q(t, icorr, tc, l) and pM
iw(t, icorr, tc, l) are the maximum pit

depths of the qth outer wire and inner wire, respectively.
0ey can be simulated as the extreme-value distribution
(type I) when the corrosion current density icorr, corrosion
initiation time tc (years), and wire length l (mm) are given. tc
is related to corrosion environment and concrete cover. 0e
corresponding probability model of maximum pit depth is
shown in [25].

2.3. Model Verification. After deducting all the instanta-
neous prestress loss produced in tension stage, the value of
effective prestress at any time can be obtained by bringing
the initial effective prestress into the prediction model of
long-term prestress loss. To verify the validity of the pre-
diction model, the long-term prestress loss considering and
not considering the effect of corrosion is predicted in turn,
and the prediction results are compared with the experi-
mental results.

0e measured data of time-dependent prestress loss of
seven bonded PC members under the noncorrosion con-
dition and laboratory environment in [17] are selected here
to verify the validity of the proposed method. Due to the
length limitation of the paper, the relevant test parameters
are not listed here and can be found in [17]. 0eir long-term
prestress loss is calculated by the proposed predictionmodel,
and the time-dependent results are compared with that of
JTG3362-2018, CEB-FIP 90, and AASHTO LRFD specifi-
cations, as shown in Table 1.

Due to the lack of measured value of prestress loss under
the effect of corrosion, an indirect method is used to verify
the validity of the prediction model of long-term prestress
loss. 0at is to say, it is verified by comparing the effective
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prestress calculated by the measured cracking load with the
theoretical calculation results [5, 35]. Considering that the
higher corrosion rate tends to produce serious corrosion-
induced concrete cracking in the electrochemical accelerated
corrosion test of PC members, four corroded PC beams
(PCB8 and CB5 to CB7) with relatively low cross-section
corrosion rate in [37] are selected to predict the effective
prestressing force. 0ese beams have a rectangular cross
section of 150× 220mm while the span is 2000mm. 0e
lower relaxation steel strand with a diameter of 15.24mm
was used as prestressed tendons, the control stress of ten-
sioning was 1395MPa, and the concrete was prestressed at
the age of 28 days. 0e actual measured values of yield and
ultimate strength of lower relaxation steel strand are
1830MPa and 1910MPa, respectively. Two deformed bars
with a diameter of 8mm and yield strength of 235MPa were
arranged at the bottom of each beam, while the corre-
sponding values at the top were 12mm and 335MPa. 0ese
beams were corroded after being immersed in 5% NaCl
solution for 3 days, and the average corrosion current
density was 180 μA/cm2. 0e nonprestressed reinforcement
was not corroded due to the use of epoxy resin. 0e average
value of concrete compressive strength of beams PCB8, CB5,
CB6, and CB7 is 34.28MPa, 32.35MPa, 32.35MPa, and
34.28MPa, respectively. 0e average unit weight of concrete
is 2400 kg/m3. 0e average temperature and humidity of the
area where the laboratory is located are, respectively, 17.2°C
and 78% according to the data given by the China Meteo-
rological Administration (CMA).

In addition, two posttensioned PCmembers (PCB-2 and
PCB-8) with a rectangular cross section of 150× 250mm and
a span of 2000mm in [38] are also considered. 0e concrete
grade and the corrosion duration of beam PCB-2 are
51.3MPa and 30 days and 44.6MPa and 60 days of beam
PCB-8. 0e average corrosion current density was 200 μA/
cm2, and these beams were corroded after immersing the PC
beams for 3 days. 0e yield strength and initial elasticity
modulus of the lower relaxation steel strand with a diameter
of 15.24mm were 1661MPa and 2.02×105MPa. 0e or-
dinary steel reinforcement consisted of four bars with a
diameter of 12mm and yield stress of 400MPa. 0e tensile
stress was calculated as 1312.1MPa according to the given
prestress level. 0e average temperature and humidity
during the experiment were, respectively, 11.8°C and 72%
based on the data provided by CMA. 0e comparison of
experimental and theoretical values of effective prestressing
force is shown in Table 2.

As indicated in Table 1, the calculation results of the
prediction model proposed in this paper and the JTG3362-
2018 specification are closer to the experimental values than
the CEB-FIP 90 model and AASHTO LRFD refined method.
However, compared with the proposed prediction method,
the prediction method in JTG3362-2018 specification ig-
nores the interaction between shrinkage, creep of concrete,
and prestressing steel relaxation. Moreover, the calculated
values of effective prestressing force are in good agreement
with the experimental values in Table 2, which indirectly
verifies the validity of the proposed prediction model. In
conclusion, the proposed model considering the coupled
effect of multifactor is applicable to the prediction of long-
term prestress loss.

3. Uncertainty Analysis of Long-Term
Prestress Loss

As indicated in the previous section, the proposed prediction
model of long-term prestress loss involves a large number of
calculation parameters, including the material, structural
dimensions, environmental parameters, load effects, and
corrosion-related parameters [39]. Since the values of these
parameters are usually obtained by the statistical analysis of
limited data, their uncertainties should be considered in the
prediction of long-term prestress loss.

Additionally, the uncertainty of relevant calculation
models in the prediction process of long-term prestress loss
should also be considered. 0e shrinkage and creep models
of concrete in the existing codes are mostly empirical or
semiempirical and semitheoretical models based on ex-
perimental data, and there are inevitable errors in their
calculation results compared with the actual effect of
shrinkage and creep of concrete. 0erefore, the uncertainty
coefficients of concrete shrinkage and creep model are in-
corporated within the prediction process. According to the
statistical analysis results in [40], the uncertainty coefficients
of creep and shrinkage models in CEB-FIP 90 code are
subject to the standard normal distribution, in which the
mean values of both are 1, and the coefficient of variation is
0.339 and 0.451, respectively. Moreover, the maximum pit
depth of prestressing steel strand also has great uncertainty
under the effect of corrosion. 0e maximum pit depth at
different times can be simulated as a random variable subject
to the extreme-value type I distribution, and the probability
model proposed in [36] is also incorporated within the
prediction process.

Table 1: Comparison of experimental and theoretical values of long-term prestress loss.

Beam Initial prestressing force
of each tendon (kN)

Quantity and layout
form of prestressing

tendon

Measured
value (MPa)

0eoretical
value (MPa)

JTG3362-
2018 (MPa)

CEB-FIP
90 (MPa)

AASHTO
LRFD (MPa)

PC1 100.1 1 (curve) 48.0 45.0 52.8 66.5 67.4
PC3 102.3 1 (curve) 45.7 45.4 52.8 66.5 67.4
PC4 135.9 1 (curve) 70.6 66.3 65.6 78.6 80.1
PC5 108.7 1 (straight) 55.2 53.8 59.6 69.5 69.4
PC6 101.4 2 (straight) 53.3 56.2 56.5 62.4 68.8
PC7 102.6 1 (straight) 46.8 48.1 50.4 65.6 64.1
PC8 106.0 1 (straight) 49.0 51.2 55.1 66.0 67.6
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4. Reliability Analysis of Crack Resistance of
Box-Girder Bridge

According to the provisions of JTG3362-2018 [11], the
normal tensile stress of concrete at the edge of normal
section and inclined section of PC box-girder members
under the effect of long-term load should satisfy σ lt ≤ σpc and
σtp ≤ 0.4ftk, respectively. Moreover, the maximum com-
pressive stress of concrete at the compression zone of the
normal section also needs to satisfy σkc + σpt ≤ 0.5fck, in
which σlt is the normal tensile stress of concrete at the
bottom edge of the section under the effect of long-term

load, and σpc is the precompression stress of concrete at the
bottom edge of the section under the effect of effective
prestressing force. σtp, σkc, and σpt are principal tensile stress,
normal compressive stress, and tensile stress of concrete
under the combined effect of long-term load and effective
prestressing force, respectively. ftk and fck are standard values
of axial tensile and compressive strength of concrete,
respectively.

Based on the previous provisions relating to concrete
cracking and reliability theory, the limit state functions of
concrete cracking at the bottom slab, top slab, and web of PC
box-girder can be expressed in turn as

gb ti( 􏼁 �
Ftp ti( 􏼁

Ac ti( 􏼁
+

Ftp ti( 􏼁ep ti( 􏼁yb ti( 􏼁

Ic ti( 􏼁
−

Mdle ti( 􏼁 + Mlle ti( 􏼁􏼂 􏼃yb ti( 􏼁

Ic ti( 􏼁
,

gt ti( 􏼁 � 0.5fck −
Ftp ti( 􏼁

Ac ti( 􏼁
−

Ftp ti( 􏼁ep ti( 􏼁yt ti( 􏼁

Ic ti( 􏼁
+

Mdle ti( 􏼁 + Mlle ti( 􏼁

Ic ti( 􏼁
yt ti( 􏼁􏼢 􏼣,

gw ti( 􏼁 � 0.4ftk − σtp ti( 􏼁,

(19)

where gb(ti), gt(ti), and gw(ti) are the value of crack re-
sistance limit state functions of the bottom slab, top slab, and
web at time ti, respectively. Ftp (ti) is the total effective
prestressing force of this section, and yb (ti) is the distance
from the bottom edge to the centroid of the concrete section.
Mdle (ti) and Mlle (ti) are the bending moment values of the
section under dead and live load effect, respectively. σtp(ti) is
the principal tensile stress of concrete in web, and it can be
calculated by the simplified two-dimensional stress model
provided by JTG3362-2018 specification [11]. It is worth
noting that the time-dependent effect of model parameters is
further considered here.

After obtaining the limit state function of concrete
cracking, the cracking probability and reliability index of
crack resistance of local area or whole section can be cal-
culated by different classical reliability calculation methods,
including the sampling simulation method, JC method, and
response surface method (RSM). It is worth noting that as
long as the value of any limit state function related to
concrete cracking is less than 0, the whole section is con-
sidered to be cracked in this calculation.0e reliability index
of crack resistance of local area or whole section at time ti is,
respectively, given in (20) and (21)

βl,z ti( 􏼁 � Φ− 1 1 − Pf,z ti( 􏼁􏽨 􏽩 � Φ− 1 1 − P gz ti( 􏼁< 0􏼂 􏼃􏼈 􏼉, z � b, t, w, (20)

βos ti( 􏼁 � Φ− 1 1 − Pf,b ti( 􏼁􏽨 􏽩 1 − Pf,t ti( 􏼁􏽨 􏽩 1 − Pf,w ti( 􏼁􏽨 􏽩􏽮 􏽯, (21)

where βl,z (ti) and Pf,z (ti) are the reliability index of crack
resistance and cracking probability of local area, respec-
tively. 0e subscript z denotes that b, t, and w, respectively,

correspond to the above two indexes of bottom slab, top slab,
and web. Φ− 1( ) is the inverse of the cumulative distribution
function of standard normal distribution, P ( ) is the

Table 2: Comparison of experimental and theoretical values of effective prestressing force.

Beam Tension stress (MPa) Corrosion rate (%) Mc (kN·m) Texp (kN) Tcal (kN) Tcal/Texp Source
PCB8 1395 1.28 (mc) 18 194 184.3 0.95

[37]CB5 1395 12.06 (mc) 16.5 177.2 166.4 0.94
CB6 1395 19.47 (mc) 15 160.3 158.3 0.99
CB7 1395 26.96 (mc) 13.5 143.5 149.3 1.04
PCB-2 1312.1 3.22 (ms) 20.7 130.1 131.9 1.01 [38]PCB-8 1312.1 7.53 (ms) 17.5 103.9 99.6 0.96
Note. mc �maximum cross-sectional area loss rate, ms �mass loss rate, Mc � cracking moment, Texp � experimental value of effective prestressing force
calculated based on the cracking moment, and Tcal � theoretical value of effective prestressing force.
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probability function, and βos (ti) is the reliability index of
crack resistance of the whole section.

5. Application Example

5.1. Bridge Description. 0e proposed prediction model of
long-term prestress loss and crack resistance analysis ap-
proach is applied to a three-span PC box-girder bridge
located in a marine environment. 0e span layout of the
superstructure of the main bridge is 80m+ 150m+ 80m.
0e superstructure is made of C55 concrete, of which the 28-
day standard cubic compressive strength is 50MPa and the
initial elasticity modulus Ec (t0) is 3.55×104MPa. Consid-
ering that the bottom slab of the midspan section is easy to
crack and the crack also has a great impact on the deflection
of the bridge, the midspan section is selected as the research
object. Two hot-rolled ribbed steel bars of the JL32 type are
arranged as the vertical prestressing steel in webs on both
sides of the midspan section. 0e corresponding tension
control stress is 706.5MPa, and the average value of the
initial elastic modulus Ep is 2×105MPa. Twenty-four (ex-
cluding one pair of the spare prestressing tendon) and two
longitudinal prestressing tendons (PTs) are equipped in the
bottom and top slab, respectively. 0e corresponding ten-
sion control stress, nominal tensile strength, and cross-
sectional area of longitudinal prestressing steel strands are
1395MPa, 1860MPa, and 140mm2, respectively. 0e
HRB400 grade hot-rolled ribbed steel bar and the HPB300
grade hot-rolled plain steel bar are, respectively, used for
longitudinal nonprestressing steel with a diameter greater
than 12mm and less than 12mm, and the corresponding
average values of initial elastic modulus are 2.0×105MPa
and 2.1× 105MPa, respectively. 0e initial cross-sectional
area A0 � 9.09×106mm2, initial section inertia moment
I0 �1.3485×1013mm4, and the external perimeter of section
is 30020mm. 0e initial total cross-sectional area of lon-
gitudinal PTs at the bottom and top slab is
Abp0 � 5.04×104mm2 and Atp0 � 4.2×103mm2, respectively.
0e initial total cross-sectional area of longitudinal non-
prestressing steels As0 � 3.7486×104mm2. 0e initial dis-
tance from the centroid of all longitudinal PTs to the
centroid of the concrete section and bottom edge is
ep0 �1593.6m and ybp0 � 368.5mm, respectively. In addi-
tion, the bending moment values generated by the dead and
live load are obtained by Midas Civil finite element analysis,
which are 7.65×104 kN·m and 4.02×104 kN·m, respectively.
0e overall layout of the case bridge, cross-section dimen-
sions, and arrangement of longitudinal PTs of the midspan
section is shown in Figure 2, and the random parameters
related to the calculation are shown in Table 3.

In the calculation process, all external load effects are
assumed to be imposed according to the design value after all
PTs are tensioned, and the effect of system conversion is also
no longer considered. Table 4 shows the mean value of
effective prestress of longitudinal and vertical PTs in the
midspan section after deducting all instantaneous losses. It is
noteworthy that, in the analysis of crack resistance of the
web, only three typical positions of the upper and lower
haunch and the centroid of the initial concrete section are

selected as the calculation points of principal tensile stress
for simplifying. In addition, the corresponding failure
probability of concrete cracking in the midspan section is
very small due to the high compressive stress reserve at the
beginning of service, so the JC method is selected here to
calculate the reliability index of crack resistance. 0e creep
coefficient and shrinkage strain of concrete are calculated by
the CEB-FIP 90 model.

5.2. Results and Discussion

5.2.1. Long-Term Prestress Loss. 0e time-dependent
probability density curve of long-term prestress loss of
typical tendons CT1 and CB1 is presented in Figure 3. As
indicated, the long-term prestress loss at different times can
be modelled by a normal distribution when considering the
effect of corrosion. With the increase of service time, the
corresponding time-dependent probability density curve
tends from steep to gentle, and the range of long-term
prestress loss is also gradually expanded. 0is shows that the
dispersion of long-term prestress loss gradually increases
with the service time.

Figure 4 shows the variation of long-term prestress loss
of CT1 and CB1 and the average loss of all longitudinal PTs.
0e corresponding loss interval at the confidence level of
95% is also presented. As indicated in Figures 4(a) and 4(b),
when the service time of case bridge is 10, 30, and 100 years,
the mean value of long-term prestress loss of CT1 is
127.3MPa, 144.4MPa, and 157.3MPa, respectively. 0ey
account for 9.13%, 10.35%, and 11.28% of the initial tensile
stress. 0e corresponding values of CB1 are, respectively,
78.7MPa, 89.1MPa, and 98.4MPa, accounting for 5.64%,
6.62%, and 7.29% of the initial tensile stress. 0is indicates
that the long-term prestress loss of PTs has the character-
istics of rapid growth first and then slow growth, and more
than 90% of long-term prestress loss will be completed
within 30 years of service.

0e coefficient of variation (COV) of long-term prestress
loss decreases first, then remains unchanged, and finally
stabilizes above 0.24 after 20 years of service (Figure 4(d)).
0is also shows that the uncertainty of parameters and
calculation models will lead to the significant variability of
long-term prestress loss. After 10, 30, and 100 years of
service, the upper bound of long-term prestress loss of CT1
at the confidence level of 95% is 51.04%, 51.12%, and 50.64%
higher than the results obtained by the deterministic anal-
ysis, respectively. 0e corresponding results of CB1 are
50.25%, 49.38%, and 49.60%, respectively.0is indicates that
the final effective prestressing force of CT1 and CB1 will be
7.60% and 4.2% lower than that of the deterministic analysis
when the degradation and uncertainty of the cross-sectional
area of prestressed tendons are not considered. Moreover,
with the increase of long-term prestress loss, number of
uncertain parameters, or uncertainty strength of each pa-
rameter, the upper bound of long-term prestress loss is all
significantly higher than the result obtained by deterministic
analysis. 0erefore, it is recommended to estimate the long-
term prestress loss at a reasonable confidence level and select
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the upper bound of confidence interval as the most unfa-
vorable value of long-term prestress loss from the per-
spective of preventing early cracking.

5.2.2. Effect of Corrosion on Long-Term Prestress Loss. It also
can be concluded from Figures 4(b) and 4(c) that the mean
value of the final long-term prestress loss of CB1 and all PTs
considering the effect of corrosion is, respectively, only
increased by 1.36% and 1.55% compared with the corre-
sponding value without considering the effect of corrosion.
Even if the uncertainty of parameters and models is con-
sidered, the effect of corrosion on the upper and lower
bounds of prestress loss at the confidence level of 95% is still

small. In addition, Figure 4(d) shows that the effect of
corrosion on the coefficient of variation (COV) of long-term
prestress loss is also negligible. 0e reason for the above
results is that the total cross-sectional area of prestressing
and longitudinal nonprestressing steels is far less than that of
concrete section (the former is about 1% of the latter in this
case study). Even if the prestressing and longitudinal
nonprestressing steels are seriously corroded, the relative
change of cross-sectional area and the concrete strain change
caused by the previous area loss are very minor, which only
result in a slight change of long-term prestress loss.
0erefore, in practical engineering calculation, the reduction
of the sectional area of steel bars caused by corrosion has a
negligible impact on long-term prestress loss.
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Figure 2: Bridge configuration. (a) Overall layout of the bridge. (b) Cross-section dimensions of midspan section (unit: cm). (c) Ar-
rangement of longitudinal PTs of midspan section (unit: cm).
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Table 3: Statistical characteristics of parameters related to long-term prestress loss prediction.

Classification of parameters Description of parameters Distribution (Mean, COV) Source

Material and dimension
parameters

Initial elastic modulus of concrete, Ec0 (MPa) Normal (3.55×104,
0.04)

[41]

Concrete cover Normal (1.0178∗,
0.0496)

Initial elastic modulus of prestressing steel strand, Ep (MPa) Normal (1.95×105, 0.04)
Initial elastic modulus of HRB400 grade nonprestressing steel

(MPa) Normal (2×105, 0.04)

Initial elastic modulus of HPB300 grade nonprestressing steel
(MPa) Normal (2.1× 105, 0.04)

Strength of HRB400 grade nonprestressing steel (MPa) Normal (434, 0.0791)
Strength of HPB300 grade nonprestressing steel (MPa) Normal (324.6, 0.1211)
Initial compressive strength of concrete, fc0 (MPa) Normal (55.2, 0.137) D

Environmental parameters Annual relative humidity, RH (%) Normal (76.9, 0.061) CMAAnnual average temperature, T (°C) Normal (21.7, 0.251)

Model parameters Uncertainty coefficient of concrete creep model, Ψc Normal (1, 0.339)

[41]

Uncertainty coefficient of concrete shrinkage model, Ψs Normal (1, 0.541)

Load effect parameters

Dead load effect (bending moment), Mdle (kN·m) Normal (1.0148∗,
0.0431)

Live load effect (bending moment), Mlle (kN·m) Extreme I (0.7995∗,
0.0862)

Shear force, Vs (kN) Normal (1.0148∗,
0.0431)

Initial tension control stress, σcon (MPa) Normal (1∗, 0.04) [42]

Corrosion-related parameters

Surface chloride concentration, CS (kg/m3) Normal (3.5, 0.5)

[24]0reshold chloride concentration, Ccr (kg/m3) Normal (0.9, 0.2)
Chloride diffusion coefficient, D0 (cm2/year) Log normal (0.631, 0.2)
Corrosion current density, icorr (μA/cm2) Normal (1, 0.2)

Penetration ratio, R Normal (6.0, 0.18) [39]
Note. ∗0e ratio of actual value to nominal value, D� design data, and CMA� china meteorological administration.

Table 4: Mean value of effective prestress after deducting all instantaneous losses.

Prestressing tendons CB1 CB2 CB3 CB4 CB4′ CB5 CB5′ CB6 CB7 CB8 CB9 CB10 CT1 N138
Initial tension control
stress (MPa) 1395 1395 1395 1395 1395 1395 1395 1395 1395 1395 1395 1395 1395 706.5

Effective prestress
(MPa) 1204.9 1243.3 1261.4 1271.4 1271.4 1269.9 1269.9 1264.2 1254.1 1244.9 1235.9 1227.3 1261.8 626.5

Note. CB�PTs in bottom slab, CT�PTs in top slab, and N� vertical PTs.
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Figure 3: Probability density of long-term prestress loss of CT1 and CB1 at different time. (a) CT1. (b) CB1.
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5.2.3. Effective Prestressing Force. 0e long-term prestress
loss and the reduction of the cross-section area of the tendon
will reduce the effective prestressing force, which will cause
the change of concrete stress and structural crack resistance.
0us, the variation of effective prestressing force also needs
to be analysed. As indicated in Figure 5, the effective pre-
stressing force of CT1 is only slightly reduced in service, and
the mean value of effective prestressing force at 100 years of
service is only decreased by about 12.7% compared with the
initial value. While the effective prestressing force of CB1
and whole section is greatly reduced when considering the
effect of corrosion, the corresponding mean values are only
29.2% and 33.8% of the initial mean value, respectively. 0is
is mainly because the corrosion of CT1 does not occur
during the service period due to the protection of the larger
concrete cover and the deck pavement larger than 17 cm, but
the cross-section area loss of CB1 and all longitudinal PTs

gradually increases with the development of corrosion
process. 0erefore, it can be considered that the reduction of
the cross-sectional area of prestressed tendons caused by
corrosion is the main reason for the decrease in effective
prestressing force.

Additionally, Figures 5(b) and 5(c) also show that the
variation of effective prestressing force of CB1 and all
longitudinal PTs in this section can be divided into three
phases. In the first phase (the first year of service), the
significant increase of long-term prestress loss is the main
reason for the rapid reduction of effective prestressing force
of CB1 and the whole section. In the second phase (about 1
to 9 years of service), the time-dependent prestress loss
caused by concrete shrinkage and creep is the main reason
for the decrease of effective prestressing force, and the pace
of decline is obviously slower than before.0is is because the
PTs have not been corroded and the prestress loss caused by
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Figure 4: Time-dependent curve related to long-term prestress loss. (a) CT1. (b) CB1. (c) Average loss of all longitudinal PTs. (d) Coefficient
of variation.
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prestressing steel relaxation is very minor in this phase. In
the third phase (after about 9 years of service, i.e., PTs have
been corroded), the cross-sectional area loss of all longi-
tudinal PTs becomes the primary reason for the decrease of
effective prestressing force, and its degradation rate increases
first and then slows down as the corrosion turn worse.

5.2.4. Crack Resistance. 0e reliability index of crack re-
sistance of the midspan section is shown in Figure 6. As
indicated, the reliability indexes of crack resistance of all
local areas gradually decrease with the increasing service
time. After about 9 years of service, the decreasing rate of
reliability index considering the effect of corrosion is much
higher than that without considering. When the corrosion
effect is not considered, only the long-term prestress loss
leads to the decrease of effective prestressing force. At this

time, the concrete at the bottom slab edge and three cal-
culated fibers at the web still maintain highly precompressive
stress, and the increase of compressive stress of concrete at
the top slab is relatively low. Accordingly, the bottom slab,
top slab, and web of the section all maintain good perfor-
mance of crack resistance during the whole service period,
and the whole structure will not crack. When the corrosion
effect is considered, the reliability indexes of crack resistance
of the bottom slab and web reduce to the target reliability of
1.5 (failure probability is about 0.067) in the 27th and 38th
years, respectively. At this time, the concrete in the above
areas should be repaired. For the top slab, the change of
effective prestressing force has little effect on the com-
pressive stress growth of concrete at the edge of the top slab,
and the discreteness of the compressive stress of concrete at
the top slab is also small in this case. As a result, the reli-
ability index of crack resistance of top slab after 100 years of
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Figure 5: Time-dependent curve of effective prestress force. (a) CT1. (b) CB1. (c) 0e whole section.
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service is only 8.11% lower than the initial value, and its
value is 4.11 (Figure 6). As such, the crack resistance of
concrete at bottom slab and web is more sensitive to the
coupled effect of corrosion and long-term prestress loss than
that of top slab.

For the concrete at the edge of the bottom slab, its initial
compressive stress is greatly improved by the application of
prestressing force, and the mean and lower bound of the
confidence interval are up to 7.41MPa and 5.19MPa, re-
spectively. In addition, the standard deviation of the initial
compressive stress is also relatively small. As such, the bottom
slab has good crack resistance performance at first, and its
initial reliability index of crack resistance is 6.55. After that,
the variation of crack resistance of the bottom slab can also be
divided into three phases similar to the change of effective
prestressing force. In the first stage, the rapid decrease of
effective prestressing force (Figure 5(c)) leads to a significant
reduction of compressive stress of concrete at the bottom slab.
0e corresponding reliability index of crack resistance also
decreases rapidly, with a decrease of 7.86% in the first year. In
the second phase, since the degradation rate of concrete
compressive stress caused by the total effective prestressing
force of the section is minor, the reliability index of crack
resistance decreases slowly. 0e final reliability index is only
10.36% lower than the initial value. In the following service
period (i.e., the third phase), the significant reduction of total
effective prestressing force causes the rapid decrease of
concrete compressive stress. 0is eventually leads to tensile
stress or cracking of concrete at the edge of the bottom slab
after the precompression stress is completely eliminated. 0e
variations of crack resistance of the top slab and web during
the service period are very similar to that of the bottom slab
(Figure 6); thus, they are not described in detail here.

5.2.5. Effect of Vertical PTs on Crack Resistance. 0e vari-
ation of crack resistance of web and whole section with and
without vertical PTs is shown in Figures 7 and 8. As

indicated in Figure 8, the initial reliability index of web is
only 4.83 without setting vertical PTs due to the lack of
vertical compressive stress reserve of web concrete, which is
much lower than that of setting vertical PTs. In this case, the
concrete fibers at three calculation points are all subjected
to principal tensile stress, in which the maximum value of
principal tensile stress is 0.41MPa. With the increase of
prestress loss and corrosion degree, the reliability index of
web decreases to the threshold value in about 25 years,
which is 13 years (accounting for 34.2%) ahead of the
corresponding value when setting vertical PTs. For sections
near support or at 1/4 span, the web crack resistance is
worse, and the cracking time of web is also greatly advanced
due to the greater shear force and shear stress of these
sections. 0erefore, the vertical PTs should be reasonably
arranged, and the prestress loss should be minimized to
ensure that web concrete has sufficient compressive stress
reserve.
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As indicated in Figure 8, the time when the reliability
index of the whole section decreases to the threshold value is
about 14.8% earlier than that of setting vertical PTs. In
addition, according to the comprehensive analysis of Fig-
ures 6 to 8, the section is more prone to web cracking before
54 years of service without setting vertical PTs. At this time,
the reliability index of the whole section has already fallen
below the reliability threshold value. 0is indicates that the
overall crack resistance performance of the section under
this condition is mainly determined by the crack resistance
performance of web. When the web is provided with vertical
PTs, the cracking position is more likely to be at the top slab
in the first 13 years of service, and it will change to the
bottom slab during subsequent service. Accordingly, based
on the previous evaluation results of local crack resistance,
the targeted protection or repair measures for concrete in
different regions and times can be formulated by the bridge
management department to improve the durability and
safety of the bridge in service.

6. Conclusions and Recommendations

0is paper uses the well-established step-by-step approach
to estimate long-term prestress loss in combination with the
expressions estimating the cross-sectional area loss of
nonprestressing and prestressing steels caused by corrosion.
In addition, an assessment approach of crack resistance
reliability of box-girder is developed considering the coupled
effect of corrosion and time-dependent long-term prestress
loss. 0e proposed approach is applied to a three-span PC
box-girder bridge. 0e following conclusions are drawn:

(1) Considering the coupled effect of shrinkage and
creep of concrete, prestressing steel relaxation,
presence of nonprestressing steel, and corrosion, a
prediction model of long-term prestress loss is
established by using the well-established step-by-step
method, and its validity is also verified by the existing
test data.

(2) 0e prediction results of long-term prestress loss
have high uncertainty, and the upper bound of long-
term prestress loss at the confidence level of 95% is
approximately 50% higher than the result obtained
by deterministic analysis. It is recommended to select
the upper bound of confidence interval as the most
unfavorable value of long-term prestress loss from
the perspective of preventing early cracking.

(3) 0e effect of corrosion on the long-term prestress
loss is basically negligible, but it is closely related to
the effective prestressing force and crack resistance
of the section. In addition, the crack resistance of
bottom slab and web is more sensitive to the coupled
effect of corrosion and long-term prestress loss than
that of top slab.

(4) Setting vertical PTs can greatly improve the crack
resistance of web and whole section. In this case
study, the time when the reliability index of crack
resistance of web without setting vertical PTs de-
creases to the reliability threshold value is at least
36.8% earlier than that of setting vertical PTs.

0e limitation of this study is that the effect of corrosion
on bond between strand and concrete is not considered. In
future research, the effect of bond degradation due to strand
corrosion on prestress loss needs to be further considered.
Moreover, a series of monitoring tests of long-term prestress
loss of corroded PC structure need to be carried out so as to
obtain more measured data to improve the applicability of
the proposed prediction method.
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