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With the rapid development of integrated circuit technology, GPU computing capabilities continue to improve. Due to the
continuous improvement and improvement of GPU programming capabilities, functions, and performance, GPUs have been
widely used in the field of high-tech general-purpose computers. This article is aimed at studying the optimization of GPU
scheduling algorithm based on AI technology. Through a combination of theoretical analysis and simulation experiments, the
concepts of artificial intelligence technology and GPU scheduling are explained, and the impact of GPU architecture and
GPGPU load on the energy efficiency of GPGPU is explained. On the basis of comprehensive analysis of GPU cluster
characteristics, a new GA-TP scheduling algorithm based on genetic algorithm was designed, and based on the energy
efficiency of the cluster, a simulation verification platform was built for the accuracy of simulation. Experimental results show
that the acceleration rate of the GA-TP algorithm is significantly lower than that of the HEFT algorithm, the average
acceleration rate is reduced by nearly 25%, and the scheduling efficiency of the GA-TP algorithm is higher.

1. Introduction

Nowadays, more and more artificial intelligence products
are listed and integrated into people’s life. In the near future,
artificial intelligence technology will have a significant
impact on human society and human production and life
[1, 2]. Seeing the rapid development of information industry
and Internet in the past, most of the credit depends on the
rapid development of integrated circuits. The rapid develop-
ment of integrated circuits has changed our way of life.
Among them, the difference of GPU is that it is perfect
and occupies a prominent position in the established data
center [3, 4].

With the emergence of GPU, there are two heteroge-
neous computing resources in a single system. At present,
many researches and applications focus on how to give full
play to the computing performance of GPU, but they do
not make full use of the computing power of multicore
CPU, resulting in a waste of computing power and energy.
In addition, GPU technology and multicore CPU technology
are developing at a high speed. GPU manufacturers have
successively sold GPUs with more stream processors, and

CPU manufacturers have also launched processors with
more integrated cores. The development of software has
further promoted the application of GPU in various fields,
such as CUDA, OpenCL, and openacc [5, 6]. Because
GPU and CPU are different computing resources, the
computing platform of multicore CPU-GPU can only
exert its powerful computing power through effective
scheduling algorithm. Therefore, it is becoming more and
more important to study effective scheduling algorithms
and realize load balancing, and these problems are becom-
ing more and more obvious [7].

Recently, a new optimization method has attracted more
and more researchers’ interest because of its simplicity and
efficiency. Jimeno-Morenilla et al. introduced their parallel
algorithm based on Jaya GPU and analyzed the parallel
performance and optimization performance using the well-
known unconstrained function benchmark. The results
show that the parallel Jaya implementation achieves signifi-
cant acceleration for all benchmark functions and achieves
up to 190 times acceleration without affecting the optimiza-
tion performance [8]. Cao et al. proposed an artificial intel-
ligence agent (AI agent) system. AI agents can be deployed
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at different levels of SDN to realize network service predic-
tion, resource scheduling, and other functions. A new AI
agent framework is designed, which uses AI algorithm to
replace the traditional service prediction and resource
scheduling strategy. At the same time, the related agent
deployment scheme is proposed. Finally, a resource schedul-
ing simulation experiment based on AI agent is designed to
test the accuracy of network service prediction and the
rationality of resource allocation based on this framework
[9]. Considering the overall impact of memory bandwidth
limitation on GPU performance, the additional performance
loss caused by scheduling algorithm can not be ignored
when designing scheduling algorithm.

In this work, we will study parallel loop programming
and propose a new scheduling method, the GA-TP algo-
rithm. This algorithm can be applied to widely used CPU-
GPU computing platforms to increase the computing power,
load distribution, and programming costs of different
computing sources, multicore CPUs, and GPUs. With the
increasing demand for computers and the popularity of mul-
ticore CPU-GPU platforms, the application of load forecast-
ing and scheduling algorithms plays an important role in
improving the utilization of computing sources, reducing
power consumption, and accelerating development speed.

2. .Research on AI Technology in GPU
Scheduling Algorithm Optimization

2.1. Artificial Intelligence Technology. Artificial intelligence
technology is the ability of computer-based systems to
replace human intelligence and physical strength in
manufacturing operations and to reduce the weight of the
human body [10, 11].

In terms of the vision, development, and application of
artificial intelligence, its importance includes the following
aspects:

(1) Traditional intelligent technology is a technology
developed from human intelligence, which is the
training and imitation of human intelligence, think-
ing, and behavior [12]

(2) Artificial intelligence technology is a field where
computer technology is developing and growing. In
addition to the main line of computer science, it also
includes science, mathematics, linguistics, govern-
ment, philosophy, and other fields

(3) The development of technology is very important to
the development of society. Artificial intelligence
technology has also experienced innovation and
optimization from laboratory research to practical
application. Artificial intelligence technology has
also been deeply applied in different fields such
as education, medical treatment, and elderly care
services

At present, the continuous transmission and exchange of
information and knowledge between human beings and arti-
ficial intelligence have emerged in the application of artificial

intelligence in many different fields. The advantage of artifi-
cial intelligence technology is to imitate human thoughts
and behaviors and analyze and study based on human char-
acteristics identification, information storage, data analysis,
and other technologies. When imitating human experience
in specific fields, it is considered that the research is indepen-
dent. Compared with ordinary people, the application of
artificial intelligence technology can make people make
more accurate and faster decisions, so as to achieve higher
efficiency. When machines work better than humans, people
can take artificial intelligence as a simulation object to con-
stantly examine their behavior, expand their competition,
and accelerate this new field of science.

2.2. GPU Scheduling. Custom scheduling methods can be
divided into static scheduling and dynamic scheduling. The
static system does not need to compete for sources, so the
overall scheduling cost is reduced, but it is more likely to
cause uneven load and reduce the amount of computing
resources. Create a system with the ability to share resources,
instead of operating based on processor load while the sys-
tem is running. This can increase load balancing, but it also
increases load settings.

When comparing the computing speed of multicore
GPU with that of single core CPU, because the single core
CPU processor has only one physical processor, the dual
core has two processors, which can go hand in hand when
processing data and process at the same time, which
increases the data processing bandwidth. Therefore, the
computing speed of multicore GPU is much faster than that
of single core CPU, and the performance of multithreaded
GPU is obviously better than that of single core. When the
multicore GPU and CPU are divided into operations with
higher computational sensitivity, the time of GPU multicore
computing will be much shorter than that of single core
CPU, resulting in longer performance of multicore GPU
and reduced CPU use. GPU calculation includes data com-
munication time and calculation time between memory

Yes No

Determine the system parameter set

Initial population

Calculate fitness value

Meet termination conditions

Finish

Selection,
hybridization,

mutation

Generate a new generation 
of population

Figure 1: GA-TP algorithm flow chart.

2 Wireless Communications and Mobile Computing



RE
TR
AC
TE
Dand GPU. Only tasks with long computing time and short

communication time can make full use of the GPU’s com-
puting power. Therefore, GPU is suitable for computers with
high attractiveness and low traffic. If the calculation sensitiv-
ity is too low, the communication and startup with the GPU
will take too much time, the GPU performance is not fully
utilized, and the calculation speed is even slower than the
CPU core. Therefore, according to the characteristics of the
CPU and GPU architecture, adding high-performance tasks
to the GPU and adding small tasks to the CPU can improve
the performance and efficiency of the system.

A typical GPU system has two parts: server-side code
and device-side code. The code on the side device is usually
called the kernel GPU. GPU systems always have many
kernels. The kernel is a code base running on the GPU,
and each kernel is responsible for performing certain tasks.
When calling the GPU configuration, the kernel and corre-
sponding input parameters must be passed from the CPU
to the GPU. The GPU generates multiple cables to run the
same code. The number of threads generated is specified
by the user, so the kernel is a typical single-instruction
multithreaded program.

2.3. GA-TP Algorithm. The working process of the GA-TP
algorithm is as follows: First, it is necessary to complete
the initialization of the algorithm parameters, create a
“matching population” based on the relevant parameters
and the initial population, and then enter the iterative
algorithm loop. Assemble and then assign the set to the pro-
cessor most suitable for it, calculate its applicability, modify
the genome with a new genetic function, supplement the
“matching population” with population information, and
finally compare the default limits to determine whether the
algorithm continues to be used in loops or output. Figure 1
shows the flow of the GA-TP algorithm.

The GA-TP algorithm uses a crossover operator that
includes all genes. After selecting the parents, perform the
tasks of AND, OR, and XOR alleles on the two genomes to
complete the integration. In order to further improve the
connection quality, this crossover operator also improves
the choice of parents. When creating the initial population,
create a “corresponding population” with fewer people in
the population. In a summary of previous generations of
evolution, individuals are selected for excellence (where
“excellence” is defined by a person’s fitness value). In the
“mating” process, one parent comes from the population
individual, and the other comes from the “mating popula-
tion.” After the completion of the “mating” process, the
“corresponding population” will be updated immediately
after notification, and the applicability of each generation

and the “breeding individual” will be compared. If the new
one is higher, replace “number.” Otherwise, go to the next
population individual and continue the comparison.

Therefore, GA-TP algorithm is also a kind of genetic
algorithm. It is an optimization calculation model of biolog-
ical evolution process of genetic mechanism in the past. It is
a method to simulate the natural evolution process and
search and analyze the optimal solution, which can give an
infinitely close to the optimal solution in a reasonable time.

3. Investigation and Research of AI
Technology in GPU Scheduling
Algorithm Optimization

3.1. Experimental Environment. This article uses the
GPGPU-Sim simulator to implement and verify the GA-
TP programming algorithm. This is a widely used GPGPU
simulator with cycle-level accuracy. It can configure con-
figuration files to simulate various popular GPUs and
independently designed GPU architectures. GPGPU-Sim

Table 1: Simulation parameters.

GPU parameters Set value SM parameter Set value

Core frequency 1216MHz Register size 256 kB

Memory frequency 7GHz Shared memory size 96 kB

SM quantity 16 Thread limit 2048

Number of memory controllers 4 TB Quantity limit 32

GPU application 

GUP
GPGPU-sim 

Intercept

CUDA runtime lib

API call

Figure 2: CUDA application execution path.

Table 2: Simulator output data.

Output data Describe

Gpu_sim_cycle The running cycle of the current kernel

gpu_sim_nsn
The number of running instructions in the

current kernel

gpu_tot_sim_cyle Total running cycle of current kernel

gpu_tot_ipc
Number of instructions per cycle for

all kernels

Table 3: Mean value of key parameters GA-TP and heft.

Scheduling length Acceleration ratio

GA-TP 109.5 0.598

HEFT 148.7 0.789
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can perform CUDA and OpenCL reference tests for simu-
lation testing. The simulation parameters are shown in
Table 1.

3.2. Data Preprocessing

3.2.1. Algorithm Speedup. Algorithm acceleration is another
important parameter for evaluating the performance of
scheduling algorithms. All tasks in the DAG job graph are
assigned to the processor with the shortest calculation time
for the secondary job. This runtime is called the serial run-
time load. Algorithm acceleration refers to the ratio of the
charging time of parallel execution of DAG tasks to the load-
ing time of serial execution. The calculation formula of the
acceleration algorithm is shown as follows:

AS = AMS
minpj∈P ∑Ti∈Tw Ti, pj

� �� � : ð1Þ

In the formula, AMS is the task scheduling length of the
algorithm, P is the processor set, and T is the task set of the
DAG graph.

3.2.2. Than Scheduling Length. In different application
scenarios, the characteristics of DAG graphs for different
computing tasks may be slightly different. Due to these
differences, the experimental results of the algorithm sched-
uling length may have different metric scales to avoid exper-
imental errors of different metric scales. This experiment
introduces a ratio scheduling length (SLR) parameter to
quantify the scheduling length and the definition of SLR as
shown as follows:

SLR = AMS
∑Ti∈CPmin

minpj∈ wi, jf g
: ð2Þ

In the formula, wi and j represent the execution time of
the task Ti on the processor pj, and the denominator repre-
sents the sum of the minimum computational overhead of
all tasks on the critical path.

3.2.3. Calculate the Toll Ratio. For a specific task graph, the
calculation ratio refers to the ratio of the average cost calcu-
lated during the execution of the task to the average cost of
communication between tasks, defined as follows:

CECER =
1/tð Þ∑Ti∈Twi

1/eð Þ∑edge Ti,T jð Þ∈ECi,j
: ð3Þ

In the formula, T is the set of all tasks in the task graph, t
is the number of tasks included in the task set T , wi is the
calculation cost of the task, and E is the set of edges between
all task nodes in the task graph.

4. Investigation and Research Analysis of AI
Technology in GPU Scheduling
Algorithm Optimization

4.1. The Simulator Extracts the Overall Performance Data
Analysis of the GPU. The performance of the simulation
architecture is highly related to the actual hardware. When
GPGPU-Sim version 3.1.0 simulates the NVIDIA Fermi
architecture, the simulation accuracy rate reaches 97.35%.
When simulating the NVIDIA GT200 architecture, the
simulation accuracy rate reached 98.37%. The GPU perfor-
mance simulated by GPGPU-Sim has been strictly con-
firmed to be the same as the actual GPU hardware.

Figure 2 shows the execution path of the CUDA
application on the GPU hardware and the GPGPU-Sim
simulator.
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In a normal GPU, when the CUDA application is run-
ning, the host code is executed on the CPU, and the device
code calls the API from the CUDA runtime library, and
then, the CUDA runtime library sends a request to the
GPU to run the code. There is a function library similar to
the CUDA runtime library in GPGPU-Sim. When the
CUDA program calls the API, the operating system will call
the corresponding API from the GPGPU-Sim function
library, and the function library will send the request to
the GPGPU-Sim simulator to execute the device code in
the simulator.

In the performance simulation mode, the GPGPU-Sim
simulator extracts a lot of useful data to help us better under-
stand the results of running the application. Some important
output data are shown in Table 2. Gpu_tot_ipc describes the
number of commands per application cycle. This parameter
is generally used to measure the overall performance of the
GPU. GPGPU-Sim can also generate performance data for
various components, such as cache, memory, and network
interfaces.

4.2. GA-TP and HEFT Scheduling Algorithm Comparison. In
order to avoid errors caused by human factors such as mea-
surement errors, the laboratory uses 10 guided acyclic
graphs, and each graph is checked 3 times. All basic param-
eter values are the average of 3 experiments used. In order to
see the improved results of the GA-TP algorithm proposed
in this article more clearly, this experiment compares the
GA-TP algorithm with the HEFT algorithm. The results
are shown in Table 3.

Figure 3 shows the comparison diagram of the schedul-
ing length algorithms of GA-TP and HEFT. Through the
comparison results of the scheduling length of the two algo-
rithms, it is obvious that the scheduling length of GA-TP
algorithm is significantly lower than that of HEFT algorithm
at different experimental values. The results show that the
scheduling length of GA-TP algorithm is significantly
shortened.

The GA-TP algorithm developed at this time is much
smaller than the HEFT algorithm in the vertical program-
ming algorithm, and the vertical programming algorithm is
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reduced by more than 15% on average, as shown in Figure 3.
This part of the performance improvement mainly comes
from the workload technology. By paying attention to the
adjacent work sections in the work screen, the sensitivity of
work is improved, the number of work sections is reduced,
and the communication cost between tasks is reduced. For
the horizontal axis transmission rate, the lower the transmis-
sion rate, that is, the more frequent the interaction between
functional components and the higher the communication
cost, the more obvious the advantages of the GA-TP algo-
rithm, as shown in Figure 4.

For a given DAG model, when all functions are serial,
the time cost is constant; that is, the coefficient is constant,
and the acceleration corresponds to the programming length
of the molecular algorithm; that is, the result and the accel-
eration schedule of the algorithm are negatively correlated
with the coefficient (0.1), because approximate acceleration
of 1 will lengthen the scheduling algorithm, and the result
of the scheduling algorithm will be worse. The speed-up
ratio of GA-TP algorithm is significantly lower than that of
HEFT algorithm, and the average speed-up ratio has
dropped by about 25%, indicating that the processing effect
of GA-TP algorithm is better, as shown in Figure 5. At the
horizontal level, the lower the calculation rate, that is, the
higher the communication load between functional compo-
nents, the better the programming effect of the GA-TP
algorithm.

In short, the GA-TP algorithm is more suitable for
computing tasks with frequent communication between
auxiliary nodes. In addition, it needs to be noted that
the fluctuation of the three basic parameter values with
the calculation ratio of the horizontal axis does not matter,
because the 10 points on the curve correspond to 10 DAG
diagrams and the horizontal comparison of the calculation
amount and the communication amount of each DAG
diagram are meaningless.

5. Conclusions

Artificial intelligence technology saves people’s intellectual
and physical consumption to a certain extent, improves
industrial productivity, and improves human daily life. It
can be said that it has made a huge contribution to the rapid
development of society, and this trend will gradually
strengthen over time. With the increase in the number of
Internet users, the rapid expansion of data, and the intro-
duction of new applications, different data centers are facing
the challenge of improving resource utilization and provid-
ing distribution services. Therefore, the computing power
of GPU has also been continuously improved under the
artificial intelligence technology. Through the continuous
improvement and improvement of the functional character-
istics of GPU, it has been widely used in the field of intelli-
gent computer. In order to make full use of the full range
of GPU resources, this paper proposes an effective resource
distribution and workflow planning framework for robust
service delivery scenarios under multitask GPU distribution.
Finally, the GA-TP algorithm and the HEFT algorithm are
compared through the basic parameters of AMS, AS, SLR,
and CECER. The result shows that the programming time
of the new GA-TP programming algorithm is reduced by
more than 20%.
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Acquiring precise localization information of sensor nodes is very important in wireless sensor networks. The 3DDV-hop
localization algorithm suffers from large localization errors and high energy consumption. In order to improve positioning
accuracy and reduce energy consumption, a 3DDV-hop node localization algorithm (3D-HCSSA) based on hop size correction
and improved sparrow search optimization is proposed. The algorithm redefines the amendment factor and reduces the
cumulative error caused by the hop counts in the traditional algorithm. A maximum distance similar link method based on a
similar path search is proposed to find the most similar known node path pair from the target node to the noncoplanar known
node link and correct the hop size between multihop counts. The sparrow search algorithm is improved by using the k-means
clustering and sine cosine search strategy, which solves the problem that the traditional sparrow algorithm is easy to fall into
the local optimum, accelerates the convergence speed, corrects the position deviation of the target node, and improves the
positioning accuracy. Experiments demonstrate that the 3D-HCSSA algorithm can improve positioning accuracy and reduce
energy consumption. Compared with the 3DDV-hop algorithm, 3D-GAIDV-hop algorithm, and HCLSO-3D algorithm, the
3D-HCSSA positioning accuracy is significantly improved.

1. Introduction

Wireless sensor networks (WSNs) is a multihop counts wire-
less network that incorporates nodes to sense, collect, and pro-
cess target node information, enabling access to objective
physical information, extending information acquisition capa-
bilities, and providing themost direct and accurate information
in next-generation wireless networks [1]. In next-generation
technology, Non-orthogonal Multiple Access (NOMA) allo-
cates different power to known nodes (a node whose own posi-
tion is known) and target nodes which have different residual
energy in WSNs, saving the known node energy consumption
problem by using the Successive Interference Cancellation
(SIC) technique. Therefore, this technique can be extended to
be used in next-generation networks for larger-scale scenarios
[2]. Localization information is one of the basic elements of
sensor network monitoring data and in many cases is the basis
of the application. Monitoring data without localization infor-
mation is often worthless, for example, monitoring events such

as forest fires and the presence of enemy vehicles on the battle-
field, all of which need to determine the specific localization of
the event, to achieve the localization, and to track the monitor-
ing target. Therefore, the estimation of target node location is a
key issue in wireless sensor networks [3]. It is a challenging
work about how to design a localization algorithm with low
hardware requirements and low communication and comput-
ing overhead. Researchers have proposed someWSNs localiza-
tion algorithms, which can be broadly classified into two
categories: range-based and range-free algorithms [4]. The
range-based algorithm calculates the localization of target
nodes by measuring the distance or angle information between
nodes. Although the effect ismore accurate, it requires complex
and expensive hardware equipment [5]. The main algorithms
based on the range-based approach are the Time of Arrival
(TOA) method [6, 7], Time Difference of Arrival (TDOA)
method [8], and Angle of Arrival (AOA) method [9]. The
localization method based on the range-free approach does
not need distance and angle information but only carries out
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node localization according to some information such as net-
work connectivity. Without additional complex equipment,
the positioning accuracy is lower than that of the algorithm
based on the range-based method. The typical localization
methods based on the range-free algorithm include the cen-
troid algorithm [10], approximate triangle interior point test
algorithm [11, 12], and DV-hop localization algorithm [13].

The DV-hop localization algorithm was proposed by Dra-
goş et al. [14]. It is a localization method of WSNs that directly
measures the distance among nodes without additional hard-
ware equipment [15]. In terms of implementation, the DV-
hop localization algorithm only relies on the connectivity of
the whole network, so the implementation of the DV-hop
localization algorithm is relatively simple and less costly to set
up the network. However, cumulative errors occur during the
hop size estimation stage, resulting in large errors between
the expected and actual distances between the known node
and the target node. In the localization stage, there is also a cer-
tain error between the actual position and the expected position
of the target node. In the DV-hop localization algorithm, a
swarm intelligence optimization algorithm is usually used to
reduce the localization error of target nodes. Nowadays, swarm
intelligence algorithms are commonly used in DV-hop locali-
zation algorithms to optimize algorithms to reduce the target
node localization error; classical swarm intelligence algorithms
such as particle swarm optimization algorithm (PSO) [16],
genetic algorithm [17], ant colony optimization algorithm
[18], grey wolf optimization algorithm [19], and bacterial for-
aging optimization algorithm [20]; and some novel optimiza-
tion algorithms proposed in recent years, such as the sparrow
search algorithm [21], the squirrel search algorithm [22], and
the butterfly optimization algorithm [23]. Particle swarm
optimization is a common algorithm used by researchers to
optimize the DV-hop localization algorithm. In Kanwar and
Kumar [24] by adjusting a few particle parameters and extend-
ing the target node to the selected known node, the objective
function of the particle swarm optimization algorithm is estab-
lished to provide better positioning accuracy in resource-
constrained environment through iteration. However, the
increase in parameters will lead to the complexity of the oper-
ation and increase the complexity of the algorithm. Singh and
Sharma [25] first found the feasibility region of each target
node and determined the initial position velocity of the particle
in the feasibility region. Secondly, update the particles in the
estimation of the particle fitness function. Finally, the optimal
position of target nodes can be determined after the iteration
is completed by setting the number of iterations. Singh and
Sharma [26] used the PSO algorithm to further correct the
proposed two-dimensional hyperbolic algorithm to determine
the localization of target nodes. Firstly, find out the survival
area of each target node and determine the initial position
and velocity of the particles in the feasible area; secondly, esti-
mate the fitness of each particle; and finally, obtain the optimal
solution through iteration, which is the optimal position of the
target node. However, this algorithm does not optimize the
PSO algorithm, which will result in slow convergence; the algo-
rithm is easy to fall into a local optimum during the solution
process; and the algorithm complexity and space complexity

will also increase. In Zhang et al. [27], the PSO algorithm is
used to further correct the proposed two-dimensional hyper-
bolic algorithm to determine the localization of unknown
nodes. Firstly, find out the survival region of each unknown
node, and determine the initial position and velocity of parti-
cles in the feasible region; secondly, the fitness of each particle
is estimated; and finally, the optimal solution obtained through
iteration is the optimal localization of unknown nodes. The
algorithm improves the positioning accuracy but increases
the number of operations during the iterative process, which
leads to an increase in the complexity of the algorithm. Fang
et al. [28] used the exponentially decreasing function to
improve the inertia weights because the inertia weight values
in the PSO algorithm affect the network optimization speed
effect, and the improved PSO algorithm can correct the posi-
tion of the target node more effectively, thus improving the
positioning accuracy. However, the method only optimizes
the algorithm itself, but not the global optimization of the
algorithm, so the algorithm is prone to problems such as local
optimization.

Other swarm intelligence algorithms optimize DV-hop
localization algorithms. Cai et al. [29] proposed weight con-
vergence analysis of the DV-hop localization algorithm based
on the genetic algorithm (MW-GADV-hop). Since the tradi-
tional weight model does not analyze the convergence and
ignores the relationship between weight and error, this algo-
rithm establishes a weight model based on error variation
and proves the convergence of the model, which improves
the positioning accuracy. However, some results in the weight
model with error variation do not converge to 1/4 communi-
cation radius, so the convergence of the model is insufficient,
which will eventually affect the positioning accuracy. Kanwar
and Kumar [30] proposed a DV-hop based range-free locali-
zation algorithm for WSNs using runner-root optimization
(RRADV-hop). The rotary root algorithm is used to deter-
mine the fitness function, and the one with the smallest value
of the fitness function through iteration is the corrected target
node coordinate. The rotation root optimization algorithm is
not initialized, leading to slow convergence of the algorithm
and affecting the positioning accuracy. Mohanta and Das
[31] proposed a class topper optimization-based improved
localization algorithm in a wireless sensor network
(CTODV-hop). A two-dimensional hyperbolic algorithm is
used to calculate the target node localization, and by the class
topper optimization approach, the efficiency and reliability of
the algorithm are improved, the localization error is reduced,
and the complexity of the algorithm is decreased. Jacob et al.
[32] proposed a modified search and rescue optimization-
based node localization technique in WSNs (MSRODV-
hop). By the MSRO-NLT method, the problem of solving
the target node coordinates is transformed into the problem
of solving the minimum in mathematics; this method reduces
the number of iterations of the algorithm. However, the algo-
rithm only optimizes the local optimum and does not solve the
problem of fast convergence, and it is difficult to cover all
solution sets completely.

We combine the above studies, a 3DDV-hop localization
algorithm based on hop size correction and improved sparrow
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search is proposed, which further reduces the hop size and
localization error and improves the positioning accuracy.
The main work of this article is as follows:

(1) The maximum distance similar link method is pro-
posed. Based on the traditional similar path search
algorithm, a pair of known node paths most similar
to the link from the target node to a specific nonco-
planar known node is found, and the multihop size
between the known node and the target node is
modified, which reduces the hop size calculation
overhead and improves the positioning accuracy of
the algorithm

(2) The K-means clustering algorithm is introduced to
solve the problem that the traditional sparrow search
algorithm is easy to fall into the local optimum when
initializing. In the optimization scrounger position
update stage, in order to avoid the poor effect of
the scrounger position update stage in finding the
optimal, the positive cosine search strategy is intro-
duced to enhance the convergence of the sparrow
search algorithm and improve the convergence accu-
racy. The fitness function is redesigned so that the
fitness value can correct the target node position
deviation after iteration

The remainder of this article is summarized as follows.
The second part summarizes the related work. The third part
states the 3DDV-hop localization algorithm, the traditional
sparrow search algorithm, and the improved sparrow search
algorithm. The fourth part mentions the localization algo-
rithm of 3D-HCSSA. The fifth part analyzes the experimen-
tal results. The sixth part draws conclusions.

2. Related Work

The 3DDV-hop algorithm mainly locates nodes by network
connectivity and topology structure. It has low requirements
on hardware devices and simple calculation, but nodes are
distributed in different areas, resulting in different node den-
sities. The average hop size of target nodes depends on one
known node in the whole region. When there are too many
known nodes in the region, the hop size of nodes will be
wasted, and one known node cannot reflect the network
environment of WSNs. If the known node is close to the tar-
get node and there is an error in the average hop size itself,
the error will be directly transmitted to the target node; then,
the error accuracy within the whole network decreases.

In the 3DDV-hop localization algorithm, various optimi-
zation algorithms and improvement methods can reduce the
node localization error. Gou et al. [33] proposed a three-
dimensional localization algorithm (HCLSO-3D) based on
hop correction and lion swarm optimization inWSNs. The fit-
ness function values of each type of lion are rearranged in
ascending order, and the position of the lion with the smallest
fitness value is the optimal position of the target node. The
position of the lion king with the lowest fitness value was the
optimal localization of the target node. However, this article

only improves the fitness function and does not initialize the
lion swarm algorithm, which leads to problems such as local
optimization and slow convergence speed. Kaushik et al. [34]
proposed an improved 3DDV-hop localization algorithm
(I3D-DVLAIN) based on neighbouring node information. By
adopting a new method of solving the equations, subtract the
last distance equation from all the other distance equations
and then divide the equations by the maximum distance equa-
tion. Therefore, the error propagation is reduced, and themath-
ematical analysis of error propagation proves that the method
can effectively improve the positioning accuracy. Due to the
large number of parameters and related equations in the oper-
ation of this method, the calculation difficulty and algorithm
complexity are increased during the calculation. In Kanwar
and Kumar [35] firstly, the localization of the target node is cor-
rected by the hyperbolic method. Then, the optimal target node
localization was obtained by iterating through single-objective
and multiobjective functions, respectively, which improved
the robustness of the algorithm. However, there are many func-
tion variables and complex process in the iterative process,
which increases the algorithm overhead. Cheng et al. [36] intro-
duced that the ratio of the number of common neighbour nodes
belonging to two nodes that are neighbour nodes to each other
to the number of all neighbour nodes of the two nodes is used to
replace the volume ratio of the area where the corresponding
nodes are located, reversely solve the relation between the con-
tinuous hop count and the node ratio, and use the parameter-
corrected relationship to calculate the continuous hop count,
thereby reducing the distance estimation error, improving the
positioning accuracy, but also increasing the algorithm
complexity. Cai et al. [37] proposed a multiobjective three-
dimensional DV-hop localization algorithm (N2-3DDV-hop)
based on NSGA-II. Firstly, a multitarget model and NSGA-II
were added to analyze the limitations of the traditional single-
target localizationmodel. Secondly, amultiobjective localization
model is proposed in combination with the NSGA-II algorithm,
and the target node coordinates are derived by iterating accord-
ing to the model. Due to the large number of parameters and
related equations in the algorithm, the calculation difficulty
and algorithm complexity are increased. Sharma and Kumar
[38] proposed using the genetic algorithm to improve the
range-free localization of three-dimensional WSNs (3D-
GAIDV-hop). Firstly, the genetic algorithm is introduced to
accelerate the convergence speed. Secondly, the fitness function
is redesigned; the optimal position of the target node coordi-
nates is the one with the smallest adaptation value by iteration.
The minimum fitness value is the optimal localization of the
target node coordinate, and the positioning accuracy is
improved. However, there is the problem that the algorithm is
difficult to cover all solution sets.

Based on the above research, this article is mainly aimed at
the inaccurate problem of hop count division, hop size setting,
and target node coordinate calculation of the 3DDV-hop
localization algorithm and proposes a 3DDV-hop localization
algorithm based on hop size correction and improved sparrow
search. With the HCSSA localization algorithm (3D-DV-hop
based on hop size correction and improved sparrow search
algorithm), this article divides the optimal hop count by rede-
fining the amendment factor and proposes the maximum
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distance similar link method to correct the multihop size
between nodes. K-means clustering and sine-cosine search
strategy are introduced to improve the traditional sparrow
search algorithm to correct the coordinate deviation of target
nodes. In conclusion, the 3D-HCSSA localization algorithm
improves the node positioning accuracy and reduces the algo-
rithm energy consumption.

3. 3DDV-Hop Localization Algorithm and
Sparrow Search Algorithm

3.1. 3DDV-Hop Localization Algorithm. The 3DDV-hop
(three-dimensional distance vector-hop) localization algo-
rithm is a distributed localization algorithm based on the
range-free approach [39]. The algorithm consists of three
phases.

Step 1. Calculate the minimum hop count of the target node
and each known node. The known node floods its informa-
tion group to the neighbour node, including the localization
information of the known node and the hop count with an
initial value of zero. By receiving the minimum counts of
hop for each known node, ignoring the group from the same
known node with a larger count of hop, the hop count is
automatically added by 1 and finally forwarded to the neigh-
bour nodes.

Step 2. Calculate the distance between the target node and
the known node. The known nodes calculate the average
hop size by each known node based on the minimum counts
of hop of other known nodes recorded in Step 1, and broad-
cast the average hop size information in the network to esti-
mate the average hop size:

AveHopsizeI =
∑I≠J

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xI − XJ′
� �2

+ yI − Y J′
� �2

+ zI − ZJ′
� �2r

∑I≠JhI J
,

ð1Þ

where ðxI , yI , zIÞ , ðXJ′ , Y J′ , ZJ′Þ are the coordinates of known
nodes I and J , respectively; hI J is the hop count between the
two known nodes; and AveHopsizeI is the average hop size
of known node I. Each known node uses equation (1) to esti-
mate the average actual distance per hop based on the local-
ization information and the number of hop counts away
from other known nodes recorded in the first phase.

The distance from the known node to the target node is
given by the following equation:

HSIu = AveHopsizeI ×HopIu, ð2Þ

where HopIu is the hop count between the known node I
and the target node u.

Step 3. Calculate the coordinates of target nodes. After deriv-
ing the expected distances between four and more target
nodes to the known node in a three-dimensional space, the

coordinates of the target nodes are calculated by the great
likelihood estimation method.

3.2. Sparrow Search Algorithm. The sparrow search algo-
rithm (SSA) is a swarm intelligence optimization algorithm
inspired by sparrow foraging and antipredation behaviour
proposed by Xue and Shin [21] in 2020. There are two roles
in SSA: producer and scrounger. Producers forage and pro-
vide guidance, while the scrounger obtains food through
the producer. In order to better obtain quality food, mem-
bers of the population monitor each other’s behaviour, and
in order to increase their own predation rate, scroungers
compete for food with the high intake sparrows. The locali-
zation of the sparrow population can be expressed as

Π =

Π1,1 Π1,2 ⋯ ⋯ Π1,d

Π2,1 Π2,2 ⋯ ⋯ Π2,d

⋮ ⋮ ⋮ ⋮ ⋮

Πn,1 Πn,2 ⋯ ⋯ Πn,d

2
666664

3
777775, ð3Þ

where n represents the number of the sparrow population
and d is the optimal dimension.

The fitness of each sparrow is

FitnessΠ = ς Π1ð Þ, ς Π2ð Þ⋯ ς Πnð Þ½ �T , ð4Þ

where ςðΠ1Þ, ςðΠ2Þ⋯ ςðΠnÞ are the fitness values of each
sparrow, respectively.

Define producer updated localization:

xt+1i,j =
xti,j∙exp

−i
α∙itermax

� �
, if R2 < ST,

xti,j +Q∙L, if R2 ≥ ST,

8><
>: ð5Þ

where t represents the current iteration number and itermax
represents a constant of the maximum iteration number. xi,j
represents the position information of the ith sparrow in
dimension j. α ∈ ð0, 1� is a random number. R2 ∈ ½0, 1� and
ST ∈ ½0:5,1� represent the warning value and the safe value,
respectively. Q is a random number. L represents a 1 × d
matrix. When R2 < ST, it represents that there are no preda-
tors around the foraging environment at this time, and the
producer can perform extensive search operations. When R2
≥ ST, indicating the detection of a predator and alertingmem-
bers, all sparrows fled to a safe place before foraging.

The updated localization of the scrounger is defined as
follows:

xt+1i,j =
Q∙exp

xtworst − xti,j
i2

 !
, if i >

n
2
,

xt+1p + xti,j − xt+1p

��� ���∙A+∙L, otherwise,

8>>><
>>>:

ð6Þ

where Xp is the producer optimal localization and Xworst is
the global worst position. A represents a matrix of 1 × d,
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where the elements have random values of −1 or 1, and A+

= ATðAATÞ−1. i > n/2 represents that the ith scrounger with
a low fitness value has not obtained food, is in a hungry state,
and needs to forage for food in order to forage for more food
in other places.

SSA has strong local search ability and fast convergence
speed but weak global search ability and weak operation of
jumping out of the local optimum. Therefore, this article ini-
tializes the initial coordinates of known nodes and target
nodes and proposes a method to further optimize the SSA
when figuring out the target node coordinates.

3.3. Improved Sparrow Search Algorithm. This article
improves the sparrow search algorithm by introducing K
-means clustering and sine-cosine search strategy, using
mathematical methods and clustering algorithm to optimize
the sparrow search algorithm, solving the problem that the
sparrow population is prone to fall into the local optimum
when initializing, and improving the convergence accuracy
and optimization effect of the traditional SSA. The improved
SSA is applied to the third phase of the 3DDV-hop localiza-
tion algorithm calculating target node coordinates. Through
simulation experiments, the improved SSA accelerates the
convergence speed and solves the problem that the algo-
rithm is easy to fall into the local optimum and corrects
the deviation of target node coordinates. In summary, the
improved SSA can solve the problem of position deviation
when calculating the target node coordinates and improve
the positioning accuracy.

3.3.1. K-means Clustering Initialization. Since the SSA uses
the random distribution principle in population initializa-
tion, the principle suffers from the problem that the sparrow
population initialization cannot completely cover the solu-
tion space and there are coverage voids, which makes it dif-
ficult to traverse various cases of the solution set in the
population and leads to the problem that the algorithm is
prone to fall into the local optimum under complex multi-
peaked functions. Therefore, in this article, the K-means
clustering method is used to solve the deficiency that the
algorithm is prone to fall into the local optimum when the
population is initialized [40].

By choosing a similarity measurement method, the two-
sample producer and scrounger are divided separately.
Among them, the producer represents the known node coor-
dinate, and the scrounger represents the target node coordi-
nate. This partitioning makes the data within the same
category as similar as possible. Using the Euclidean distance
as the measurement standard, the samples with similar dis-
tances are divided into different class clusters until the set of
the two samples initially divided is obtained. The mean value
of each class cluster sample was taken as the centre of the next
cluster, and the distance between the remaining samples and
the new cluster centre was calculated and classified. Iterate
repeatedly until the clustering criterion function converges
or reaches the number of iterations and finally improves the
global search ability of SSA.

w = fΘ, Ξg is divided into two clusters: w1,w2, where
wi = ðΘi, ΞiÞT , c1, c2 are the two initial clustering centers,
and the methods used in the clustering process are as
follows:

Euclidean distance between samples Θ, Ξ:

d Θ, Ξð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Θ − Ξð ÞT Θ − Ξð Þ

q
: ð7Þ

Average distance from sample Θ to all samples:

m =
1
n
〠d Θ, Ξð Þ: ð8Þ

Sample variance:

var =
1

n − 1
〠 d Θ, Ξð Þ −m½ �2: ð9Þ

Average distance of data set samples:

d =
2

n n − 1ð Þ〠〠d Θ, Ξð Þ: ð10Þ

Sum of squares of error:

S = 〠
2

i=1
〠 Θ − cið Þ2: ð11Þ

Assuming a population size of 100, Figures 1 and 2 are the
populations initialized by random distribution and K-means
clustering, respectively. After the comparison between
Figures 1 and 2, it is obvious that the population distribution
of the latter is more uniform than that of the former, which
fully covers the knowledge space. Therefore, the algorithm
has better ergodicity and improves the global search ability.

3.3.2. Sine-Cosine Search Strategy. The sine and cosine
search strategy was proposed by Mirjalili in 2016 [41], and
its main idea is to enhance the convergence of the algorithm
by iteratively continuously optimizing the solution set of the
objective function through the mathematical method sine
and cosine function properties for the local and global search
of the population. In the SSA, the scrounger position update
is mainly influenced by the discoverer, which leads to the
disadvantage of poor algorithm search effect, and in order
to improve the convergence accuracy and search effect, this
article uses an improved sine and cosine search strategy to
optimize the producer position [41].

The improved sine and cosine search strategy expression
can be expressed as

ϕ ϱ + 1ð Þ =
ϕ ϱð Þ + r1∙sin r2ð Þ∙Dr3 < 0:5,

ϕ ϱð Þ + r1∙cos r2ð Þ∙Dr3 ≥ 0:5,

(
ð12Þ

where r2,r3 are random factors and the corresponding value
ranges are ð0, 360°Þ and ½0, 1�, respectively. Among them, r2
determines the moving distance in the iterative process, r3 is
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the random weight coefficient assigned to the current opti-
mal solution to enhance (when r3 > 1) or weaken (when r3
< 1) the influence of the optimal solution on the defined dis-
tance, and r1 represents the control factor, which is a linear
decreasing function that controls the fluctuation amplitude
of the sine and cosine function and also determines the
movement direction of the iteration. If r1 < 1, the next solu-
tion will move from the current solution to the region of the
optimal solution; if r1 > 1, it will move in the reverse direc-
tion. The expression of the control factor is as follows:

r1 = ε 1 −
t
T

� �
, ð13Þ

where ε is a constant and T represents the maximum num-
ber of iterations.

The process of seeking optimization of the sine-cosine
optimization algorithm mainly includes two phases: global
search and local search. As the number of iterations t
increases, r1 demonstrates a linear decreasing trend. There-
fore, the convergence speed of the algorithm further acceler-
ated the convergence rate. The optimized position of the
scrounger is iteratively calculated by using the sine-cosine
search strategy (equation (13)) and the control factor
(expressions (14) and (15)).

D = r4∙xi tð Þ − xi tð Þj ji = 1, 2⋯ df g, ð14Þ

where r4 is the random factor on ½0, 1�, which represents the
switching condition of the iterative equation of the sine and
cosine function.

r3 = ε − ε∙
t
M

, ð15Þ

where M represents the number of iterations and ε is a
constant.

4. 3D-HCSSA Localization Algorithm

The 3D-HCSSA algorithm in this article is based on the hop
size correction and the improved sparrow algorithm to opti-
mize the 3DDV-hop algorithm. The 3DDV-hop algorithm is
improved and optimized from three aspects: hop count divi-
sion, hop size correction, and optimization of target node
coordinates. The simulation results demonstrate that the
improved algorithm proves that its positioning accuracy has

100

100

80

80

60

60

40

40

20

20
0

0

Figure 1: Randomly distributed initial population.
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Figure 2: K-means cluster initialization population.
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Figure 3: Flow chart of the 3D-HCSSA algorithm.

6 Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

RE
TR
AC
TE
D

been improved from many aspects, and the node energy con-
sumption is greatly reduced, resulting in a reduction in the
overall energy consumption of the algorithm.

4.1. Calculate the Hop Count of the Known Node. In the
3DDV-hop algorithm, the distance between the target node
within one hop of the known node and the known node in
the actual network is different, which will result in lower
localization accuracy. Therefore, it is necessary to optimize
and improve the partition of hop count. By making a differ-
ence between the expected hop count of a known node and
the perfect hop count, the ratio of the difference to the
expected hop count redefines the amendment factor to
reduce the cumulative error caused by hop count division.
The specific steps are as follows.

Step 1. Set the perfect hop count. Suppose the real distance
between known nodes i and j is dij; the ratio of real distance
between known nodes i, j and the maximum communica-
tion radius R is defined as the perfect hop count Hij [42]:

Hij =
dij
R
: ð16Þ

Step 2. Set the amendment factor. The expected hop count of

a known node makes a difference with the perfect hop count,
and the ratio of the difference to the expected hop count is

φij =
hij −Hij

hij
, ð17Þ

where hij is the expected counts of hop between known
nodes i, j. φij represents the amount of correction between
the expected counts of hop and the perfect counts of hop
which can reflect the difference between the expected counts
of hop and the perfect counts of hop. Useφij to redefine the
amendment factor φij as

ωij = 1 −
hij −Hij

hij

 !2

: ð18Þ

Step 3. The corrected optimal hop count can be calculated by
the amendment factor as

hij′ = ωijhij, ð19Þ

where hij′ represents the optimal hop count.
The corrected optimal hop count obtained through the

above steps can be used for the calculation of the next
section.

4.2. Hop Size Correction. This section mainly amends the
one-hop size and multihop size between the known node
and target node.

Algorithm 1: Finalization method to solve the sparrow optimization algorithm to solve the coordinate value
Input: Known node coordinates, the distance from the target node to the corresponding known node.
output Expected coordinates of target nodes.
Initialize a population of n sparrows and define its relevant parameters: M, Maximum number of iterations; PD, Population
Number of Producers; SD, the number of sparrows who perceive the danger; R2, Alert value; N, Total Population Quantity.
//Initial parameter Value Represents the initialization parameter value
1.While(t<G)// The iteration termination condition is judged
2. Sort the fitness values to find the current individual best and worst.
3. R2=rand (1)
4. for i=1: PD
5. The updated producer localization is calculated by equation (3);
6. end for
7. for i=(PD+1): N
8. The updated scrounger positions are calculated by equations (12-15);
9. end for
10. for i=1:SD
11. The sparrow position is updated by equation (6);
12. end for
13. Get the current latest position;
14. Update if the latest position is better than the previous one;
15. t = t +1;
16. end while
17. return Xbest, fg.

Algorithm 1: Sparrow optimization algorithm to calculate the target node coordinate value.

Table 1: Parameter settings.

Algorithm Parameter

SSA ST = 0:8 PD = 0:2SD = 0:3

LSSA ST = 0:8 PD = 0:2SD = 0:3

HCSSA ST = 0:8 PD = 0:2SD = 0:3
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4.2.1. Correction of One-Hop Size. In the 3DDV-hop localiza-
tion algorithm, the same average hop size is used between the
known node and the target node to calculate, which not only
increases the hop size error but also increases the energy cost.
Therefore, in one-hop size, the distance value is derived as the
hop size by proposing that through the signal strength value of
the Received Signal Strength Indicator (RSSI).

Since RSSI is based on the radio wave loss between the
transmitting end and the receiving end, the transmission loss
is converted into distance according to a specific signal

model [43], and the most widely used logarithmic-normal
distribution model is

RSS dð Þ dBm½ � = Ptr − Ploss d′
� �

− 10α log10
d

d′
+ xξ, ð20Þ

where RSSðdÞ represents the signal strength received by the
target node from a known node, d represents the distance
between the known node and the target node, Ptr represents
the transmission signal energy, Plossðd′Þ represents the signal
power loss at the reference distance d′, α represents the path
loss index, whose value depends on the transmission
medium, and d′ represents the reference distance. xξ repre-
sents the noise, which is a Gaussian random variable with a
mean of 0. ξ is the standard deviation.

According to equation (20), it can be concluded that the
hop size between the known node and the target node is

d = 10d′
� � RSS dð Þ dBm½ �−Ptr+Ploss d ′ð Þ−xξð Þ/10α

: ð21Þ

However, the RSSI values received by target nodes will
be lost to a certain extent at a certain distance [44], resulting
in deviations in the distance values, resulting in a cumulative
error in the derived distance value. Therefore, we use the
Gaussian fitting function to further correct the distance
value. The collected RSSI values are processed through the
Gaussian fitting function, the abnormal data are screened,
and the processed RSSI values are substituted into equation
(22) to obtain a more accurate internode distance. The opti-
mized RSSI value is closer to the real hop size value. The
Gaussian fitting function is as follows [45]:

f xið Þ = x0 +
A

σ
ffiffiffiffiffiffiffi
π/2

p × e−2 xi−μð Þ2/σ2ð Þ, ð22Þ

where mean μ =∑N
i=1RSSIi/N , standard deviation σ =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑N
i=1ðRSSIi − μÞ2/ðN − 1Þ

q
, x0 and A are undetermined

coefficients, which are determined by the relationship
between the known node position and the signal value, xi
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represents the ith signal distance value, and N is the total
value of the received RSSI.

Most of the RSSI values in the Gaussian function are dis-
tributed between ½μ − σ, μ + σ�, and the average value of this
interval represents that the measured and actual values are
close to each other. After being filtered by Gaussian filtering,
the currently observed RSSI value output is

RSSI′ = 1
n
〠
n

i=1
xi xiϵ μ − σ, μ + σ½ �ð Þ, ð23Þ

where n represents the number of RSSI values in ½μ − σ, μ + σ�.
The ranging distance corrected by Gaussian fitting is the

corrected distance of one-hop size:

dN = 10d′
� � RSSI′−Ptr+Ploss d ′ð Þ−xξð Þ/10α

: ð24Þ

4.2.2. Correction of Multihop Size. In this article, when calcu-
lating the multihop size between a known node and a target
node, the maximum distance similar link method is pro-
posed based on the classical similar path search algorithm,
which corrects the average hop size between the target node
and the known node by finding the most similar pair of
known node paths for the link from the target node to the
noncoplanar known node. As the corrected average hop size
value between the known node and the multihop target
node, the optimal distance is obtained by using this average
hop size multiplied by the optimized optimal hop size.

Step 1. Determine the maximum similarity link. After the
exchange of the node information, each node keeps the
information of each known node, as well as the identification
of other nodes in the path to the minimum hop count expe-
rienced by each known node. The similarity link ðSLÞ factor
represents the path from the target node to a specific known
node [46] and the degree of similarity between the paths
from other known nodes to a specific known node. The
calculation method is as follows:

SL κ, ϖð Þ = n κ ∩ ϖð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n κð Þ × n ϖð Þp , ð25Þ

where SLðκ, ϖÞ represents the similarity between the path κ
and path ϖ, κ represents target node to the specific nonco-
planar known nodes by the minimum hop count between
nodes on the link set of identification, ϖ represents the resid-
ual known node in the network to the specific noncoplanar
between known nodes, after the minimum hop count by a
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collection of node id on a link, and nð Þ is the number of ele-
ments in set.

The similarity link factor SL is used to calculate the path
from the target node to a specific noncoplanar known node
and the similarity degree between the paths from other
known nodes to a specific noncoplanar known node. The
greater the value of SL, the higher the similarity degree.
The path between the known nodes with the maximum
value is determined as the possible path. When the calcu-
lated SL values with multiple paths are the same, compare

the Euclidean distance between each known node pair in
the same SL value path. When the distance between two
points of the node is larger, the calculated energy consump-
tion of the node path is smaller, and the calculated average
hop size is closer to the actual each hop size. Therefore,
the path with the largest Euclidean distance of known node
is selected as the result.

Step 2. Calculate the average hop size of similar links with
maximum distance. The path obtained by Step 1 is the path
between two known nodes, including specific known nodes.
The Euclidean distance between nodes is calculated by using
the coordinates of the two known nodes. The calculated dis-
tance is divided by the optimized minimum hop count
between the two nodes, which is the average hop size used
by the target node.

Step 3. Calculate the multihop size between the known node
and the target node. To obtain the distance to the noncopla-
nar known node, each target node uses the calculated aver-
age hop size multiplied by the optimal hop count.

4.3. Calculate Target Node Coordinates

4.3.1. Determine Fitness Value. The sine and cosine function
search method effectively enhances the convergence of the
sparrow algorithm, improves the convergence accuracy and
the optimization effect, and improves the iterative efficiency.
For this reason, this article redesigns the fitness function so
that the fitness value after iteration can better correct the
position deviation of the target node:

fitness =
1
n
∙〠

n

I=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xI − XJ′
� �2

+ yI − Y J′
� �2

+ zI − ZJ′
� �2r

−DI,u

�����
�����,

ð26Þ

where ðxI , yI , zIÞ, ðXJ′ , Y J′ , ZJ′Þ are the coordinates of the
target node and known node, respectively. DI,u is the dis-
tance from the target node u to the known node I.
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Figure 12: A roundabout way of F9.
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Figure 14: A roundabout way of F11.
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4.3.2. 3D-HCSSA Algorithm Flow. The localization process
of the 3DDV-hop algorithm based on 3D-HCSSA can be
described as follows:

Step 1. The algorithm revises the hop counts by redefining
the amendment factor to determine the optimal hop counts.

Step 2. Firstly, the Gaussian fitting function is used to reduce
the error between the measured and actual values of the one-
hop size between the known node and the target node; sec-

ondly, the average hop size between the known node and
the target node of this path is corrected according to the
maximum distance similar link method proposed in this
article, and the distance between the known node and the
target node is calculated after the correction.

Step 3. In the three-dimensional space, 100m × 100m ×
100mk-means clustering and sine and cosine search strategy
are used to improve the sparrow search algorithm to opti-
mize the localization of target nodes. Set the number of spar-
row populations, and set the number of iterations and the
localization of the population in initialization.

Step 4. Calculate the fitness values of all sparrow individuals
through the fitness function, sort the fitness values of all
sparrow individuals, and record the current optimal and
worst sparrow positions.

Step 5. The entire iterative process iterates according to equa-
tions (3), (4), (5), and (12)–(15), updates the population posi-
tion and calculates the new fitness value, and records the
fitness value and position of the best individual after the update.

Step 6. The algorithm loops and calculates Step 5, and after
iterating to the maximum, the global optimal position of
the producer is obtained, that is, the optimal value of the
coordinates of the target node and the algorithm.

The flow chart of the 3D-HCSSA algorithm is shown in
Figure 3.

Algorithm 1 is the pseudo-code of the spark search algo-
rithm used to calculate the location of the target node.

5. Simulation Results and Analysis

5.1. Evaluation of the Performance. This article compared
HCSSA with SSA [21] and LSSA [47]. The parameters are
set as shown in Table 1.

This section analyzes the performance of the improved
sparrow search algorithm with 20 benchmark functions; as
shown in Table 2, most of the benchmark functions come
from the literatures [20, 42].
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The algorithm in this article is compared with SSA and
LSSA by 20 benchmark functions; Figures 4–23 show the
details of the convergence curves of the SSA, the LSSA,
and the HCSSA on the benchmark functions. From the
figure, the iterative functions F6, F13, F14, F16, F17, F18,
F19, and F20 find the optimal solution before the number
of iterations is reached in the iterative process. From this
iterative process, the convergence speed of the HCSSA is
better than the other two algorithms, and the algorithm is

less likely to fall into a local optimum. The convergence
curves of each function are shown in Figures 4–23.

5.2. Simulation Analysis. In order to verify the performance
of the proposed algorithm in localization, the 3DDV-hop
localization algorithm, 3D-GAIDV-hop localization algo-
rithm, and HCLSO-3D localization algorithm were analyzed
separately. The relationship between the number of known
nodes, the communication radius, and the total number of
nodes and energy consumption is compared to analyze the
positioning accuracy of the four algorithms.

5.2.1. Experimental Parameter Setting. To verify the perfor-
mance of the algorithm 3D-HCSSA in localization in this
article, simulation experiments are conducted using
MATLAB. 100 simulation experiments were conducted in
the same environment, and the average value is taken as
the final result of simulation experiments. 100m × 100m ×
100m is set as the simulation area, and 100 target nodes
and 30 known nodes are taken. The specific experimental
parameters are shown in Table 3. The random distribution
of nodes in the 3D space is shown in Figure 24.

5.2.2. The Localization Performance of the Model Is Evaluated
by Means of the Average Localization Error Metric.

γALE =
∑n

I=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xI − XI′
� �2

+ yI − YI′
� �2

+ zI − ZI′
� �2r

NR
, ð27Þ

where γALE represents the average localization error, ðxI , yI , zIÞ
represents the actual coordinate value of the target node I, ðXI
′, YI′, ZI′Þ is the expected coordinate value of the node I , N rep-
resents the total number of target nodes, and R represents the
communication radius of the known node.

5.2.3. Analysis of the Number of Known Nodes and the Average
Localization Error. From Figure 25, it can be seen that the aver-
age localization error of the algorithm in this article is smaller
when the known nodes are the same. When the proportion
of known nodes is 30%, the average localization error of the
3D-HCSSA algorithm is the smallest at 8.5%. At this time,
the average localization errors of 3DDV-hop, 3D-GAIDV-
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Figure 20: A roundabout way of F17.
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Figure 21: A roundabout way of F18.

105

100

10–5

Be
st 

sc
or

e o
bt

ai
ne

d 
so

 fa
r

10–10

0 100 200 300
lteration

SSA
LSSA
HCSSA

400 500
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Figure 23: A roundabout way of F20.
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hop, and HCLSO-3D are 12.5%, 11.3%, and 9.8%, respectively,
and the average localization errors of the 3D-HCSSA algorithm
reduces compared with these three algorithms by 47.06%,
32.94%, and 15.29%, respectively. Therefore, when the number
of known nodes is constant and the average positioning error
curve is shown in the figure, the 3D-HCSSA algorithm has

the advantage of high positioning accuracy compared with
the other three algorithms.

5.2.4. Analysis of Different Communication Radii and Average
Localization Errors. Figure 26 demonstrates the curve of average
localization error that varies with communication radius. The
proportion of known nodes is10% in the network, and the com-
munication radius is increased from 25m to 45m. By changing
the communication radius, the localization performance of the
four algorithms is compared and analyzed. The average locali-
zation error of the 3D-HCSSA algorithm is always the smallest.
As the communication distance increases, the known node
communicates directly with more nodes, so the average locali-
zation error gradually tends to be stable. The average localiza-
tion error of the 3D-HCSSA algorithm is 9.6% minimum at
the communication radius equal to 45m. In this case, the aver-
age localization errors of 3DDV-hop, 3D-GAIDV-hop, and
HCLSO-3D algorithms are 14:3%, 11:5%, and 11:2%, respec-
tively. Compared with these three algorithms, the average local-
ization errors of the 3D-HCSSA algorithm are reduced by
48:96%, 19:79%, and 16:67%, respectively. In summary, we
can see by the change curve of communication radius from
the figure that the average positioning error of the 3D-HCSSA
algorithm is the smallest in different communication radius
ranges, so the proposed algorithm in this article has the feature
of high positioning accuracy.

5.2.5. Total Number of Nodes and Average Localization Error
Analysis. Figure 27 demonstrates the curve of average local-
ization error that varies with the total number of nodes. Sen-
sor nodes are randomly deployed throughout the network
with a communication radius of 30m. The performance of
the four algorithms demonstrates that the average localiza-
tion error decreases gradually with the curve. The reason
for this is that the network connectivity becomes better as
the node density increases. Therefore, when the total num-
ber of nodes reaches a certain value, the average localization

Table 3: Network environment and parameter setting.

Parameter Value

The network area 100m × 100m × 100m
Total number of nodes 100-300

Number of known nodes 10-30

Communication radius 25-45

Maximum iteration 300
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Figure 24: Random distribution of nodes in the three-dimensional
space.
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Figure 25: Compare and analyze the localization errors of different
numbers of known nodes.
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error of all four algorithms gradually stabilizes and does not
change significantly. The average localization error of the
3D-HCSSA algorithm is always the smallest under the same
conditions. When the total number of nodes reaches 300, the
average localization error of the 3D-HCSSA algorithm is the
smallest at 19:2%. In this case, the average localization errors
of 3DDV-hop and 3D-GAIDV-hop and HCLSO-3D algo-
rithms are 31:2%, 22:4%, and 19:9%, respectively. The 3D-
HCSSA algorithm reduces the average localization error by
62:5%, 16:67%, and 3:64%, respectively, by comparison.
Therefore, compared with the other three algorithms, the
average positioning error of this algorithm is significantly
reduced and the positioning accuracy is improved.

5.2.6. Influence of the Number of Known Nodes on Energy
Consumption. Figure 28 demonstrates the curve of network
energy consumption that varies with the number of known
nodes. The energy consumption of the four algorithms
increases gradually by randomly deploying sensor nodes
throughout the network. The reason for this is that the increase
in the number of known nodes leads to an increase in compu-
tation time. The energy consumption of the 3D-HCSSA algo-
rithm is always the smallest throughout the process. When
the number of known nodes is 30, the minimum energy con-
sumption of 3D-HCSSA is 28. In this case, the energy con-
sumption of 3DDV-hop, 3D-GAIDV-hop, and HCLSO-3D is
103, 35, and 33, respectively. Compared with the three algo-
rithms, the energy consumption of 3D-HCSSA is reduced by
72:82%, 25%, and 20%, respectively. The known nodes con-
sume large power in the network, which leads to the problem
of high energy consumption of the whole network. It can be
seen from the energy consumption curve in the figure that as
the number of known nodes increases, the energy consumption
is also increased, but the algorithm proposed in this paper has
the advantage of low energy consumption compared with the
other three algorithms.

5.2.7. Influence of the Number of Target Nodes on Energy
Consumption. Figure 29 demonstrates the curve of network
energy consumption that varies with the target number of
nodes. The performance of the four algorithms are compared
by randomly deploying sensor nodes within the entire net-
work. The energy consumption of the four algorithms gradu-
ally increases as the total number of nodes increases, and the
increase in the number of target nodes leads to an increase
in computation time. The energy consumption of the 3D-
HCSSA algorithm is always the smallest throughout the exper-
iment. The energy consumption of the 3D-HCSSA algorithm
is the smallest when the target node is 300 at 82. In this case,
the energy consumption of 3DDV-hop, 3D-GAIDV-hop,
and HCLSO-3D algorithms is 113, 90, and 87, respectively.
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Figure 27: Compare and analyze the total number of nodes and the
average localization error.
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of the 3D-HCSSA algorithm is reduced by 37:8%,9:76%, and
6:09%, respectively.

5.2.8. Analysis of Calculation Cost. The average running time
of the algorithm is analyzed as an index of computational
cost. Table 4 demonstrates the average running time of
3DDV-hop and 3D-GAIDV-hop and HCLSO-3D and 3D-
HCSSA algorithms under the same experimental conditions.
As can be seen from the experimental results, the average
running time of the 3D-HCSSA localization algorithm is
about 1:65 times that of the 3DDV-hop algorithm, about
1:08 times that of the 3D-GAIDV-hop algorithm, and about
1:03 times that of the HCLSO-3D algorithm. Because the
3D-HCSSA algorithm uses an intelligent algorithm to solve
the target node coordinates, which results in the increase
in the amount of calculation, the small increase in time con-
sumption of the algorithm can be ignored, but the position-
ing accuracy is significantly improved.

5.2.9. Time Complexity Analysis of the Localization Algorithm.
Since WSNs are usually limited by resources, in addition to
positioning accuracy, the complexity of a localization algo-
rithm is also one of the factors that must be considered. Sup-
pose the number of nodes in the whole WSNs is n and the
number of nodes is known to be m. The time complexity of
computing the minimum counts of hop between nodes is oð
n3Þ in the 3DDV-hop algorithm, the time complexity of calcu-
lating the actual distance between nodes is oðnÞ, the time com-
plexity of calculating the hop size from the target node to the
known node is oðn ×mÞ, and the time complexity of calculat-
ing the localization of the target node through the maximum
likelihood estimation method is oððn −mÞ4Þ. Similarly, the
complexity of 3D-GAIDV-hop and HCLSO-3D mentioned
in this article increases oðnÞ, respectively, on the basis of the
original 3DDV-hop algorithm. The time complexity of the
proposed algorithm is also increased by oðnÞ on the basis of
the 3DDV-hop algorithm. Therefore, the time complexity of
the 3D-HCSSA algorithm does not increase significantly, but
the positioning accuracy is better improved.

6. Conclusion

Aiming at the obvious error problem of node localization in
the 3DDV-hop algorithm, a sparrow search localization
algorithm 3D-HCSSA based on hop size correction and
improvement is proposed. The algorithm redefines the
amendment factor based on the original hop count to reduce
the hop count error and proposes the maximum distance
similar link method to correct the multihop size between

nodes and uses K-means clustering and sine-cosine search
strategy to improve the traditional sparrow search algo-
rithm. If it is insufficient, optimize the position of the target
node and improve the positioning accuracy. The simulation
results demonstrate that the average positioning errors of the
3D-HCSSA algorithm are reduced by 52.84%, 23.13%, and
11.87%, respectively, compared with the 3DDV-hop algo-
rithm, the 3D-GAIDV-hop algorithm, and the HCLSO-3D
algorithm. Therefore, the algorithm improves the node posi-
tioning accuracy and reduces the energy consumption of the
algorithm. For the future research directions, we will focus
on these aspects: firstly, to explore a better way to build an
integrated network with seamless coverage within the net-
work by combining 5G/6G technology with WSNs to solve
the solution set coverage problem in the sparrow optimiza-
tion search algorithm, reduce coverage voids, and improve
positioning accuracy, and secondly, how to constrain the
residual energy of nodes and enhance the application of
the algorithm in various heterogeneous networks.
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In recent years, with the development of social economy, the working efficiency of meteorological system has been gradually
improved. The socialization of meteorological service refers to the use of intelligent data analysis technology to achieve
accurate forecast and real-time monitoring of weather forecast and provide personalized services for users based on this
information. This paper studies the realization path of meteorological service socialization in order to bring convenience to
people’s life. This paper mainly uses a simulation experiment method, investigation method, and statistical method to conduct
in-depth research on the social development of meteorological services. Experimental data show that more than 70 percent of
people get weather information from their smartphones. The system designed in this paper can basically meet the requirements.

1. Introduction

In recent years, weather service has become a new hot topic.
This paper will focus on data mining and social analysis and
conduct intelligent integration and visual management of
meteorological information resources based on intelligent
multisource and social network platforms. The socialized
development of weather service refers to the comprehensive
management of weather forecast by using intelligent data
analysis technology, including weather warning, automatic
broadcast, information push, and other functions.

There are many theoretical achievements on the realiza-
tion path of the socialized development of meteorological
service based on intelligent data analysis. For example, in
order to further improve the timeliness of weather warning,
some scholars have made great efforts to improve the level of
refined meteorological service [1, 2]. Some scholars use
UNIT’s speech recognition and natural interaction technol-
ogies to create intelligent interactive weather services [3, 4].
Some scholars believe that in the context of international
service system reform, socialization of meteorological service
is an important direction for future development and reform

[5, 6]. Therefore, this paper makes an in-depth study on the
realization path of meteorological service socialization devel-
opment by using an intelligent data analysis method.

This paper first studies the development of meteorologi-
cal service and sharing and expounds the basic concepts and
theories of meteorological service and sharing. Secondly, the
intelligent forecasting method based on a neural network is
analyzed, and the meteorological service system is designed
by using this algorithm. Then, it expounds the selection of
meteorological service socialization index. Then, the overall
design of meteorological information service system is made.
Finally, the feasibility of the system is verified by
experiments.

2. The Realization Path of the Social
Development of Meteorological Services
Based on Intelligent Data Analysis

2.1. Meteorological Services and Shared Development.Meteo-
rological service is a big concept. In the era of traditional
planned economy, meteorological service is completely
invested by the government and provided to users for free.
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This unique investment model is obviously difficult to meet
the needs of meteorological services in all aspects of society
and economy. Our country’s meteorological services (prod-
ucts) can be divided into three categories: one is nonprofit
meteorological services (public products), including
decision-making meteorological services and public meteo-
rological services. The second is paid weather service. The
third is commercial weather services [7, 8]. The status of var-
ious services is as follows:

Decision-making services refer to the meteorological ser-
vices provided by major party and government departments
at all levels to guide social development and national eco-
nomic construction. It is a special weather service with Chi-
nese characteristics, and the operating cost comes from
national funds. From the perspective of service content,
decision-making weather services are mainly for weather
forecasting services for major disasters, transitional periods,
and important social activities and provide accurate and
timely meteorological scientific basis for decision-making
[9, 10].

Although the weather telephone service started earlier,
its progress has been slower. Based on the convenience of
the masses, the promotion is rapid and social benefits are
paramount. Many places popped up suddenly, and the gen-
eral public responded well. They think this kind of service is
practical, fast, and close to people’s lives. The weather tele-
phone service not only improves people’s living standards
but also serves as a good assistant and consultant for citi-
zens. The service content has been continuously enriched
and extended from a single air pollution weather forecast
service, somatosensory, temperature, weekend commuting,
etc. This largely meets the needs of society and the public
[11, 12].

Newspaper weather service is also one of the most
important forms of public weather service.

Since the founding of New China, the state has directly
provided full funding to meteorological agencies, and mete-
orological stations at all levels have provided unique non-
profit meteorological services. After the Third Plenary
Session of the Eleventh Central Committee of the Commu-
nist Party of China, with the change of the main direction
of the party’s work and the continuous deepening of reform
and opening up, various economic fields and some users
have many new special needs for meteorological ser-
vices [13].

The concept of common development has four main
connotations. The first is shared by all; that is to say, that
common development is appreciated by everyone; everyone
has something. The second is global sharing, that is, sharing
development means sharing the achievements of the coun-
try’s economic, political, cultural, social, and ecological civi-
lization construction and fully guaranteeing the rights and
legitimate interests of the people in all aspects. The third is
to build and share together. Only by coconstruction can we
share, and the process of coconstruction is also a process
of sharing. The fourth is progressive division. Joint develop-
ment must have a bottom-up, unbalanced to balanced pro-
cess; even if it reaches a very high level, there will be
differences. This definition emphasizes the universality and

content of joint development issues. The completeness of
the development phase, the participation process, and the
gradual advancement provide effective guidance for scien-
tists and experts enable them to fully understand and under-
stand the importance of joint development. However, if you
want to implement coconstruction, you need to further
deconstruct and refine the concept of coconstruction, so that
every specific goal and goal can be achieved and enforced
and promote the realization and evaluation of results [14].

The meaning of public service is often linked with the
concept of public goods. Public goods are material goods,
while public services emphasize an intangible service. To
fully understand the concept of public services, we need to
start with the analysis of the connotation of public products.
From the introduction of public services to the present, pub-
lic services have become an important issue affecting gov-
ernment functions, social development, and people’s
happiness. Equalization of public services means that the
state can provide public products or services to different eco-
nomic components, different social classes, or different
interest groups without discrimination, including roughly
similar financial investment, income and cost sharing. The
balance of public utilities includes a large number of realiz-
able, targeted, and planned value judgments. The pursuit
of “balance” reflects the fair value orientation of public util-
ities [15].

2.2. Intelligent Prediction Method Based on Neural Network.
Artificial neural network is called neural network for short.
This data model is extracted from a biological network con-
taining many interconnected neurons to build a more com-
plex network. One of the most important characteristics of
neural networks is its topological structure, which is gener-
ally divided into direct neural networks and return neural
networks. Feedforward neural network is the most common
and simplest model in artificial neural network. According
to different information processing methods, neurons can
be divided into input layer neurons, hidden layer neurons,
and output layer neurons. The signal from the input layer
to the output layer flows in one direction.

Generally speaking, the learning methods of artificial
neural networks (ANN) can be divided into two types: learn-
ing with tutors and learning without tutors. The artificial
neural network model is a simplified mathematical model
that simulates the function of the biological nervous system.
Its properties are summarized as follows:

(1) It has a very parallel structure and information pro-
cessing capabilities

(2) It has strong self-learning ability and information
storage ability

(3) It has strong fault tolerance

(4) It has strong nonlinear approximation ability

In the BP neural network algorithm, if the actual output
of the output layer matches the expected output, it becomes
the actual output. That is, if the actual output of the output
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layer does not match the expected output, you must enter
another process of the algorithm.

Because BP neural network has self-organization, self-
learning, and self-adaptive capabilities and better fault tol-
erance, it can be used for prediction, but BP neural net-
work is easy to fall into its loopholes. The initial weights
and thresholds are initialized randomly, so it is difficult
to get the overall optimal initial value, which further
reduces the accuracy of prediction. The PSO algorithm is
used to optimize the weights and thresholds of the BP
neural network, and an intelligent prediction model based
on PSO-BPNN is established. The basic process is as
follows:

(1) Initialize the particle swarm randomly

(2) Calculate the fitness value of each particle

(3) Compare the fitness value of the current particle
with the previous best fitness value, compare the
two, and take the larger value as the best fitness value
of the current particle

(4) Choose the best of all particle fitness values as the
overall optimal solution

(5) Use formula (1) to calculate the forward speed of
each particle, namely,

wm s + 1ð Þ = ψwm sð Þ + d1q1 om − am sð Þð Þ + d2q2 oh − am sð Þð Þ
ð1Þ

(6) Calculate the position of each particle after advanc-
ing, namely,

am s + 1ð Þ = am sð Þ +wm s + 1ð Þ ð2Þ

(7) Reduce the inertia weight W according to

W =Wmax −
Wmax −Wmin
mtermaxmter

ð3Þ

(8) Change the acceleration coefficient d1 and d2 accord-
ing to

d1 = d1 max
W1 max −W1 min

mtermaxmter
, ð4Þ

d2 = d2 max
W2 max −W2 min

mtermaxmter
ð5Þ

(9) Until the algorithm reaches the maximum number
of iterations or until the convergence criterion is
met, do not leave the PSO algorithm

(10) Continue to train the neural network, compare the
results of the two, if it is better than the training
result of the PSO algorithm, generate a BP neural
network; otherwise, generate a neural network for
PSO training

2.3. Selection of Socialization Indicators for
Meteorological Services

2.3.1. Weather Warning Coverage. The scope of meteorolog-
ical warning information is mainly the range of meteorolog-
ical warning information transmitted to the public and users
through secondary warning communication means such as
mobile phones, television, radio, and the Internet. The
assessment of the coverage area of meteorological disaster
warning information is a scientific benchmark for the devel-
opment of effective tools, high-quality, and equal meteoro-
logical disaster prevention and control. Our country’s
meteorological disaster warning coverage rate should reach
more than 90%, and the goal is to achieve full coverage
and meet the different needs of the national public for mete-
orological information services, so as to achieve meteorolog-
ical science and technology achievements, the people, and
disaster reduction services for economic and social develop-
ment. This indicator is measured by the percentage of the
population covered by weather warning information, also
known as the coverage rate of weather warning information
per capita.

Table 1 shows the results of the national public weather
service survey from 2016 to 2020 show that the three main
methods for obtaining weather warning information from
the public, television, telephone, laptop computer, and the
Internet are still relatively weak.

As shown in Figure 1, we can see that smartphones are
the most reliable channel for obtaining weather information.
Therefore, this article divides the broadcast methods of
weather warning information into four categories: TV,
mobile phone, and Internet. The coverage of weather warn-
ing information includes four coverage factors: TV broad-
cast weather warning information coverage, mobile phone

Table 1: Proportion of channels through which the public obtains
weather warning information.

TV Smart phone Internet Other

2016 21.1% 65% 9% 5.9%

2017 18.6% 67.9% 8.5% 5.1%

2018 17.5% 69% 9.5% 5%

2019 16.6% 72.4% 7.1% 3.9%

2020 15.3% 75.9% 6.4% 2.4%
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coverage, network warning information coverage, and
weather information coverage. Form other means.

2.3.2. Benefits of Weather Disaster Risk Management and
Mitigation. The direct role of weather services is to seek
strengths and avoid weaknesses. The benefits of meteorolog-
ical disaster prevention and reduction are mainly reflected in
two aspects. The first is to reduce the impact of meteorolog-
ical disasters on GDP, and the second is to improve eco-
nomic and social benefits. Since the benefits of weather
disaster prevention and mitigation are different from the
economic and social benefits of weather services, they are
essentially the same. Therefore, this article uses the benefits
of weather services to express the benefits of weather disaster
prevention and mitigation. Meteorological service profit
refers to the comparison between labor costs and the profit
generated by meteorological services. The meteorological
service income of branches is the sum of the income
obtained by all commercial organizations of various depart-
ments of the economy from the application of meteorologi-
cal service products or services. The cost of meteorological
service is the sum of the financial investment of various
levels of government to the meteorological department and
the income-generating resources of departmental science
and technology services.

2.3.3. Public Satisfaction. The highest measure of weather
service is whether the public is satisfied or dissatisfied. Mete-
orological services must always follow the development
direction, adhere to the people-oriented approach, serve life,
and fully meet the growing service needs of the people. Sat-
isfaction is a measure of satisfaction. In order to provide the
public with a comprehensive and in-depth understanding of
the objectives and overall evaluation of our country’s meteo-
rological services, overall satisfaction with public weather
services also examined the four most important rating indi-
cators considered by the public, without the global service

impact assessment index survey. It includes timely availabil-
ity, convenience, accuracy, and functionality.

2.3.4. Meteorological Equipment. Weather forecast and early
warning services are based on meteorological observation,
while meteorological observation services depend on the
development of meteorological equipment. This shows that
the development and progress of meteorological services
cannot be separated from the support of advanced technical
equipment. The level of meteorological equipment not only
is a direct manifestation of the basic level of meteorological
modernization but also affects the overall level of meteoro-
logical modernization. The evaluation indicators for the fur-
ther development of meteorological equipment can be
divided into two levels. The first layer is the complete index,
including the device configuration layer and the device man-
agement and application layer.

2.4. Overall Design of Meteorological Information Service
System. With the advent of Java technology, component
technology quickly became popular. These components are
transactional, extensible, and portable. The use of Java tech-
nology infrastructure allows repeated calls to business com-
ponents. From the perspective of business function design
and implementation, the framework can be used as a bench-
mark. It is perfectly able to abstract and analyze the context
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Figure 1: Proportion of channels through which the public obtains weather warning information.

Table 2: Hardware environment configuration parameter
information.

Name Set

Internal storage 2G DDR

CPU Pentium IV

Video card GeForceMx 440

Indicator 19-inch pure screen

Hard drive 320G
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of industrial applications and industry requirements, so
that the available components not only have the technical
characteristics of transactional, scalability, and portability
but also are closer to the real world, system-specific appli-
cation industries, and meteorological service company spe-
cialty. Once such a business framework is in place,
building top-level services will be faster, easier to manage
and maintain.

The weather information service system weather website
structure is as follows: application layer, middle layer, and
data layer. And it is divided into several modules such as sys-

tem login interface, system homepage, platform data main-
tenance, information statistics, user operation authority,
keyword management, platform, weather service informa-
tion, and sending SMS. Based on the B/S model, design the
functional structure of the weather information service sys-
tem and construct the weather information service system.
The functions of the basic structure of the meteorological
information service system are as follows:

(1) The database is used to store the data structure of
weather service processing information

Continue to the previous
stage

Back to development
modification

Review

Go to the next step

Submit test report

System breakdown

Number of simulated users Increase the amount of
dataStress test review

Performance
testing

N

Y

Figure 2: System performance test process.
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Figure 3: Changes in system throughput as load increases.
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(2) The data access layer provides interfaces or functions
for efficient data access. When entering the database
through this layer, other operations such as adding,
selecting, deleting, and updating other databases are
designed

(3) System access layer, system login interface, system
homepage, platform data maintenance, information
statistics, user operation authority, platform keyword
management, weather service information, and short
message transmission module realize this design
model based on B/S

System security design mainly includes three aspects:
equipment and physical security, network and data security,
and server security. Due to the phenomena of memory card
damage, falling, power failure, and touch failure in the ter-
minal, all devices are interchangeable, the power-on state is
the same, and the operation is consistent. According to the
security strategy of hierarchical protection, combined with
the characteristics of management services, the security of
information exchange between security domains, boundary
protection, and the security of the local IT environment of
the security domain should take into account each security
domain and external networks. The platform domain and
the intranet platform domain share the weather manage-
ment system.

3. Meteorological Information Service
System Test

3.1. Test Environment. In order to ensure the quality of the
software development of the weather information service
system, specific and standardized testing and analysis of
the weather information service system designed and imple-
mented by the weather service organization should be car-
ried out. Software testing is aimed at reflecting the stable
operation of the system and complete functions. The
weather service system tests the use cases of the system
weather service functions and summarizes and analyzes
whether the system meets the system design requirements.
In addition, in order to reflect the results of the system
design, test and analyze the functional operating status of
the meteorological information service, as well as the
response and access parameters of the software.

3.2. Test Objectives. If the test object is considered to be an
open box, it represents a white box test, and the weather
information service system test uses the white box test
procedure.

(1) According to the use case test of the weather infor-
mation service system software system, conduct the
main function use case test, analyze the weather data
query, add functions, and test the user verification
module

(2) As part of the designed network architecture, run
software modules in various scenarios and examine
the impact on them

(3) Interface testing is a relatively simple and intuitive
testing method in the testing process, provided that
the testing process is carefully checked according to
the requirements of the interface. In the process of
interface testing, we need to focus on testing inter-
face typos, vague content, content titles, and other
issues that do not conform to the harmony of the
overall system

3.3. Environment Configuration. The required software envi-
ronment and hardware environment generally include the
system test. The weather information service system test
environment refers to the server environment. The details
are shown in Table 2.

3.4. System Performance Test. Through capacity test,
strength test, and load test, the performance of meteorolog-
ical information service system is reflected. The system per-
formance test process is shown in Figure 2.

(i) Capacity test: verify the maximum number of users
of the system online at the same time to ensure the
stability of the system.

Table 3: The CPU usage of the system obtained in the flat test
changes over time.

Time CPU

0 31

1 32

2 23

3 24

4 26

5 24

6 42

7 40

8 22

9 26

10 36

11 43

12 25

13 29

14 24

15 27

16 45

17 32

18 28

19 22

20 23

21 25

22 28

23 26

24 22
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(ii) Strength test: strength test is a performance test.
The specific situation of the test system occupying
computer resources.

(iii) Stress test: Since the program can be run and exe-
cuted in a crowded environment, stress test is an
analysis of performance test parameters. In observa-
tional indicators, test various system performance
indicators, simulate various normal, peak and
abnormal load conditions, and use automated test-
ing tools for observational testing.

4. Analysis of Test Results

4.1. Changes in System Throughput as Load Increases. The
flow rate increases steadily and stabilizes at a certain point.
Since all threads on the server are already occupied, they will
be processed when they are idle.

As shown in Figure 3, we can see that although the
throughput remains stable, the response time of the weather
information service system has also increased. Thereafter,
when the weather information service system reaches a sat-
uration point, the throughput of the server remains stable.
This is because the request cannot be processed in time
and the response time increases.

4.2. The CPU Usage of the System Obtained in the Flat Test
Changes over Time. As the load of the system increases or
decreases, the execution queue also grows or shrinks. The
execution queue also suffers from unstable load, peak wave-
forms appear from time to time, and the CPU usage rate is
not smooth. The details are shown in Table 3:

As shown in Figure 4, we can see that the transaction
response time in the system is similar to this fluctuating pat-
tern. The execution queue curve is very similar to the graph
of CPU usage, and a waveform appears every once in a
while. Through the process of these performance tests, the

performance parameters obtained show that the meteoro-
logical information service system meets actual needs.

5. Conclusion

The socialized demand of meteorological service can be
obtained from data analysis. The goal of the socialized mete-
orological service system designed in this paper is to realize
the real-time dynamic collection of weather information,
temperature, and other parameters through the analysis of
meteorological data and to make decisions and judgments
and manage according to the obtained information. Users
can collect, sort out and analyze the data of meteorological
information on the platform. Data collation and analysis of
collected meteorological information. Simulation experi-
ments show that the system designed in this paper can meet
the requirements of most people.
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With the rapid development of the robotics industry, the problem of effective and fast path planning for intelligent mobile robots
has always been one of the hot spots in the field of robotics research. Intelligent mobile robot path planning is divided into global
path planning and local path planning, and its mathematical modeling and adaptive algorithms are different. Therefore, the
research of robot path planning based on improved genetic algorithm is of great significance. This paper mainly studies the
robot path planning problem based on improved genetic algorithm. Based on the research of the basic genetic algorithm, the
improved genetic algorithm is applied to the mobile four-wheel robot to guide the four-wheel robot to complete path
planning and other related tasks. Experiments show that the optimization probability and convergence speed of the genetic
algorithm can be improved by improving the genetic algorithm. Studies have shown that evolutionary algebra and population
size are inversely proportional to the optimal path length, so it is directly proportional to the search ability. However, as the
evolutionary algebra and population size increase, the amount of calculation is also increasing, and the calculation time
increases. Comprehensive considerations according to various factors, the best value of population size is 60, the best value of
mutation probability is 0.09, the best value of crossover probability is 0.8, and the best value of evolutionary algebra is 150
generations.

1. Introduction

With the development of the times, it is more and more dif-
ficult for robots fixed in one place to do the same job to
meet the requirements of robots in various industries [1,
2], and the development of navigation technology makes
it possible for robots to handle more complex things.
Vision-based navigation research will create conditions for
mobile robots to move independently from human control
and is one of the basic tasks for mobile robots to play a
greater role [3, 4]. The problem of path planning is the core
problem of navigation. The quality of the feasible path
planned by the path planning system is directly related to
whether the robot can bypass all obstacles and reach the
target point safely and quickly. It is the key link of the nav-
igation system [5–6]. Therefore, mobile robot technology

will usher in new development opportunities under the pro-
motion of a large amount of government investment and
enterprise demand [7, 8].

In the research of robot path planning based on
improved genetic algorithm, many scholars have studied it
and achieved good results. For example, the autonomous
mobile robot designed by Qi et al. adopts two wheel differ-
ential speeds. In order to adjust the movement direction, a
laptop is used as the control center, which can be controlled
remotely or move autonomously [9]. There are four modu-
lar configuration schemes for free selection, which can meet
different needs and adapt to different workplaces. The
CASIA-1 mobile robot studied by Gao et al. has 32 infrared
sensors, which are evenly installed around the fuselage at an
angle of 22.5 degrees. One-half of them are used to detect
obstacles at close range. One-half is used to detect long-
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distance obstacles. The robot also has ultrasonic sensors,
and the obstacle information obtained by two different types
of sensors is fused [10].

This article uses the literature research method to
retrieve literature, works, articles, etc. related to keywords
such as “genetic algorithm,” “path planning,” and “intelli-
gent mobile robots,” then uses a comparative experiment
method to talk about the robots before and after improve-
ments. The effective path ratio is compared.

Through more in-depth research and improvement of
genetic algorithm and trying to combine it with other algo-
rithms, we can achieve better results in path planning, which
is of great practical significance to expand the application
range of mobile intelligent robot.

2. Robot Path Planning Based on Improved
Genetic Algorithm

2.1. Principle of Robot Path Planning Based on Genetic
Algorithm. In this paper, the genetic algorithm uses the grid
method to mark the geographical environment information
and maps the environmental information to the grid. Black
represents obstacles, and white represents obstacles. Com-
bine the grid method with the array, the array a½x�½y� repre-
sents the grid, a½0�½0� represents the upper left square, and
a½X�½Y � represents the lower right square; X and Y are the
maximum number of horizontal and vertical grids. Import
the obstacle information into the array, a½x�½y� = 0 means
that there is no obstacle at the square.

2.1.1. Initialization. Randomly generate a certain number of
codes of a certain length as the initial population, which rep-
resents the path of the robot from the start point to the end
point [11]. The robot path planning of the genetic algorithm
is to perform genetic operations on these paths, and then
generate the optimal path group, and output the most opti-
mal path [12].

The robot plans the path according to the path code. If it
encounters obstacles during walking, it will judge that the
current path is invalid and gives up. If the robot can reach
the end point, it is judged that the current solution is a fea-
sible solution [13]. Of course, the randomly generated path
code is not a feasible solution. Whether most randomly gen-
erated path codes are failed path codes, that is, the robot
cannot complete the movement task from the starting point
to the end point in the direction indicated by it.

However, in the same way, it is not to say that the failed
solution generated at the beginning can not become a feasi-
ble solution after a series of genetic operations such as cross-
over, mutation, deletion, and insertion. Similarly, in terms of
the fitness function value, the value of the infeasible path is
greater than the value of the feasible path; that is, the infea-
sible solution is better than the feasible solution in the indi-
vidual evaluation process, indicating that the infeasible
solution is more effective than the feasible solution in a cer-
tain range. If the infeasible solution is further optimized to
make it an excellent feasible solution, the optimal solution
obtained in this way is also feasible. Therefore, in the indi-
vidual evaluation process, different evaluation criteria can

be used for feasible and infeasible paths to further improve
the degree of superiority of the solution population [14, 15].

2.1.2. Genetic Operator. Genetic operators include individual
evaluation, single-point crossover, multipoint crossover,
deletion operators, and so on.

2.1.3. Individual Evaluation. The idea of roulette selection is
applied to the process of constructing the fitness function of
robot path planning. The idea of roulette selection is to use a
pie chart to represent the roulette used for gambling, as
shown in Figure 1.

Assuming that the robot path code is a certain block in a
specified pie chart, the size of the block in the pie chart is
proportional to the size of the fitness function value of the
path code. The higher the fitness function value of the path
code, the larger the area occupied in the pie. When imitating
gambling, put a small ball on the roulette wheel to see where
the ball stops, that is, select the path code corresponding to
it. The probability that the path code is selected is propor-
tional to its fitness function value.

A fitness function based on a penalty function can also
be used, and the fitness function is often set as a penalty
function in path planning. For example, let the penalty func-
tion be FitQ.

FitQ = Fitq2
Fitq1 ,

Fitq2 =
1R = 1,

0R = 0,

(

Fitq1 = 〠
NP

i=2
Dis Pti, Pti−1ð Þ + Dis STp, Pti

� �
+ Dis PtNP, ETPð Þ +M × Fcst :

ð1Þ

R is defined as the path safety factor. If the robot is
already in the danger zone, the safety distance is greater than
the linear distance between the robot and the obstacle, then
R = 0; if the robot is already in the safety zone, the safety dis-
tance is less than the linear distance between the robot and
the obstacle, then R = 1.

50%

10%

25%

15%

Figure 1: Roulette.
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NP represents the number of grids in the path (exclud-
ing the start point and end point), Pti represents the i-th
grid, STp and ETP represent the start point and end point.
DisðX, YÞ represents the straight-line distance between the
starting point ðXa, YbÞ and the end point ðXA, YBÞ,
expressed as follows:

Dis X, Yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xa − XAð Þ2 + Yb − YBð Þ2:

q
ð2Þ

M is the penalty coefficient, and Fcst is the penalty
function.

Fcst = 〠
Nab

i=1
W ið Þ + kWL′ ið Þ

� �
: ð3Þ

Define WðiÞ as the number of paths that pass through
the grid. K is a proportional coefficient, which can be a
constant.

Definition L′ðiÞ is the shortest distance between the path
and the obstacle and the number of grids from the obstacle
to the path as a vertical line.

The robot moves from grid a½Xa�½Yb� to a½XA�½YB� time
T , the average speed of the robot V . This method is generally
applicable to square grids.

T =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xa − XAð Þ2 + Yb − YBð Þ2

q
V

: ð4Þ

In some genetic algorithms, the fitness function value of
the robot path planning is modeled according to the distance
between the robot and the end point. The binary code of each
path is compiled, and then, the result obtained is put into the
path test base class to judge the distance between the robot
and the end point and finally returns a function value.

2.1.4. Single Point Mutation. Randomly generate a numerical
value, and the numerical value is in between, indicating the
probability of mutation. When the probability of mutation
is less than the set threshold probability, mutation of the
code of the corresponding bit is performed. The core idea
is shown in Figure 2.

The mutation operation is to reverse the code value at
the selected position. In this article, the binary code 0 and
1 values of the selected position are converted; that is, the
direction of the robot path in the original code is changed
after the code conversion; for example, when the original

code, the two-digit code group 01 means that when the robot
moves toward the south, the path code changes to 11, and
the robot changes to the south and then turns to the west,
and the direction of movement changes. The machine will
reverse it to 0 by the mutation operation and if the binary
code is 1 in the human path coding, and vice versa.

2.1.5. Termination Conditions. The termination of genetic
algorithm is divided into two cases. In the first case, if t =
T , the population has evolved to the maximum evolutionary
algebra, and the individual with the current maximum fit-
ness function value is output as the optimal solution, and
the calculation is terminated; in the second case, t < T algo-
rithm exits early, the selected individual has met the optimal
standard, and the output is the optimal solution.

Constraints can also be introduced, f ðn+1Þ is the fitness
of the best individual in the n + 1th generation, and δ is
an integer.

f n+1ð Þ − f nð Þ
��� ��� < δ: ð5Þ

When j f ðn+1Þ − f ðnÞj is less than a set constant, the
algorithm is judged to end and the algorithm exits.

2.2. Robot Path Planning Based on Improved
Genetic Algorithm

2.2.1. Robot Path Planning Principle Based on Improved
Genetic Algorithm. In this paper, the VC++ 6.0 program
and the use of nwu-rr-i intelligent mobile robot simulation
experiments and comparison of different parameter settings
under the different effects of path planning, statistics, and
analysis of data verify the correctness of the algorithm.

2.2.2. Fitness Function. The traditional grid size must meet
the free movement of the robot in the grid, which stipulates
that the minimum distance of the grid must be the length of
the robot, which increases the size of the grid and reduces
the diversity of the grid area, which is not conducive to
smallness. In the experiment, the indication of obstacles
and the description of specific environment information
are added. This paper fully considers the flexibility and
variability of grid division and the reality that the robot is
not a particle and proposes a safe distance operator. The
safe distance is determined by the volume of the robot. Set
the ratio between the simulated map and the actual map
to 1 :α, then the safe distance is set to the length/a of the
robot. The obstacle is expanded, and the distance of

N
Parent 1 0 1 1 0 0 1 0 0 1 0 1

Child 1 0 1 1 0 0 1 1 0 1 0 1

Figure 2: Single point mutation.
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expansion is set to the actual map scale safe distance. The
ratio of the safe distance to the grid size is the number of
black grids around the obstacle. If the safety distance is less
than 1, it will be expanded by 1 grid count, set the grid
within the safe distance of the map to black, which means
the dangerous area; other points that are not black are the
range of safe route selection. In the robot path planning sys-
tem, the dangerous area should be directly set as an obstacle
in advance to simplify the amount of information processed
by the algorithm. The setting method of the safe distance
operator fully considers the safety of the path and the con-
venience of the algorithm.

In the simulation, it is assumed that after the obstacles
are marked, the robot can pass through a path in a single
grid space. The grid size is divided according to pixels. The
size of the path display area has been determined. The pro-
portional relationship is calculated, and the pixel size of
the grid height and width is input to determine the number
of grids. The length of the character string encoded by the
robot path is half of the number of grids, and the number
of grids is variable.

The improved robot path planning scheme breaks
through the constraint that the grid can only be a grid.
Researchers can set the length and width of the grid accord-
ing to their needs. When the grid is not square, if the path of
the robot is a connection between two grid vertices, the con-
nection between the two vertices is not completely drawn
through the center of each grid, which increases the diffi-
culty of the display, and in order to compare with the previ-
ous chapter the algorithm is unified, and the robot still
stipulates that the robot will only move in the four directions
of due east, due west, due south, and due north. When com-
paring algorithms, even if the robot will not advance diago-
nally, the robot will not have acute or obtuse corners, but
since neither the algorithm before or after the improvement
can achieve diagonal movement, the comparison evaluation
factor convergence speed, optimization time, path smooth-
ness, etc. Not affected, the results still have a certain degree
of credibility.

2.2.3. Other Genetic Operators. In genetic algorithm, in order
to improve the population quality, the algorithm directly
copies the optimal individuals in the current population to
the next generation. However, the new population can not
meet the requirements of crossover and mutation operation,
and the algorithm is easy to fall into premature state. There-
fore, it is necessary to rejudge the differences within a certain
evolutionary algebra, discard the populations that do not
meet the differences in the short term, and create a new
population. Multipoint crossover is used for crossover oper-
ation, and multipoint mutation is used for mutation opera-
tion. The positions of crossover points and mutation
points are randomly determined, and multiple experiments
are required to obtain empirical values.

2.2.4. Delete Operator. Introduce the idea of mathematical
modeling in the deletion operator, encode the path as a
binary string in the raster map, and each grid corresponds
to an array coordinate. Combine the deletion operator and

the array a½x�½y� to delete. For codes that enter the same
array in the same path, the codes after a½x�½y� are directly
moved forward to shorten the code length. This method
effectively reduces redundant and blocked paths and reduces
the path length.

The algorithm refers to the concept of the parent node.
The node that the robot walks through is regarded as the
parent node and saved independently. When the robot finds
that the parent node is repeatedly saved during the path
planning process, the path is judged as an invalid path and
discarded, using recursive calling. Thinking step by step back
to the parent node that was repeatedly saved, and then
branch from the parent node to other paths, until a feasible
path is found, the invalid branch is deleted, and only one
valid path is retained. When programming, the grid and
array coordinates are related to each other, which greatly
facilitates the participation of the delete operator.

The parent node appears in the definition of the tree and
belongs to the knowledge of the data structure. The parent
node is a component of the tree. Each node of the parent
node has only one antecedent. The root node is the root
node. The root node is the ancestor of all nodes in the tree
except itself. The root node has no parent node. In this algo-
rithm, the starting point of the robot is the root node, and
the robot can only move from the starting point. It can also
be seen in the virtual map introduced later that the starting
point of the path can only be the starting point of the robot.

2.2.5. Principles of Robot Step Length Setting. Set the step size.
The step length represents the number of times the robot
moves from the start point to the end point, that is, the super-
imposed sum of the number of grids that the path of each gen-
eration of the robot passes through. Taking into account the
specific environmental path planning of the NWU-RR-I intel-
ligent mobile robot, set a parameter for the step length, which
is expressed by iT Route Count and limited to 3000 steps. If
there are too many steps, the population is judged to be an
invalid population, discarded, and restarted. The code is as fol-
lows: TRACE (“Search path failed\n”).

2.3. Robot Path Planning Based on Improved Genetic
Algorithm

(1) Activate the start button

(2) Calculate the safety distance, set the start and end
points of the robot, and mark the obstacle area

(3) Initialize the population and judge the difference of
the population

(4) Calculate the value of the population fitness function
and judge whether it meets the optimal standard. If
the population meets the optimal standard, the cur-
rent solution is output, and the current solution is
the optimal solution; if the population does not meet
the optimal standard, a series of genetic operations
are performed on the population, such as crossover,
mutation, deletion, and step size judgment. Return
to Step (4).
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(5) Output the optimal path

3. Experimental Research on Robot Path
Planning Based on Improved
Genetic Algorithm

3.1. Path Planning Simulation of Genetic Algorithm

3.1.1. Simulation Scheme

(1) VC++6.0 Is Selected as the Software Platform. VC++6.0 is
a visual integrated development environment IDE (inte-
grated development environment) based on the Windows
operating system. It supports C++ language, which is easy
to use with databases such as SQL and is easy for man-
machine interaction. The realization of the interface has a
wide range of uses.

The hardware platform uses NWU-RR-I intelligent
mobile robot. The NWU-RR-I intelligent mobile robot
system library function NWU-RR-ISetupbuild.EXE is
compatible with VC++6.0 and can be programmed to con-
trol the robot directly in VC. Click to install NWU-RR-
ISetupbuild.EXE. You need to add “NWU-RR-ISystem .h”
in front of each header file during programming, which
means that VC is compatible with all the functions in the
NWU-RR-I robot library. The specific syntax is as follows:
#include “NWU-RR-ISystem.h”.

Similarly, the control interface function should be added
to the CmotionDemoDIg class, and each interface should be
initialized. The code is as follows:

(2) Establishment of Simulation Environment. Divide the
environment into a series of grids, and mark obstacles in the
grid. Obstacles represent 1, and obstacles are represented as 0.

(3) Genetic Algorithm. According to the algorithm coding
rules, the path is coded, the population is initialized, and a
series of genetic operations are performed on it, and it is
judged whether the population meets the termination condi-
tion. If the termination condition is met, the optimal path is
output, and the result is displayed; if the termination condi-
tion is not met, the genetic operation is continued until the
termination condition is met.

The NWU-RR-I intelligent mobile robot moves accord-
ing to the instructions of the simulation results and com-
pletes the path planning task from the start point to the
end point.

3.1.2. Path Planning Realization of Genetic Algorithm

(1) Comparison of the Number of Obstacles in Different
Situations. In the same geographic environment,
within the same area, the starting point and ending
point do not change, and the number of obstacles
in the main path area is set differently

(2) Implementation of Genetic Algorithm Path Planning
for Different Starting Points and End Points. In the
same geographical environment, within the same
area, the number of obstacles in the main path area
is set the same, and the starting point and ending
point are changed

3.2. Simulation of Improved Genetic Algorithm and
Comparison of Results. The software platform selects
VC++6.0 to make a human-computer interaction interface,
and the operation idea of manual selection is added to the
traditional robot path planning simulation. The differences
are mainly in the following two aspects.

3.2.1. Simulation Scheme. The improved simulation program
combined with the actual environment can select obstacles
multiple times; select the starting point and end point of
the robot multiple times; change the grid size multiple times;
reproduce the path and so on. The simulation mode of tra-
ditional robot path planning is changed, and the correlation
between the simulation environment and the actual environ-
ment is increased, which is convenient for simulation exper-
iments in different environments. The adjustability of the
number of grids facilitates the comparison of different
amounts of information in the same environment. This
scheme improves the reliability of robot path planning sim-
ulation and has high portability and certain reference value.

3.2.2. Algorithm Improvement. Improvements are mainly
proposed from fitness function, deletion operator, termination
conditions, etc., which increase the convergence speed of the
algorithm and improve the safety of robot path planning.

class CASRSystem;
interface IASRMotion;
protected:
BOOL BuildSystem(); //library function initialization
void DestroySystem(;//Library function exit
private:
CASRSystem∗ m_ pRobot; //Define library system pointer
IASRMotion∗
m_ pMotion; //Define library interface pointer
enum {SPEED VALUE = 500;//Set the robot's movement speed

Code 1.
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The population is a binary code generated by a random
operator, and its code length changes with the number of
grids, so the path of each run is different, but an average
can be obtained through various average evolutionary alge-
bras and average path smoothness. The reference value in
the sense has a certain universality. In addition, the ran-
domly generated path is not affected by the artificially deter-
mined population individuals on the algorithm, and the
accuracy of the algorithm can be verified by only multiple
measurements and averaging.

4. Experimental Research and Analysis of Robot
Path Planning Based on Improved
Genetic Algorithm

4.1. Relationship Curve between the Effective Path Ratio and
the Population Size before and after the Algorithm Is
Improved. Because the path planning algorithm needs to
execute a large number of loops, and the C language pro-
gram is 300 times more efficient than the MATLAB program
for loop execution, the algorithm is written in C language,

but MATLAB has good graphics processing functions, so
MATLAB is used for simulation.

In order to improve computational efficiency, it is neces-
sary to determine the optimal value of genetic parameters.
The traditional genetic algorithm equates the search capabil-
ity L of the mobile robot with the ratio of the effective path at
the end of evolution, namely:

L = number of effective paths
population size at the end of evolutionð Þ: ð6Þ

By analyzing Table 1 and Figure 3, the following con-
clusion can be drawn: In the algorithm of this paper, the
genetic parameter that has the greatest impact on the effec-
tive path ratio is the mutation probability. 95.64% gradually
decreased to 73.42%. It can be seen from the mutation
probability graph that when the mutation probability is
0.09, the effective path ratio is 80.65%. From the other three
graphs, it can be seen that no matter how the population
size, evolutionary algebra, and crossover probability are
selected, as long as the mutation probability is taken as
0.09, the effective path ratio is about 80%. The effective path

Table 1: The relationship curve between effective path ratio and population size.

Mutation rate = 0:09 Population size 10 20 30 40 50 60 70 80 100 150 200 300

Crossover probability = 0:8 Before improvement 0 20 40 41 42 43 42 43 42 38 40 39

Evolutionary algebra = 150 After improvement 80 77 79 78 82 83 83.5 79 80 80.5 81.5 81

10 20 30 40 50 60 70 80 100 150 200 300

Population size

The relationship curve between effective path
ratio and population size

Before improvement
After improvement
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Figure 3: The relationship curve between effective path ratio and population size.

Table 2: The relationship curve between effective path ratio and evolutionary algebra.

Mutation rate = 0:09 Evolutionary algebra 10 20 30 40 50 60 80 100 150 200 500 1000

Crossover probability = 0:8 Before improvement 0 3 4 15 21 23 42 43 62 50 59 70

Population size = 60 After improvement 72 81 80 79 80 81 82 80 79 80 81 80
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ratio of the improved algorithm has been maintained at a
relatively high level, and it is obviously better than the pre-
vious algorithm in terms of numerical value and stability, so
it proves that the improvement of the genetic algorithm in
this paper is successful.

4.2. Relationship Curve between the Effective Path Ratio
before and after the Algorithm Improvement and the
Evolution Algebra. It can be seen from Table 2 and Figure 4
that the effective path ratio is inversely proportional to the
mutation probability but has little to do with population size,
evolutionary algebra, and crossover probability. The greater
the mutation probability, the more irreparable paths are gen-
erated during the mutation process, so the mutation proba-
bility is inversely proportional to the effective path ratio,
but the mutation probability will increase the diversity of
the population, which can avoid the premature solution, so
the search is only judged from the effective path ratio. The
capacity is inappropriate. Because path planning seeks the
shortest path without collision from the starting point to
the target point, this paper also proposes a method to mea-
sure the search ability; that is, the shortest path length
obtained at the end of evolution is used to measure the size
of the search ability.

5. Conclusions

With the continuous progress of social science and technol-
ogy, especially in the field of artificial intelligence and intel-
ligent control, relevant theories continue to be in-depth
research, and technological methods are changing with each
passing day. With the improvement of social industrial
manufacturing automation, robots will play an increasingly
important role in industrial production, personal services,
and other industries. In this paper, the genetic algorithm is
improved by rejudging the difference and discarding preco-
cious population in the process of genetic algorithm itera-
tion. The improved genetic algorithm is used to plan the
robot’s path. It can be seen from the experimental results
that the effective path ratio of the improved algorithm

remains at a high level, and it is obviously superior to the
previous algorithm in terms of numerical value and stability,
which proves that the improvement of the genetic algorithm
in this paper is successful. In the future society, robot
research will be more in-depth; robot path planning research
will make great progress, to show us a higher level of robots.
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In order to study the application of big data in the field of digital economy, data management improves the needs of business
model to a certain extent and responds to the pace of rapid development of science and technology and the transformation of
business model in special times, so as to promote economic development. Based on the information extracted from the
software system log, this study introduces machine learning algorithms such as spatial convolution and fuzzy multicolumn
convolution, deduces the interaction between visitors and software according to the system software access log, wavelet
algorithm, and denoising algorithm, deduces the data value index of the secondary market, constructs the simulation software
under Matlab, and compares it with the previous system, By improving the prediction sensitivity of interaction and the
prediction coupling of data value, it is confirmed that the system improves the efficiency of data management, so as to achieve
the purpose of digital economic management and promote economic development and progress.

1. Introduction

In recent years, with the development of computer science
and technology, big data has become a new type of techno-
logical reform. In the process of scientific and technological
innovation, it has subverted the conventional technical
mode and broken the dilemma that traditional technology
is difficult to develop sustainably.

When big data was used to describe network search in
the early days, it needed to process or analyze a large num-
ber of data. It was a hot subject in academic and computer
research at that time. In subsequent related data research,
such as data warehouse, data security, data analysis, and data
visualization, it has become the focus of various fields.

McKinsey, a world-renowned consulting firm, was the
first to define “big data”: data has penetrated into every indus-
try and business functional field and become an important
production factor. People’s discussion and application of large
quantities of data indicate the emergence of new production
initiatives and the change of new consumption concepts.

The enterprise’s operation mode changes with the devel-
opment of the times. How to face difficulties in special times

and the transformation of operation mode brings more vital-
ity to the enterprise. Taking the retail industry in the epi-
demic situation in 2019 as an example, this paper describes
the forced transformation of the retail industry, the use of
big data technology to convert the previous offline sales to
online sales, and profound changes have taken place through
the operation mode and consumption mode, so as to seek a
breakthrough for enterprise development [1]. Digital econ-
omy is the concept of economics. It is a process in which
human beings integrate resources directly or indirectly
through big data to make them play a role, so as to promote
economic development. In this paper, the role of “block-
chain + big data” is to promote the transformation of old
and new economic models, as well as major reforms in eco-
nomic operation and daily life style, so as to achieve the pur-
pose of improving the level of national economic
development [2].

Russia is a country with more land and fewer people and
has land advantages. This paper analyzes the data of global
agricultural development, puts forward the digital agricul-
tural system, establishes the relationship between its ele-
ments and the external environment, and develops a
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private method to implement major adjustments to agricul-
tural planning and evaluate the economic efficiency and
risks brought by the digital innovation and development of
regional crop production [3].

The digital economy has attracted worldwide attention,
and foreign countries have also applied the digital economy
to various fields. This is because the traditional management
is not perfect in data application, resulting in incomplete
information collection in all aspects, which can only be man-
aged manually, resulting in backward management of the
overall system. After integrating the information through
big data, the required data can be extracted. It can more
accurately solve the needs of enterprises.

With the popularization and application of big data, dig-
ital economy has become the driving force of global eco-
nomic development, promoting the transformation of
human economic form and reducing social transaction
costs. Starting from the international environment, this
paper analyzes the development direction and benefits of
some important international organizations in the field of
digital economy, so as to analyze the current situation of
China’s digital economy development and make progress
from all aspects. This paper demonstrates and puts forward
some suggestions to promote the development of China’s
digital economy [4]. Sadyrin et al., national economic trans-
formation, proposed the application of digital technology to
enterprise economic activities. The application of big data
technology in digital economy has involved many financial
fields. This paper discusses how to effectively use big data
in financial analysis and apply big data to various manage-
ment decisions to effectively improve its efficiency [5].

The application of big data not only breaks the disadvan-
tages of conventional models, leads enterprises to open up
new business models, promotes economic development,
but also improves decision-making efficiency [6]. This study
deduces the data value index of the secondary market
according to the information extracted from the software
system log, deduces the interaction between the visitor and
the software according to the system software access log, as
well as the wavelet algorithm and denoising algorithm, and
realizes the purpose of economic management with a new
model.

2. Structure and Evaluation Logic of Digital
Economy Market

The emergence of big data has been applied to physics, biol-
ogy, environmental ecology, and other fields, as well as
finance, communication, military, and other industries.
However, it has been paid more attention because of the
development of the Internet industry in recent years [7].

Many people do not know what digital mode is. It refers
to the form of promoting the development of economic
structure by using digital knowledge and information as
the main body, high-tech information network as the carrier,
and information and communication technology as the
means to improve efficiency [8].

According to the white paper, in 2017, China’s total dig-
ital economy was more than 28 trillion yuan, with a year-on-

year nominal growth of nearly 20% and a GDP ratio of more
than 30%. It shows that this economic model has become the
driving force to promote China’s economic growth in recent
years [9]. In the long run, when the proportion of digital
economy GDP will exceed 50%, China will fully enter the
era of digital economy [10].

If the digital sharing interactive system is regarded as an
economic system, the natural person participants in the eco-
nomic system, in addition to the data manager, only include
two roles: visitors to the software platform software and
traders in the big data asset secondary trading market. Visi-
tors obtain relevant data information through software and
trade in the secondary market through resource integration,
so as to achieve benefits. The whole architecture is to collect,
store, extract, manage, and analyze large-scale data, so as to
obtain relevant information efficiently and quickly.

In Figure 1, visitors obtain information through the soft-
ware system or exchange information through the software
system, and the relevant information data are stored in the
software background. The interaction volume and price
can be fed back from the access log. After data analysis
and processing, these data can provide reference value for
the operation of enterprises and provide services for their
circulation and transaction in the subsequent secondary
market, so as to realize digital data management. Wavelet
transform is the process of de quantization. Different units
are transformed and compared.

The footprints left by visitors on the software platform
form an access log. A large amount of data can be obtained
according to the access log information. After processing, it
is related data assets and resources that can be circulated
in the secondary market. The main reference object of this
research is access log, and even the whole research is carried
out around access log.

2.1. Deduce the Interaction between Visitors and Software
according to the Access Log. The access log mentioned above
is the main core of the whole research. The access log left on
the software system is the key of the whole architecture and
the core of the management of digital economy. The correla-
tion between access log and output can be deduced through
the following formula.

The evaluation mode of interaction between visitors and
software is deduced according to the access log, as shown in
formula (1):

Xi tð Þ = γT∙Ti + γS∙Si tð Þ + γP∙Pi tð Þ + γG∙Gi tð Þ: ð1Þ

Among them, XiðtÞ is the weighted result of data trigger
amount of user I at time t; SiðtÞ is data submission amount
of user I at time t (submit method); PiðtÞ is the amount of
data logs of user I at time t (post method); GiðtÞ is the data
usage of user I at time t (get method); Ti is the other data
trigger amount of user I at time t: γT , γS, γP, and γG are
weighting factors of the above four evaluation factors.

In the actual economic treatment, the equation needs to
be processed by linear integration after accumulation, as
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shown in formula (2):

SX =
ðn
m
〠
r

i=1
Xi tð Þdt: ð2Þ

Among them, SX is the access log evaluation factor; m, n
is the time period threshold of integral function; r is the
number of users investigated by the integral function. The
meanings of other mathematical symbols are the same as
those above.

According to the above principles, machine learning
algorithms such as spatial convolution and fuzzy multicol-
umn convolution are introduced to push forward the time
t axis for a certain period to form multiple interaction pre-
diction values based on depth Iterative Regression from T1
to TN. the algorithm logic is shown in Figure 2.

As shown in Figure 2, the basis function of the spatial
convolution algorithm is shown in formula (3); the node
function of FNN fuzzy neural network selects the sixth-
order polynomial depth Iterative Regression basis function,
as shown in formula (4); the node function of multi column
fuzzy neural network selects the logarithmic depth Iterative
Regression basis function, as shown in formula (5).

y =
ð+∞
−∞

g xð Þq t − xð Þdt: ð3Þ

Among them, gðxÞ is the convoluted array function; qð
t − xÞ is the convolution kernel function; t is the convolution
pointer; x is the convolution control variable; y is the convo-
lution result.

y = 〠
n

i=1
〠
5

j=0
Ajx

j
i , ð4Þ

y = 〠
n

i=1
A∙logexi + Bð Þ ð5Þ

Among them, xi is the input value of the ith node of the
previous neural network; y is the output value of this node; n

is the number of nodes of the previous neural network; A
and B are variables to be regressed, which refer to the vari-
ables to be regressed of the jth-order polynomial.

In the figure, the user’s access log in a certain period is
analyzed, and the machine learning algorithms such as spa-
tial convolution and fuzzy multicolumn convolution are
introduced to predict the interaction between the visitor
and the software. This study is mainly aimed at the impact
of data management on the economy and deduces the inter-
action volume and price trend of a product through the data
obtained from the access log.

2.2. Deduce the Data Value Index of the Secondary Market
according to the Interaction Volume Data. The interaction
volume data is the total information production of the net-
work platform. The correlation between the interaction vol-
ume data and the data value index of the secondary market
is subtle. If they are intuitive and lack a direct logical rela-
tionship, but after denoising, it is concluded that the data
signal-to-noise ratio is very low, the data value index of the
secondary market can be deduced according to the interac-
tion volume.

In Figure 3, wavelet transforms the interactive data,
refines the data through translation, and pulls back the curve
deviated from the original axis, which can finally meet the
analysis requirements by itself. After the difference noise
reduction, the unavailable information is eliminated to
obtain a credible correlation function. Due to the complexity
of the information obtained, it is necessary to convert differ-
ent units when comparing. Wavelet transform is a dimen-
sionless process and a new transformation analysis method.

In the actual data processing, the lightweight data proc-
essed by wavelet transform can form the characteristic
matrix through Fourier transform. At the same time, the
original data needs to be Fourier transformed to form the
original characteristic matrix, so as to provide sufficient data
to be measured for the subsequent fuzzy neural network.

Daubechies (DBN) wavelet is adopted for wavelet trans-
form, and its basis function is as follows: (6)–(8):

p yð Þ = 〠
n−1

k=0
Cn−1+k
k yk, ð6Þ

C0 ωð Þ = 1ffiffiffi
2

p 〠
2n−1

k=0
hke

−jkω =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 ω2

� �
p sin2 ω2
� �

,
r

ð7Þ

ψ yð Þ =
ð
p yð Þp t − yð Þdt: ð8Þ

Among them, n and k are the pointer variables; y is the
controlling dependent variable; ω is the transformed peri-
odic dependent variable; ψðyÞ is the final function of wavelet
transform; pðyÞ is the wavelet transform control function; C
is the wavelet transform factor function; e is the natural
constant.

In the process of denoising, unnecessary data are proc-
essed, and queue interference factors can better obtain
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Figure 1: Structure of digital economy market.
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high-quality data, so as to provide guarantee for subsequent
analysis of data.

The generation algorithm of random noise reduction
function is shown in formula (9):

ΔF xð Þ = ρA∙Rand∙Sin ρB∙Rand∙x + ρC∙Randð Þ + ρD∙Rand:
ð9Þ

Among them, Rand is the random numbers with interval
on [0,1]; ρA, ρB, ρC , and ρD are the interval adjustment fac-
tors of random number; x is the independent variable; ΔFðxÞ
is the dependent variable.

The algorithm of noise reduction process is shown in
formula (10):

FS tð Þ = Xi tð Þ − ψ yð Þ+ΔF xð Þ: ð10Þ

Among them, the meaning of mathematical symbols is
the same as that above.

In the formula, the dependent variables include different
data structures such as t, y, and X. However, according to
the conversion method of the previous formula, all depen-
dent variables can be normalized and isomorphic, which is
limited by space. Its processing method is not discussed
here. Through the comprehensive use of wavelet transform,
random waveform superposition noise reduction, and cyclic
learning, data analysis with high coupling degree can be real-
ized under the condition of data relationship with low
signal-to-noise ratio. Because the data prediction algorithm

designed in Section 2.1 has fully expanded the independent
variable function, the coupled dependent variable function
can realize the follow-up expansion, so as to realize the data
prediction analysis based on curve estimation algorithm.

3. Algorithm Effectiveness Evaluation

The simulation software is constructed under Matlab, and
the data prediction module of digital economic management
information system is constructed based on the algorithm.
The data prediction module of digital economic manage-
ment information system supported by more mature nonlin-
ear overall planning algorithm for complex systems in the
technical market is selected with reference to the group,
and the data performance of the two is compared.

3.1. Prediction Sensitivity to Interaction. Interaction refers to
communication and interaction. It is built on a software sys-
tem platform for sharing resources, information, or services
or for mutual communication between the software system
platform and users and between users and users, so as to
obtain more ideas and meet some needs among users. The
amount of interaction refers to all information data on the
network platform.

Through the real-time interactive data of Guiyang big
data asset exchange and the log data of five big data systems
investigated, the software system access log records all data
information of the software platform, extracts and analyzes
the data information in the access log, and introduces
machine learning algorithms such as spatial convolution

Xi (t)

n

m

1 ri
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Figure 2: Logic diagram of data prediction algorithm.
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Figure 3: Logic of generation algorithm of transaction price estimation curve in secondary market.
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and fuzzy multicolumn convolution to inverse the interac-
tion between visitors and software. The reference group
selects the data prediction module of the digital economic
management information system supported by the more
mature nonlinear overall planning algorithm for complex
systems in the technical market and observes its prediction
sensitivity to the interaction volume of the access log on
the software.

In Table 1, bivariate t-test was conducted for two differ-
ent systems, and it was found that T < 10:000, P < 0:01, with
credible statistical difference; T value is the value in the out-
put result of bivariate t verification. When T < 10:000, it is
considered that there is a statistical difference between the
two columns of data, and the smaller the T value, the more
significant the statistical difference is. When P < 0:01, it is
considered that the statistical result has a significant statisti-
cal difference, and the smaller the P value, the more signifi-
cant the statistical meaning is. It shows that the system is
different from the previous system, and the system improves
the sensitivity of interaction prediction.

In order to more intuitively reflect the prediction sensi-
tivity of the upper system log data to the interaction volume,
visualize the data in Table 2 to get Figure 4.

In Figure 4, sensitivity refers to the proportion of all true
positive data in all positive data. Although the difference
between this scheme and the previous system algorithms is
not great, the prediction sensitivity of the overall interaction
volume is relatively satisfactory. Among them, the predic-
tion sensitivity of submit data reaches more than 96%.
Today’s Turing test standard, neural network has more than
95% sensitivity, that is, its machine learning ability has fully
met the needs of data management. These data can provide
reference value for enterprises in operation and provide ser-
vices for circulation and trading in the subsequent secondary
market.

3.2. Prediction Coupling of Data Value. The data source is
the real-time interactive data of Guiyang big data asset

exchange and the log data of five big data systems investi-
gated. The data cycle is from January 2019 to June 2021.
In a three-and-a-half-year data cycle, analyze the data within
a certain time limit and explore the prediction coupling
degree of software system log to data value.

As shown in Table 2, bivariate t-test was conducted for dif-
ferent systems, and it was found that: T < 10:000, P < 0:01,
with believable statistical difference. It shows that the system
significantly improves the prediction coupling degree of soft-
ware data asset value on the basis of the previous system.
The data obtained from the software system log not only has
high sensitivity to the prediction of interaction volume, but
also has a certain correlation to the coupling degree of soft-
ware data asset value prediction, so as to improve the accuracy
of software data asset value.

In order to more intuitively reflect the prediction cou-
pling degree of the upper system log data to the value of soft-
ware data assets, visualize the data in the table to get
Figure 5.

In Figure 5, after the influencing factors in the data are
removed through the wavelet exchange algorithm, the data
more conducive to the research is obtained. Through the
data, the software data asset value is predicted to obtain a
higher coupling degree, which is conducive to the analysis
of big data and improves the efficiency of data management.

4. Summary

Now China’s scientific and technological level has entered a
stage of rapid development. The changes of the times have
led to the transformation of economic model [11]. In recent
years, the traditional economic model has gradually
declined, and the changes of market environment and busi-
ness mode have promoted the reform of economic system.
The cross-border integration of Internet information data
on major data industries and the innovation of application
technology data have promoted the development of digital
industry and produced relevant big data background. It

Table 1: Comparison of prediction sensitivity of data interaction volume of software platform (the data source is the real-time interactive
data of Guiyang big data asset exchange).

Sensitivity Submit data Post data Get data Other data Comprehensive

The system 96.32% 88.76% 92.41% 85.42% 90.74%

Previous system 90.21% 84.43% 85.38% 81.87% 85.47%

T 5.28 8.12 6.48 5.87 4.58

P 0.009 0.007 0.008 0.007 0.008

Table 2: Comparison of predicted coupling degree of software data asset value (the data source is the real-time interactive data of Guiyang
big data asset exchange).

Coupling degree Data inflection point Opening value Closing value Peak value Valley value Comprehensive

The system 85.14% 78.65% 84.26% 92.45% 90.23% 86.15%

Previous system 78.23% 70.41% 77.56% 83.79% 80.96% 73.47%

t 4.75 5.12 6.29 5.08 4.17 5.24

P 0.008 0.007 0.009 0.008 0.006 0.007
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can systematically manage scattered data, facilitate people’s
real life, and improve management efficiency. Quan et al.,
starting from the demand relationship, demonstrate the data
and digital infrastructure, introduce the characteristics of
digital economy, and analyze the prospect of digital econ-
omy in the future from many aspects [12].

The application of big data information management is
changing the traditional life mode and business philosophy,
realizing the integration and docking of digital information
technology in many aspects, and promoting the develop-
ment of big data information management into a new stage
[13]. In recent years, the management of big data has
received unprecedented attention in various fields. Only by
fully mining the value trend of big data management, pre-
dicting the feasibility of big data management, and formulat-

ing effective schemes for implementation can we really
transform data management into the practice of digital
economy [14].

The research extracts the prediction sensitivity of soft-
ware interaction volume through the software access log.
The extraction of data is helpful to analyze the economic
management data [15], convert the data into resource infor-
mation, provide reference value for the operation, circula-
tion, and transaction services of enterprises in the
subsequent secondary market, and convert the data informa-
tion into knowledge reserve and intelligent production, so as
to achieve the purpose of promoting economic development.
At this stage, the research of logarithmic digital economic
management data is still at the level of attempt. Therefore,
we need to comprehensively improve the foundation of
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digital management, deeply tap and release the potential of
digital economy, wait for scientific and technological prog-
ress, and further develop the application of big data in eco-
nomic management.
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Vehicular ad hoc networks (VANETs) connect two or more vehicles wirelessly to enable data exchange in an Internet of Things
(IoT) environment. In VANETs, location privacy is the most crucial piece of information, and its protection is the top priority.
However, the location privacy threats have not been adequately addressed in positioning for IoT in VANETs. This paper
provides an overview of location privacy attacks and their solutions to address the problems caused by attacks in any IoT
environment. Secondly, we have analyzed specific solutions based on anonymity (pseudonym) and cryptographic solutions
using a digital signature technique. This enables to improve user privacy and security of location-based services for IoT in
VANET. Moreover, we have proposed a faster 5G solution for the VANETs as it rapidly disseminates the data in fast-moving
vehicles.

1. Introduction

VANET helps to ensure traffic safety through improved
traffic flow and significantly reduces car accidents within
the IoT environment [1–3]. VANET provides many valu-
able tools and advantages for VANET clients and requires
implementation operations. Due to the personal transport
trend, the number of vehicles has increased in the last
few years. This has resulted in high density and over
speeding of vehicles causing a significant rise in road acci-
dents [4, 5].

VANET technology is aimed at equipping vehicle tech-
nology to reduce these factors by transmitting informative
messages to each other [6–8]. Significant traffic problems
like road accidents and congestion require new and more
efficient transport systems [3, 9]. The Intelligent Transport
System (ITS) for the IoT environment tackles critical issues
such as the safety of the public and road congestion. It com-
bines information and communication technology into the

transport and vehicle infrastructure. VANET includes differ-
ent communication modes: vehicle to vehicle (V2V), infra-
structure to vehicle (I2V), and the hybrid mode. In V2V,
the connectivity media used are short-delayed and have a
higher transmitting rate. This network infrastructure is used
in various broadcast warning situations (emergency, reduced
speed, crash, and slowing down the vehicle’s speed) [10]. In
I2V, the vehicle network considers the application of road-
side unit (RSU) infrastructure points that multiply services
in communication through Internet portals. Hybrid mode
is the amalgamation of V2V and I2V techniques [11, 12].

VANET is intended to raise public awareness by broad-
casting and aggregating current information on current or
imminent transportation-related occurrences. The nodes of
VANET are mostly segregated into two types: the first is
an on-board unit (OBU), a radio device is mounted in auto-
mobile, and the other is road-side unit (RSU), therefore to
ensure the protection of all passengers of vehicles and riders.
Although ad hoc often connects vehicles in the network
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topology in VANETs, it can be inadequate and ineffective to
extend existing communication methods intended for tradi-
tional mobile ad hoc networks directly to massive VANETs
with quick-moving vehicles [13].

The entire communication in VANETs is open access,
which makes VANETs more prone to attacks. The attacker
can intercept, alter, insert, and delete vehicular ad hoc net-
work messages [14–16].

The intruder can control the traffic messages used to
direct the road vehicles. The attacker can alter these mes-
sages and spread false road information causing traffic con-
gestion and road hazards.

Many researchers have addressed the security and pri-
vacy issues associated with VANET. There is already much
literature on addressing privacy issues in various aspects of
vehicular communication. To the best of our knowledge
and based on searches in different well-known databases,
we have found that just a few attacks on VANETs have been
discussed to date. This research has covered almost all
attacks that severely affect privacy and security. Table 1
shows the types of attacks, security service breached, and
its countermeasures. The main contribution of this paper is
that the security countermeasures are defined by different
problem-solving methods. Table 2 shows the Abbreviations
used in the paper.

Figure 1 shows the overall VANET structure. We can see
all entities involved in the connectivity of VANET nodes.
Below are the entities of the VANETs with some details of
their working principles.

1.1. Entities of VANET. Road-side units (RSUs). The RSUs
are installed in the VANET: RSUs are positioned along
the road and serve as radios for DSRC communications.
The main functions of RSUs are as follows: (i) to expand
the communication range of VANETs by transferring
messages to other OBUs and RSUs, (ii) enable running
protection applications, such as reporting traffic conditions
or accident warnings, and (iii) provide OBUs with Internet
access [3, 17].

On-board unit (OBU). In the automobile, OBUs are
installed, which are radio devices that will constantly be in
moving conditions, although OBUs link the vehicles with
RSUs. For an intrinsic part of VANET and effective commu-
nication, nodes require such functionalities to help them
receive information, notify their neighbors, and make deci-
sions by analyzing all their collected data.

Trusted authority (TA). This is accountable for the con-
fidence and safety management of all VANETs, including
the authenticity verification of vehicles and the removal of
nodes for vehicles that convey false messages or malicious
behavior [18]. The TA, therefore, requires high computing
capabilities and adequate storage space [19].

Radar. Radar is used on different moveable objects,
including vehicles, to detect the direction, speed, and
distance.

Computing platform. A computing platform for the
VANETs is required for the drivers to see the data received
during driving, like the details of the VANET environment,
i.e., position, distance of the vehicle, and the hazard informa-

tion, and it is a digital platform on which any software or
app can be executed.

Event data recorder. The event data recorder is an intel-
ligent part of the VANET; it can be said that it is the “black
box” of the vehicle. Any unusual event in the vehicle is
recorded so that the issue can be appropriately addressed,
and the transport authorities will identify the reason.

1.2. Communication Patterns with IoT Environment in
VANETs. Dedicated short-range communications. Its normal
transmission range is between 300m and 1,000 meters.
The DSRC system has a maximum speed of 200 km/h
and a 6 to 27 megabits per second (Mbps) data rate range.
DSRC operates in the 5.9GHz frequency range. It is a
short- to medium-range communication technology that
can be used for public safety and private purposes. The
IEEE standard for vehicular networks is IEEE 802.11p
WAVE (Wireless Access in Vehicular Environments).
Some of the applications for which DSRC is deployed in
VANET include emergency vehicle warning systems,
Cooperative Forward CollisionWarning, transit or emergency
vehicle signal priority, and an approaching emergency vehicle
warning.

Vehicle-to-vehicle (V2V) communication. V2V commu-
nication is established between vehicles as an ad hoc net-
work. Vehicles can transmit or share helpful information
in V2V, such as traffic conditions, i.e., traffic jams and acci-
dents [20–22].

Vehicle to infrastructure (V2I). V2I communication is
used to disseminate information between the network infra-
structure and vehicles [12]. In V2I, a vehicle can connect to
RSUs to provide and communicate with the Internet.

Figure 2 shows the internal and external components of
a smart car; the components are required to connect the
vehicle smartly with VANETs to exchange the information
between the drivers. Smart cars are enabled with features,
which include Global Positioning System (GPS), omnidirec-
tional antennas, sensors, alarms, camera, on-board processors,
and event data recorder (EDR) [23].

This paper is categorized into six sections; a graphical
paper organization is shown in Figure 3.

1.3. Importance of Location Information. From the privacy
point of view, location information is the most crucial part
for a vehicle and its driver. Since VANET gathers the loca-
tion information, this information must remain confidential;
otherwise, the attackers can quickly gain access to the driver
and attack the driver’s privacy, and attackers can promptly
attack the VANET to disturb the efficiency of the network.
Different types of attacks target the other areas of a VANET.
However, attacks on confidentiality are hazardous for the
privacy of location information. In a secured VANET, the
data must be exchanged securely for smooth operation,
and messages should be transferred between the authorized
parties. However, if the attackers’ targets against attacks
like eavesdropping, then the data of VANET can be com-
promised, and the attacker can easily access the location
information.

2 Wireless Communications and Mobile Computing
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2. Location Privacy Challenges in VANET

Attacks on privacy are linked to unauthorized access to sen-
sitive vehicle information. There is a direct relationship
between the driver and vehicle. If the intruders gain unau-
thorized access to some data, the driver’s privacy will be
compromised [24–26]. In most cases, the car owner is also
its driver; if an attacker obtains the owner’s identity, the
vehicle’s privacy may be risked; this form of privacy
assault is known as identity disclosing. One of the most

well-known privacy threats is known as location tracking.
In this attack, the vehicle’s position or the path taken by
the car at a specific point in time is considered personal
data.

VANETs are dynamically complex ad hoc networks with
limited network latency and multiple facilities. The commu-
nication modes are categorized as vehicle-to-vehicle (V2V),
vehicle-to-infrastructure (V2I), and hybrid, as shown in
Figure 4. Hybrid mode is a merger of the former two
approaches, already discussed earlier.

Table 1: Classification of attacks and goals achieved after implementation of different algorithms.

Reference Type of attack Security service Goals and targets achieved by implementation of algorithms

[58] Eavesdropping Availability
Solving attack problems by asymmetric cryptography technique

To improve the wireless security, enhance the efficiency

[80] Multiple types Availability The framework can reduce the cost and gain outperformed results.

[81] Jamming Availability
Blowfish cryptosystem is used for encryption and decryption to make secure routes

in MANET.

[51] Malware Availability To protect location privacy and improve the quality of service in the network

[82]
Greedy behavior

attack
Target availability

To improve the GSM security via CL-PKC while the handshaking procedure is
being done

[70] Blackhole Availability
To improve the MANET security using fixed slot length, the attacker cannot

continue the attack on the network.

[83] Multiple Availability Present multiple challenges and solutions for preventing IoT overcloud.

[4] Multiple Confidentiality
Use encryption technique.

Use VIPER technique for V2I communications.

[23]
Sybil attack and

DoS
Confidentiality Present multiple solutions to prevent an attack on smartphones.

[84] Sybil attack Confidentiality Use a distributed and robust approach

[85]
Impersonation

attack
Authentication

Make use of SPECS (secure and privacy enhancing communication schemes).
Make use digital certificates.

[28] Spoofing attack Authentication Present some open challenges in hybrid network of cloud and 5G.

[52] Repudiation attack Nonrepudiation
Make use of digital signatures.

Use PKC-based pseudoidentities.

[71]
Sybil attack and

DoS
Availability

By the use of signature-based authentication and bit commitment, the impact of
DoS attack is reduced.

[72] Sybil attack
Authentication
availability

A central authority for validation (VA) deployment validates the network’s
components in real time. The working principle of validation will be direct and

indirect.
By cryptographic technique, nodes that want to establish a direct link authenticate

VA indirect validation.
VA can use temporary certificates. By using the validation technology, VA is a

protected option for attacks.

[86] Jamming Availability

Change the transmission channel and use FHSS frequency hop technology to
produce pseudorandom hopping numbers for the algorithm by using

cryptographic algorithms. This strategy needs improvement to the existing OFDM
standard.

[87]
Certificate and or
key replication

Authentication and
confidentiality

For certificate and key replication, cross-certification among the various VANET
certification authorities

CRL (revocation certificate) real-time validity test for digital certificates
Use validated and certified disposable keys.

[88]

Greedy
Malware
Wormhole
Tunneling
Blackhole
Spamming

Availability
Nonrepudiation
Authentication
Confidentiality

Integrity

The cryptographic technique does not provide practical solutions for these attacks,
but specific recommended methods can minimize adverse effects such as digital

software signatures.

3Wireless Communications and Mobile Computing
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In VANETs, protection must ensure that communica-
tion messages exchanged are not intercepted or manipulated
by assailants. Furthermore, the drivers’ responsibility is to
accurately notify the traffic situation under a time limit [4,
27]. The security threats occur due to the unique character-
istics of VANETs. The exploitation of these security issues
leads to other restrictions.

Here are a few of the security challenges:

2.1. Characteristics of VANETs

(i) Network topology and communication mode

(a) Unbounded and Scalable Networks. For one or
more towns and nations, VANETs can be imple-
mented. It needs coordination and management
of security requirements.

(b) Wireless Communication. The connection of
nodes and their data exchange is made through
wireless channels. There is a need to establish
communication.

(c) High Mobility and Rapidly Changing Network
Topology. Nodes travel at fast and unpredictable
speeds that make it harder to determine their
location and the network’s topology.

(d) In data security, the privacy of the node causes
repeated disconnections, instability, and inabil-
ity of the handshake. Its failure is a reasonably
long-term situation (for example, a password)

and is inefficient to secure vehicle communica-
tion. Under these conditions, the delay in dis-
seminating warnings should be acknowledged.
Quick cryptographic algorithms or entity
authentication and timely message delivery
require good delay performance. For all this, pri-
oritizing data packets and preventing congestion
should prioritize traffic safety [28] and produc-
tivity data more quickly than others. Real-time
and multimedia technologies are proposed com-
pared to the efficiency and cross-layer across
transport and network layers [29, 30]

(ii) Automobiles and driver mode in IoT environment

(a) Heavy Processing Power and Optimal Energy.
VANET nodes have no energy and computing
resource problem. The vehicles are equipped with
their battery and fast computational capabilities to
perform complex cryptographic calculations.

(b) Improved Physical Safety. In VANETs, nodes are
physically strengthened. It is tougher to compro-
mise physically and can minimize the impact of
infrastructure attacks.

(c) Recognized Moments and Positions. Utmost
vehicles are packed with GPS because many appli-
cations depend on location and area. A leak-proof
GPS is often used to protect the position of nodes
against attackers in protected localization.

(d) Most Members Are Trustworthy. Most motorists
are considered successful and helpful in locating
a challenger.

(e) Existing Law Enforcement Infrastructure. They
capture the adversary who attacked the device
through law enforcement officers.

(f) Interior Registration with Routine Inspection and
Maintenance. Automobiles are listed on the cen-
tral registration authority and have a specific ID
(licensing plate). Periodical updating of vehicles
is for software and hardware upgrades. In the
PKC (public key cryptography), maintenance is
undertaken to update the certificate credentials
and to acquire a renewed CRL (certificate revo-
cation list). In short, the network of vehicles
(VANETs) is an interface between drivers’
actions, networks, and infrastructure coopera-
tion. Proving a security solution must find a
way to include both groups.

(g) In VANETs, safety must ensure that messages
transferred are not manipulated or altered by
the adversaries

2.2. VANET Security Challenges. VANETs have recently
introduced a new safety concern, deemed a significant

Table 2: Abbreviations used in the paper.

Abbreviation Definition

ABAKA
Anonymous Batch Authenticated and Key

Agreement Scheme for Value-Added Services in
Vehicular Ad Hoc Networks

CRL Certificate revocation list

DDoS Distributed denial of service

DoS Denial of service

EDR Event data recorder

GPS Global Positioning System

I2V Infrastructure to vehicle

IoT Internet of Things

ITS Intelligent Transport System

OBU On-board unit

OTP One-time password

PKC Public key cryptography

PKI Public key infrastructure

RSU Road-side unit

SNR Signal-to-noise ratio

TA Trusted authority

V2V Vehicle to vehicle

VANET Vehicular ad hoc network

5G 5th generation network

4 Wireless Communications and Mobile Computing
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Figure 1: The illustrative architecture of VANET.
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Figure 2: VANET enabled smart car [2].
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Figure 3: Organization of the survey paper.
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problem for researchers to tackle safety purposes, including
a small number of major central points, mobility, inadequate
wireless communication, and the issue of drivers. VANET
protection ensures that the messages sent are not inserted
or amended by the attackers. In addition, the motorist is
accountable for providing detailed information on traffic
conditions within a specific time frame. Due to their distinc-
tive features, VANETs are more susceptible to attack. Several
restrictions are created for securing VANET communica-
tions [23, 31].

(iii) Some more challenges are given below

(a) Volatility

VANET lacks the relatively long-lived context but con-
tacting user devices to hot-spot demands a lifetime secret
code. An attribute like this is unrealistic for secure intercom-
munication [32].

(b) Low tolerance for error

As VANETs deal with human life, there is an extremely
low tolerance for error. If there is any delay in information
dissemination due to attacks like DoS and DDoS [33–35],
it can be harmful.

(c) High mobility and network scalability

Because of high mobility and network scalability, the
network should work at its optimal level; if attackers target
the VANETS, this can be disastrous for human life.

2.3. Encryption of User Information. Concern, the introduc-
tion of VANET privacy is one of the biggest challenges.
Nonetheless, most drivers want to protect their data and
do not want to share their confidential details [36, 37]. Per-
sonal information such as driver identification, driving
behavior, the vehicle’s history, and the present location is
given. The critical problem is how do we build a program
that respects users’ privacy while concurrently defending

them against malicious nodes. To avoid circumstances in
which each movement can be traced, the program must
guarantee users’ privacy. Therefore, the users’ privacy in
the correspondence exchanged must be guaranteed, thus
maintaining the trustworthy VANET-based framework [38].

Besides, information can be received by any network
node as it is transmitted through wireless broadcasts. The
information is subject to confidentiality (vehicle location,
time, original ID, speed, and time) and car sensor data inter-
nally [39, 40]. It is easier to monitor the online identity of
malicious people such as terrorists and lawbreakers.

VANET privacy attacks specifically relate to the unlawful
collection of confidential vehicle information. Given the
relationship between a vehicle and its driver, it could affect
the driver’s privacy by obtaining some data on the condi-
tions of a vehicle. Then, such attacks can lead to identity
disclosure. The identity of the owner of a particular vehicle
may jeopardize its privacy. Typically, the car owner is also
the driver, making it easier to collect personal data. The loca-
tion or route of a vehicle at a specific time is known as per-
sonal data. It enables the creation of the profile for this
vehicle and its driver [40, 41] through the transmission of
middle nodes.

The recipient message verifies that the message is com-
plete and authentic through the corresponding public key.
It is difficult for a node to imitate since it is just private.
The message sent in a VANET should be encrypted with
safety or warning messages, particularly. Those messages
that act as inputs for the protection framework may also
be signed. Now, the critical advantage is that digital signa-
ture requirements are minimal, i.e., nodes need to have the
capability to obtain/generate and store pairs of crypto-
graphic keys. To build and verify signatures, they need com-
putational capacity. The key problem is imitation and DoS
(denial of service) attacks. In [42–46], the proposed method
uses pseudonymous certificates that can hide users’ true
identities. Even though there is no known relationship
between anonymous certificates and the true identities of
key holders, the messages that have a given a key, by logging
that message, the privacy can be violated [3, 26], group
signature, and ID-based signatures [47, 48] are the condi-
tional privacy protocol. The significant advantage of using

Trusted third party (TTP)

RSU RSU RSU

V2V V2V

I2V I2V I2V

V2V

Figure 4: V2X connectivity through VANET architecture.
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a group signature is that they guarantee message unamia-
bility as group members can sign incognito on behalf of
the group [39, 47].

The digital signature algorithm is shown in Figure 5.
Digital signatures are the public-key primitives of message
authentication; this technique binds the person or entity
with digital information; the receiver and the third party
verify this unique binding. In the digital data exchange, the
digital signature algorithm authenticates the originality of
data. This technique is very efficient for the security and
privacy of a VANET. Digital signatures have various advan-
tages, i.e., message authentication, data integrity, and nonre-
pudiation. If the attacker hacks the system and attacks the
data to modify the data integrity, the digital signature verifi-
cation at the receiving end fails. Hence, the receiver can
safely deny the message, assuming that the data integrity
has been breached [9, 29, 40].

In [49], SeGCom (Secure Group Communications)
framework introduced a simplified approach while generat-
ing and disseminating emergency messages. V2V scenario
issues with only using one encryption method. Several other
researchers also proposed PKI and digital signatures for
VANET protection [23].

In [50], a protocol was proposed to revoke malicious
vehicle certification throughout misbehaving vehicles. The
biggest challenge for VANET PKI-based schemes is the
heavy load of certificate creation, storage, distribution, veri-
fication, and revocation. A steady communication architec-
ture based on a PKI and a virtual cluster-controlled
network was proposed to intelligently avoid collisions
caused intentionally by malicious vehicles [32]. However,
this approach comes up with an incredible overhead and a
cluster head building bottlenecks. In [49, 51], an ID-based
cryptosystem (for security-related applications) is proposed,
which imposes strong rejection and minimizes the over-

heads linked to the certificate management prevailing in
PKI systems. The mix zone approach in [42] has been used
to maximize unrecognized vehicles. This approach is based
on preloading in each vehicle group of unknown certificates.
Elliptic curve cryptography is designed to reduce transmis-
sion and overhead delay. The elliptic curve logarithm
problem (unsolved NP problem) is defined by ABAKA’s
(Anonymous Batch Authenticated and Key Agreement
Scheme for Value-Added Services in Vehicular Ad Hoc
Network) privacy. One of the researchers proposed a
detection algorithm to deal with the invalid request prob-
lem because of the batch verification failure [52]. The
researchers arranged hierarchical identity-based cryptogra-
phy for location-based signature verification to provide
location assurance and pseudonym-based privacy authenti-
cation. For a location-based signature generation and loca-
tion assurance verification scheme, the ID-based validated
vital agreement between a vehicle and an RSU, and a hier-
archical ID-based signature has been used in [53]. The
above system provides unconditional privacy and elimi-
nates the need for a group manager. A signatory can gen-
erate a signature on behalf of an ad hoc group without
using the ring members’ public keys. This scheme has lim-
ited functionality in VANETs because it offers absolute
privacy without non-repudiation [54].

2.3.1. The High Mobility of Nodes. In the VANET, the high
mobility of the nodes causes enormous complexity. Classical
node and message authentication techniques are challenging
due to the high level of mobility. A handshake protocol
cannot be proposed since some nodes communicate only
once, and a lack of time restricts the validity of messages
received from these nodes. Therefore, securing mobility
issues is a significant concern. Although many researchers
have tackled these issues, many problems still need to be
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Figure 5: Digital signature algorithm.
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addressed [10, 53]. This strategy does not enforce particu-
lar routes or speeds for drivers to follow [53].

Günay et al. [55] addressed several concerns of privacy,
in which business organizations can use the data of their
employees’ cars when they are parked in the company’s
parking space. Police can also use the information of the
driver from the beacon frames. Insurance companies can
track their consumer data to evaluate their actions. There-
fore, privacy violations occur when the user’s confidential
data is owned by third parties or by a separate node not enti-
tled to the data [5, 56].

2.3.2. The Relationship between Security and Privacy. User
hesitancy is one of the main barriers to VANET technology.
Users have a negative perception, believing that a third party
is monitoring them. If a hostile user changes, the message
privacy can be compromised. Some potential attacks may
encrypt or fake the data; hence, privacy can be breached in
the VANETs.

2.3.3. Security Threats and Hazards in VANET. In this sec-
tion, we address each security services’ attacks and threats.

There are bundles of security and privacy attacks in
VANETs affecting the overall performance of a VANET.
The attacker attacks on different VANET security services,
i.e., availability, confidentiality, authenticity, integrity, and
nonrepudiation, as shown in Figure 6.

3. Location Privacy Attack Methods and
Prevention for IoT in VANET

In location privacy, attackers target the VANET to disturb
the network’s performance through different types of
attacks. To prevent these attacks, various researchers have
proposed multiple approaches. Researchers in [19] have pro-
posed enhanced privacy using an asymmetric cryptography
scheme. Moreover, pseudonym-changing strategies [57–59]
effectively prevent location attacks.

3.1. Attack on Availability. Data availability (vehicle infor-
mation) is essential for VANETs to ensure that the network
is operational and valuable information is always accessible;
this is a necessity for VANETs to ensure the safety of users’
lives [60, 61]. Table 3 shows the list of some well-known
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Figure 6: Attack type classified category wise.
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attacks, e.g., denial of service attack (DoS) and jamming
attack.

(a) DoS (Denial of Service Attack). In this attack, an
attacker attempts to make the network resources
and facilities inaccessible to the user. It is either by
active channel jamming or sleep deprivation. DoS
attacks include a family of attacks to deliver network
services, particularly for VANET applications. DoS
attacks are listed due to their associated risks and
consequences. They can occur via deceptive explicit
or implicit network nodes. Control channel floods
with large numbers of purposefully generated mes-
sages [25, 62]. Network nodes (RSU and OBU) can-
not accommodate the massive amount of data
obtained. Distributed denial of service (DDoS) is a
changed variant of DoS attacks [63]. It is an attack
disseminated by the primary attacker, the “attack
operator” of other agents who may be victims inad-
vertent. In most cases, the DDoS attacks flood the
unnecessary data in the network, to produce the
congestion and delay in the network, and the results
are invariably disastrous. DoS attacks include both
blackhole attacks and jamming.

(b) Jamming. Jamming is a type of denial-of-service
attack that prevents other nodes from using the
channel to communicate since they occupy the
medium on which the communication between the
nodes is established. A significant threat to wireless
channel access reduces the receiver’s signal-to-noise
ratio (SNR). The jammer would simultaneously con-
trol the value of the jamming signal [64]. The most
effective signal transmission model that best com-
bines the receiver should also be selected if efficient
jamming is accomplished in a VANET. Some
researchers, including [17, 65], examined some strat-
egies to minimize the impact of jamming on ad hoc
mobile networks.

(c) Malware. An intruder continues to send network
spam messages to waste network bandwidth and
increase latency. This attack is difficult to manage
due to the lack of centrally controlled infrastructure
and management. Intruder broadcasts unwanted
messages to a user’s group. These messages act like
advertisements.

(d) Broadcast Tampering Attack. The offender is trying
to render and insert fake security warnings in the
network in this type of attack. The proper security
messages can be withheld from legitimate users,
and network security can be seriously affected [17].
This kind of assault is usually probable for a legal
node.

(e) Blackhole Attack. A fraudulent node determines the
short-lived route to receive and then routes and
reroutes the data. The fraudulent node may decrypt
or preserve the data packet. The forged route is built
successfully relying on the malicious node sending
the packet wherever it chooses.

(f) Gray Hole Attack. This attack only involves deleting
data packets from vulnerable applications due to
packet loss [66, 67]. Gray hole is known as a variant
of the blackhole attack.

(g) Greedy-Behavior Attack. Greedy’s attack is an intru-
sion of the function of the MAC layer in line with
the OSI model architecture. The greedy node rec-
ognizes the channel access system and still wants
to connect to the media. The fundamental purpose
is to prevent using other nodes of support and ser-
vices. A greedy action node often reduces its time
to wait for quick access to the channel and penal-
izes other undefeated nodes [48, 68]. Transmission
congestion and collision issues are caused by
greedy behavior, which causes delays in the ser-
vices of authorized consumers. Greedy behavior is

Table 3: Basic types of attacks.

Types Descriptions Purpose

Counterfeit
information

Adversaries modify or disburse the
wrong data on the network.

To interrupt other motorists for particular illegal purposes and public order [89]

Denial of
service

Adversaries insert irrelevant bulk
messages to VANETs.

Attackers interpose irrelevant bulk
messages into the network.

To interrupt the communication process and use the computing resources of
other nodes, making VANET unavailable [62]

Impersonate
Attackers claim to be valid nodes such

as authenticated RSUs or cars.

To include fraudulent information across the network, not only to trick other
vehicles but also to eliminate the innocent drivers whose IDs were taken out of

the service [90]

Eavesdropping
Adversaries are located in vehicles or

false RSUs.
It is for collecting vehicle data from overhead vehicle communications.

Message
suspension

Adversaries hold messages to delay for
some time

To avoid the registration and insurance authorities learning about collisions
involving the attacker’s vehicles. Moreover, prevent collision reports from being

delivered to road-side access points [71, 91].

Hardware
tampering

Adversaries exploit vehicle and RSU
hardware.

It is disturbing the user for unlawful purposes [1, 92].
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autonomous and is shielded from the top layers, so
a mechanism designed for those layers cannot
detect them.

(h) Spam. The spam attacks are mainly used to increase
latency and bandwidth usage and decrease the over-
all efficiency of the network and services.

3.2. Authenticity and Identification Attacks. Authenticity is a
big security problem for VANETs. Before accessing the
available resources, all existing network stations must
authenticate. Any infringement or attack targeting the rec-
ognition or authentication process would adversely impact
the entire network. Ensure legitimate nodes in a vehicle net-
work from outside or inside attackers with a false identity.
The benefit of verification of identity is that in the majority
of the time, a vehicle joins the network or service. There
are several types of attacks in this category [69, 70].

(a) Sybil Attack. The Sybil attack is hazardous because
the vehicle can act as if it has multiple identities
simultaneously [71, 72]. One of the main ways that
two entities can convince a third that they are inde-
pendent is by performing activities that cannot be
performed by a single entity alone. Many techniques
such as computational testing resources, memory,
and communication challenges have been recom-
mended to protect the identity of a node. The Sybil
attack is risky in VANETs because of the cata-
strophic consequences. The attacker can manipulate
the behavior of other vehicles so that the receiving
node can think that the message was sent by another
vehicle. As a result, they believe that there is a traffic
jam on the road, and the user changes the route to
clear the road.

(b) Tunneling Attack. The tunneling attack imitates
the wormhole attack [26]. In a tunneling attack,
attackers use the identical network to communicate
privately (tunnel) in this attack, while in the
wormhole, the attackers use a separate radio chan-
nel (assumed external) to exchange packets. This
tunneling attack joins two remote parts of the
vehicle network through a communication channel
such as a tunnel [73]. Therefore, the victims of two
remote network parts would link as their
neighbors.

(c) Position Information Deception (GPS Spoofing).
Secreted automobiles produce fake crash locations.
GPS does not work.

(d) Node Impersonation Usurpation. The intruder
attempts to imitate an additional node. The intruder
does malicious things to gain rights and then reveals
that the better one is the doer.

(e) Free Riding. Such attacks are highly dominant and
generate an active malicious user by fake authentica-
tion when connected with cooperative message
authentication. A malicious person can take advan-

tage of several other users’ authentication contribu-
tions without providing their own identity to this
threat. This attack could pose a serious threat to
the authentication of a cooperative message [74].

(f) Replay or Reiteration Attack. Malicious or unautho-
rized drivers try to use new frames that have been
built into new connections to create legitimate RSU
users [93].

(g) Key Certification/Replication. This attack is identified
as a replay attack that arises when legitimate informa-
tion is transmitted false or allows an unwanted or
malicious effect to be caused by delay. The VANET
needs more time with a greater cache to test the
messages received to overcome this attack.

(h) Message Tampering or Alteration. The intruder
drops packets from the network or alters the mes-
sage’s contents. In addition to alteration attacks, a
new message is produced or repeated by displaying
old messages or threats to falsify or introduce mass
amounts of false vehicle emergency warnings.
Broadcast tampers, where the attacker infuses fake
security messages into the network to cause signifi-
cant problems.

3.3. Attacks on Confidentiality. Confidentiality is an essential
safety requirement for VANETs, ensuring authorized parties
read the data. Failure to provide confidentiality between
node communication within a vehicle network means that
exchanged messages are susceptible to threats. The intruder
can collect information regarding the vehicle, its route, and
the user’s privacy in such cases. Without a confidentiality
system, the data collected would affect individual privacy.
It is hard to detect such an intrusion since the user is
inherently passive and does not personally know the data-
base [5, 75, 76].

(a) Eavesdropping Attack. Eavesdropping is a privacy
attack; listening tomedia is a direct attack on networks
like VANET. It is also submissive, and the victim does
not know that the connection is compromised. Several
valuable data can be easily accessible during this
attack, such as the position information used to track
vehicles.

(b) Traffic Analysis Attack. An attack on traffic inside a
VANET is a significant passive threat to privacy
and anonymity. The attacker investigates the data
obtained after listening to the network and retrieves
as much information as possible.

(c) Man-in-the-Middle Attack (MiM). The communication
between various vehicles is perceived by a malicious
node. It tries to pretend that they are responding to
each other. It transmits false knowledge between them.

(d) Social Attack. A social attack frequently diverts the
driver’s focus. The attacker sends deceptive and
immoral messages to the vehicles. The attackers
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aim to make drivers respond to these immoral mes-
sages, thereby impacting the driving of cars and the
efficiency of the VANET network [2].

3.4. Data Integrity. It guarantees that the messages’ quality is
not altered during the interaction process. The public key
infrastructure can be assured in VANETs and cryptography
revocation.

(a) Masquerading Attack. The attacker’s legitimate iden-
tity, known as a mask, attempts to build a black hole
or generate false messages from an authentic node in
this attack, for example, slowing down the speed of a
vehicle or lane change. A malicious node claims to
be a vehicle of emergency, for example, cheating
other cars [26, 77].

(b) Replay Attack. It is a traditional attack that involves
recreating (broadcasting) a message that was already
sent at the time of submission. Moreover, the intruder
injects this again into the previously obtained network
packets. This attack can be used to replay frames for
beacons [9] so that the attacker can handle the loca-
tion and the routing table of nodes. Unlike many other
attacks, nonlegitimate users replay attacks [8, 78].

(c) Alteration of Message. This attack is against credibil-
ity by changing, deleting, restoring, and changing
existing information. It can happen by altering a par-
ticular part of the message to be sent [79]. Suppose
the assailant fabricates the information indicating
that the road is jammed and alters it to cheat users,
thereby implying that congestion is not occurring
and the road traffic is regular. In such an attack,
the offender can also delete part of the message
change or create new messages that help him reach
his malicious objective.

(d) Illusion Attack. The illusion attack is a direct applica-
tion to fabricate messages that attack integrity and
data trust. It involves voluntarily putting sensors that
produce false data [1]. Such data will usually be moved
around the network and require drivers’ involvement.
Authentication mechanisms cannot detect this attack
since the attacker authenticates to the network.

3.5. Attacks on Nonrepudiation. Nonrepudiation in data
security indicates that the sender and recipient are people
pretending to have sent or received the message, respectively
[54]. Otherwise, the failure to repudiate the data sources
shows that the data has been sent, and nonrepudiation of
arrival proves that the data have been obtained. In the scope
of VANETs, the compromised data regarding the user’s
safety and anonymity, confidentiality sets, and hardware,
device, and software adjustments (updates, changes, and
additions) should always be provable [53].

(a) Nonrepudiation and accountability attacks

Traceability of lost events: considering its significance, no
critical information dealing with this attack was found in the

context of VANET. Besides, such nonrepudiation attacks
allow an attacker to reject one or more actions. This type
of attack focuses primarily on eradicating signs of behavior
and uncertainty for the auditing group. Many attacks may
be used for a preventive attack against nonrepudiation, for
example, Sybil and key and certificate replication.

3.6. Solution for Location Privacy Attacks in an IoT
Environment.We analyze various attacks and their solutions
in Table 1.

4. Discussion

As we know, a flawless VANET can make highway traffic
smoother, safer, and faster. However, the attackers can gain
system access to disrupt the VANET-based drivers, thus
reducing the overall performance of the VANET. Conse-
quently, user privacy and security are the main targets of
attackers. User privacy must not be compromised at any
cost; otherwise, it becomes difficult to attract drivers to use
VANET services. All VANET-based communication con-
tains sensitive private information such as driver identity,
personal identification number, driver number, travel time,
and route details. Therefore, VANET communication infor-
mation must be secured to ensure the safety of user informa-
tion and vehicle information for smooth operation.

Moreover, the consequences of a security breach in
VANETs are serious and threatening. In a highly demanding
environment characterized by vehicles arriving and fre-
quently departing simultaneously and a short connection
time, implementing a solution to protect complete privacy
is challenging. There is a great need to secure data transmis-
sion paths in VANETs, and some approaches have already
been proposed to address related issues. Since the main chal-
lenges discussed here are privacy and security, the solutions
to improve these problems are addressed accordingly. We
have thoroughly analyzed various papers and approaches
for privacy and security problems. We have found solutions
to overcome privacy and DoS attacks by using signature-
based authentication and bit commitment. The impact of
DoS and Sybil attacks is reduced by using signature-based
authentication.

For jamming attacks, many techniques are used by dif-
ferent researchers. Our findings show that the Blowfish cryp-
tosystem is efficient as it is used for encryption and
decryption to create safe routes in VANETs. It changes the
transmission channel and uses FHSS frequency-hopping
technology; it is possible to develop pseudorandom hopping
numbers for the algorithm using cryptographic algorithms.
On the other hand, this strategy needs to be improved, espe-
cially for the existing OFDM standard.

We found cross-certification between the different
VANET certification authorities for confidentiality and
authentication attacks. CRL (revocation certificate) real-
time validity test is for digital certificates.

Certificate and or key replication affects the services like
authentication and confidentiality; this technique protects
the security in a well-organized manner. For attacks like
greedy malware, wormhole, tunneling, blackhole, spamming,
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availability, nonrepudiation, authentication, confidentiality,
and integrity, we found that cryptographic technique does
not provide practical solutions for these attacks. Still, specific
recommended methods can minimize adverse effects, such
as using digital software signatures. Existing protocols and
values can bemodified by using trusted hardware, which prac-
tically cannot even be approved. We also propose an OTP
(one-time password) system that should maximize the secu-
rity of drivers from attackers. A simplified approach is that a
policy-based method is more suitable whenmobile consumers
prefer the service level of complete privacy. A cryptographic
technique is a practical solution for users who care deeply
about privacy and require a high level of confidentiality. They
are less concerned about the overhead of data processing and
communications.

In addition, anonymization and obfuscation techniques
and spatial and temporal information would be best for a
mobile user to disguise. The infrastructure is location-
based services, benefits, applications, and privacy concerns.
We have primarily addressed the privacy issue of LBS and
analyzed several different approaches. We classify the exist-
ing mechanisms into a tree structure to evaluate the effi-
ciency of additional security measures and study them in
detail on their benefits and limitations. We have successfully
analyzed various shortcomings and gaps in privacy technol-
ogy. Location protection is an essential element of LBS. To
benefit from the specified services, users use current loca-
tions as information. Without the necessary precautions,
the lack of privacy protection in the services could hinder
the regular use of this smart technology. We have high-
lighted the threats posed by LBS services that intentionally
or unintentionally compromise the privacy of VANET users.
We have outlined their basic ideas and recent developments
by examining typical techniques. In the following section, we
have provided a comparison and analysis. Finally, we have
identified some interesting topics for future research that
should be investigated in the context of privacy protection
in the future. We also emphasized that the intersection of
LBS and other popular technologies will lead to further sci-
entific growth in this area to address user needs.

5. Direction of Future Research

As privacy is a core issue in VANETs, our detailed review
has anticipated some potential future directions.

(i) As in the VANETs, all entities and information are
placed under the shelter of TA, RSU, and drivers, so
the tracking system of vehicles should have a robust
mechanism of digital signature and pseudonym
identity to avoid privacy attacks. A more robust
and more reliable digital signature system should
be introduced

(ii) There should be a dual authentication system to
secure data transmission on the VANETs, as nowa-
days, on the Internet, all email systems and personal
accounts are based on a dual authentication system.

In this way, the attackers cannot cheat the drivers
and the network

(iii) There is an efficient need for the VANET tracking
app to double-check the security. Both ends of con-
nectivity, i.e., TA and driver, may understand that
there is no attacker or alternation in the messages

(iv) There should be a faster communication method so
that privacy may not be disturbed along with speed-
ier data dissemination

(v) VANETs should be switched to the 5G technology.
VANET service providers and users can benefit
from the high speed of 5G, as 5G is faster and infor-
mation dissemination will be quicker

6. Conclusion

Security and privacy play a vital role in this fast-growing
technological era. Modern cyber-physical technologies such
as VANETs are particularly lucrative targets for fundamen-
tal information breaches. Breaching a mobile VANET node
can lead to physical attacks, such as tracking delay of data
dissemination, leading to severe problems. It is impossible
to run a VANET in a compromised condition. We have ana-
lyzed the privacy and security-based attacks in VANETs.
Various types of attacks were considered, which can halt
the VANET efficiency. To resolve the problems, different
beneficial techniques such as cryptography and pseudonyms
were found adequate to protect the network and user’s pri-
vacy from various attacks. Moreover, OTP-based system
mechanism can make the network’s confidentiality more
secure. It is a real-time double verification for VANETs.
Moreover, the incorporation of 5G is also a good option
for new and innovative real-time applications via VANET.
Furthermore, integration with other supporting technologies
such as cloud computing and IoT will enhance the robust-
ness of data dissemination.
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In order to better improve online teaching during the epidemic, teachers can adjust the teaching according to the students’
understanding. During the epidemic period, online teaching has become a basic way for teachers to teach. One big problem
with online teaching is that the lecturers find it hard to see the students’ facial expressions. According to the study, the
students’ facial expressions are essential for the instructor to understand the students’ understanding of the course material.
There are some relevant studies on the recognition of human facial expressions. However, most of them did not consider some
expressions such as “Enlightened,” “Confused,” or “Bored.” This study helps teachers to improve the quality of teaching by
designing a program to provide them with students’ facial expressions. The study, implemented on students’ computers, can
capture their faces from a camera, identify some common and useful facial expressions, and send them to lecturers regularly
during online lectures. The main research methods used in this paper are as follows: (1) Use the face recognition algorithm
provided by OpenCV to capture faces. (2) Train a convolutional neural network model to recognize the expression “Happy,”
“Surprised,” “Neutral,” “Enlightened,” “Confusion,” and “Boredom.” (3) Use the message protocol EMQX to transmit the
expression information. This study can successfully capture faces, and about 80% accuracy can identify expressions and
successfully transmit expression information. This study contains some expressions rarely studied by others and is innovative
in the field of facial expression recognition. Datasets, deep learning models, and results are available for other research teams.

1. Introduction

Online teaching has become an essential method for the
university to continue holding semesters for students,
researchers, and professors during the pandemic. The online
conference platforms are playing a significant role in deliver-
ing the online lecturer. These platforms can help restore the
traditional lecture model by allowing the lecturers to show
the course materials through screen sharing or to write notes
on the virtual whiteboard. However, what online teaching
can not restore is efficient interaction between the lecturers
and their students. Although the online conference plat-
forms can allow attendees to see and talk to each other
through the webcams, it is not realistic for the lecture to
interact with many students due to network bandwidth
and video processing limitations. From the lecturers’ per-
spective, students’ videos are showed in windows which
occupied a part of the lecturer’s screen. There will be more
windows showing on the screen if more students are attend-
ing the lecture. When the number of windows reaches the

capacity of a screen, the windows will shrink to smaller sizes
if more students are coming in the lecture room. For courses
with a large number of students, lecturers will have trouble
seeing the faces of students through the small and packed
windows on the screen, not to mention reading their facial
expressions. According to research, the students’ facial
expressions are the most used nonverbal communication
mode in a lecture and are related to their emotions, which
can help the lecturer recognize their comprehension of the
lecture. Suppose there is a tool that can provide students’
facial expressions to the lecturers periodically during an
online lecture. In that case, it can restore the reading facial
expression scenarios, and the lecturer can get useful interac-
tion feedbacks from their students and can adjust their
ongoing lectures accordingly.

This study designed and constructed a program on iden-
tifying common facial expressions of students in class. The
program can automatically capture students’ facial expres-
sions from the camera and identify some common and use-
ful facial expressions, including Boring, Confused, Cheerful,
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Happy, Surprised, and Neutral, and expression messages can
be sent to the lecturer during online lectures.

2. Literature Review

Studies in computer vision show that machine learning algo-
rithms are effective in human facial expression recognition.
Among all the subfields of machine learning, deep learning
is one of the most popular algorithms used by researchers.

In this paper, Shengjun designed a face recognition
device with fill light performance [1]. Wu and others
designed a privacy security scheme for face recognition
based on Facenet and state secret algorithm [2]. Li et al.
designed the face recognition system from the aspects of
MTCNN and Facenet [3]. The paper written by Gory et al.
summarizes the performance of different machine learning
models in recognizing facial expressions. The research team
applied and tested several machine learning algorithms,
including AdaBoost, logistic regression, and two deep learn-
ing models: dense neural network (DNN) and convolutional
neural network (CNN), which are used to identify the seven
most common expressions in the paper. Gory et al. tested
the performance of different machine learning models and
proved that the CNN may be the most suitable [4].

Jiankui and others used the AdaBoost algorithm to study
the application of face recognition technology in smart con-
struction site [5]. Yanxiu and others studied the hotel man-
agement system and used facial recognition technology to
build an intelligent hotel management system [6]. Zhenqian
and Weizeng applied biometric technology to the design of
online authentication module [7].

As one of the most remarkable developments in the
computer vision field, the convolutional neural network
(CNN) has a significant ability to recognize objects from
an image [8]. The CNN is a type of deep learning model that
contains convolutional layers and dense layers. For each
convolutional layer, several convolutional kernels are used
to detect a certain feature of the image. The different convo-
lutional layers can detect different features of an image. With
all the convolutional layers stacked together, the image’s fea-
tures will be collected and delivered to the following fully
connected layers. The fully connected layers can learn the
nonlinear combinations of the high-level features extracted
by the convolution layers and do the classifications.

To investigate how the CNN model can be used to do the
recognition, I read the paper of Dr. Hussain and Dr. Balushi.
The authors propose using a deep CNN model to do a real-
time face emotion classification and recognition. The paper’s
core approach is to build a CNN model based on a well-
known model called VGG16. VGG16 is a CNN model with
a structure containing five different convolutional layers,
each with different numbers and sizes of kernels and three
fully connected layers. The final accuracy of the trained
model described in the paper is 0.88.

The convolutional neural network has an excellent per-
formance on human facial expression recognition. Chenhao
used a complex convolutional neural network to study and
verify face recognition in mixed scenes [9]. Zhichao and
others designed a driver fatigue dangerous driving detection

system based on face recognition [10]. Li et al. studied the
multispectral face recognition system [11]. Kezheng et al.
used two-dimensional linear discriminant analysis and col-
laborative representation for face recognition [12]. From pri-
vacy concerns to improving recognition accuracy, Zijian is
concerned about the dynamic application of face recognition
technology in business application Governance [13].

Liu et al. designed a CNN model with an accuracy of
65% [14]. Fathallah et al.’s CNN models can have an accu-
racy of 90% when testing on datasets CK+, RaFD, and
MUG [15]. The data that can be potentially used for my the-
sis is not sufficient. Most of the available collected datasets
from other researchers do not contain emotions like bore-
dom, confusion, and enlightened. It is hard to build a large
dataset in a short time. Therefore, a technique that can do
expression recognition on a small dataset is needed. Heidari
and Fouladi-Ghaleh introduced and applied such a tech-
nique: transfer learning in their paper. Transfer learning
can help to utilize the knowledge of a pretrained model onto
a new model so that only a portion of the parameters in the
new model needs to be trained. Therefore, the new model
can be trained with a smaller dataset and within a shorter
time. The research team froze the trained parameters of
the first four convolutional layers (these parameters are
untrained) and only trained the last convolutional layer
and the fully connected dense layers. According to the paper,
the result accuracy is 95.62%, which is higher than some
other common methods.

Although the goal of the paper is different from mine,
the idea of using transfer learning with the help of pretrained
models will be potentially helpful in the situation where data
is not enough. The key to transfer learning is to choose a
proper pretrained model. Caroppo et al. compared them
by evaluating three widely used pretrained models of facial
expression recognition (VGG16, AlexNet, and GoogLeNet)
on four different benchmark datasets (FACES, Lifespan,
CIFE, and FER2013) [16]. Full experiments and results pro-
vide the reader with good performance of transfer learning
in different modalities and help me to make decisions in
the paper.

3. Methods

Let us first recap the goal of the thesis: to design and build
a program that can automatically capture students’ faces
from cameras; can recognize the most common and useful
facial expressions, including boredom, confused, enlight-
ened, happy, surprised, and neutral; and can send the
expression information to the lecturer periodically during
an online lecture.

There are three steps to accomplish the goal: (1) Capture
students’ faces with their cameras. (2) Design and build a
deep learning model that can accurately recognize the target
facial expressions. (3) Build an output pipeline that can
return the information to the lecturer. Different methods
are used for each step.

The purpose of the model is to recognize the facial
expressions after training using a dataset with limited data.
Inspired by the research of Caroppo et al. and the paper of
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Heidari and Fouladi-Ghaleh [17], I built a convolutional
neural network by applying the transfer learning method.
The pretrained model I chose is VGG16, provided by a
python library called Keras. As I mentioned in Literature
Review, VGG16 contains five convolutional blocks and three
fully connected layers. My CNN model had the same struc-
ture but with some add-ons and modifications. The com-
plete model structured is shown in Figure 1. The input
layer is modified to accept an input image of size 160 ∗ 160
∗ 3. There are two convolutional layers and one 2D max-
pooling layer for each convolutional block (Figure 2). The
five convolutional blocks contain 64, 128, 256, 512, and
512 convolutional kernels of a size of 3 ∗ 3 for each convolu-
tional layer. Three fully connected layers with a number of
512 neural follow the convolutional blocks. Each layer is
followed by a “RELU” activation function. Besides, two
dropout layers of a rate of 50% are added after the second
and the third fully connected layer. The final output layer
contains six output neural followed by a “Softmax” activa-
tion function. The last layer’s output is a vector consisting
of six values, and each value represents the prediction prob-
ability of each category. The prediction of the model is the
expression with the highest prediction probabilities. I chose
to freeze the first four convolution layers so that the param-
eters are not trained. The last convolutional block plus the
following linear layers is trainable. Although the training
data is not sufficient, the fact that fewer parameters are train-
able can guarantee an acceptable result of the model perfor-
mance. The two dropout layers are helping to fight against
potential overfitting problems caused by a lack of data.

To build the dataset, I collected 1073 images: 200 images
each for expression boredom, confusion, happy, surprised,
and neutral and 73 images for expression enlightened. The
images are collected from three sources. Most of the data
are the self-collected. I asked volunteers to take selfies about
the six required expressions. This part of data is the most
validated because the labels of the pictures are provided
directly by the person who makes the expressions. Plus, the
volunteers are all students and the students are exactly the
objects for the recognition task. Another big portion of the
data comes from open sources, including the dataset pro-
vided by Sara Zhalehou and Bahcesehir University ECE
Department, “Bahcesehir University Multimodel Face Data-
base of Spontaneous Affective and Mental States” [18]. The
data are collected during research experiments with the

volunteered students and are labeled by the researchers.
The data are carefully examined and organized before pro-
viding to the public. I used the pictures labeled with the six
same facial expressions to expand my dataset. The final part
of the data is collected from online sources like image web-
pages and social media. I searched the pictures using the
facial expression terms as the keywords and collected after
manually selection by a selection team. The team consists
of my supervisor, my classmates, and me. The pictures are
chosen and labeled if all members agreed that they corre-
spond to the facial expression keywords.

With the collected raw data, a preprocessing step is
needed before the deep learning model train. The pictures
are converted into greyscale and are resized into a resolution
of 160 ∗ 160 pixels. A greyscale face image can reduce the
unexpected problems caused by different skin colors, and
uniform image sizes are required for the model training.
The label of the data is represented using one hot vector.
In this case, the one hot vector is a vector with six values
of 1 or 0. There is one value of “1” representing the corre-
sponding category of the data, and the rest are “0.”

For model training, the dataset is divided into a training
dataset and a validation dataset with a ratio of 4 : 1. The
input of the CNN model is the 160 × 160 × 3 cropped face
images from the training dataset. The output of the model
is a list of prediction probabilities for the six expressions.
The model is trained with a learning rate of 0.001 and is
trained for 100 epochs. For each epoch, the loss is calcu-
lated with a cross-entropy loss function (Equation (1)),

Happy

Frozen CNN blocks

Trainable
CNN block Dense layer

Figure 1: The complete model structure: including one input layer, 4 frozen CNN blocks, 1 trainable CNN block, dense layers, and one
output layer.

CONV2D

CONV2D

MaxPool2D

Figure 2: The structure of each convolutional block.
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and the model is optimized with stochastic gradient descent
(Equation (2)). The accuracy of the output equals the
portion of the number of correct predictions among all
predictions.

Cross entropy loss = −Σti ∗ log p xð Þð Þ, ð1Þ

W =W − ηΣ
∂Loss
∂wj

: ð2Þ

For testing the performance of the trained model,
three-fold cross-validation testing is used. The model’s
performance is evaluated by watching the pattern of the
training and validation loss/accuracy graph (against the
number of epochs) and the accuracy of predictions for
each expression. The whole coding for training the model
is written using Python. The Python library Keras is used
to create, train, and test the model.

The method of how to build the CNN model for training
is clearly stated in the previous section. In my thesis work,
the method is implemented in different ways to get different
aspects of the results. The first implementation uses the
CNN model to train with the data that contains all six facial
expressions. Because the number of images about Enlight-
ened is only 73, which is much less than the number of other
expressions (200), I have to choose a dataset that contains 73
images for each expression for the training/testing proce-
dure. The insufficient data may lead to a result that can be
badly overfitting on training data. This is the trade-off I have
to make due to the limited size of my dataset.

The second implementation uses a slightly different CNN
model from the first one. Because the result from the first
implementation implies that the model’s performance in rec-
ognizing the expression “Enlightened” is very poor, I chose
to evaluate the model without the “Enlightened.” This time,
the numbers of data for training and testing are larger: 200
images for each expression. With more training data involved
and less output category, the result of the second implementa-
tion should have a better performance than the first one.

The third implementation is a combination of two CNN
models. (Figure 3) After combining the two models, the
implementation can output a classification for the five facial
expressions. The method is innovative and sounds reason-

able, and you can expect a better result than the second
implementation.

4. Results and Discussion

4.1. Results and Discussion about First Implementation. The
first implementation is to use the CNN model to recognize
all six facial expressions (Boredom, Confusion, Neutral,
Enlightened, Happy, and Surprised). The CNN model is
the modified model from pretrained VGG16 and has an out-
put layer with six output neural. The dataset used for this
implementation contains 438 images in total: 73 images for
each emotion. The data is divided into a training/validation
dataset with a ratio of 4 : 1. Before the training, the data is
enlarged using the default data augmentation method pro-
vided by Keras. The model is trained with cross-entropy loss,
SGD optimizer, and a learning rate of 0.001. The perfor-
mance of the model is evaluated using three-fold cross-
validation. There are three different sets of the training/
validation dataset, and the performances of the model on
all the sets are counted.

Figures 4 and 5 are the plots for the training/validation
loss against the number of epochs and the training/valida-
tion accuracy against the number of epochs for the model
performed on one of the sets. From the plot of loss vs.
epochs, it is clear that the validation loss (orange curves)
stopped decreasing after around 30 epochs and finally
floated around a loss of 0.8 to 1.0 while the training loss
(blue curves) kept decreasing and converged to zero in the
end. A similar pattern was also showed in the plot of accu-
racy vs. epochs. The validation accuracy increased very
slowly and floated around 72%. Table 1 shows the average
accuracy of the cross-validation data. The specific accuracy
on recognizing each of the six expressions is shown in the
table. The model has accuracies around 80% for Happy, Sur-
prised, and Neutral. Accuracies for Boredom and Confusion
are lower and are around 70%. Accuracy for recognizing
Enlightened faces is the worst and is only 56%. The total
accuracy for the model is 72%. The confusion matrix of pre-
dictions and labels is shown in Figure 6.

The overall result of the first implementation is poor.
The trained model is not an acceptable one for the design.
The performance of the expression “Enlightened” is the
worst because the training data about “Enlightened” is

Bored+
Confused

Happy

Surprised

Neutral

Bored

Confused

Input First model Second model

Figure 3: The structure of the third implementation.
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collected and labeled only based on my own opinion. Since
there is no convincing and valid dataset about this facial
expression, I decided to exclude the expression “Enlight-
ened” from my thesis goal and focus on classifying the other
five facial expressions, which is my second implementation.

4.2. Results and Discussion about Second Implementation.
Second implementation uses the CNN model to recognize
the five facial expressions, excluding “Enlightened” (Bore-
dom, Confusion, Neutral, Happy, and Surprised). The
CNN model is similar to the one used in the first
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0.90

0.85
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Figure 5: First implementation: accuracy.
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Figure 4: First implementation: loss.

Table 1: Experiment results for the first implementation.

Total Happy Surprised Neutral Boredom Confusion Enlighten

Accuracy 0.72 0.86 0.81 0.78 0.67 0.69 0.56
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implementation. Again, it is a modified model from pre-
trained VGG16 but has an output layer with five output neu-
ral this time. The dataset now used for this implementation
contains 1000 images in total: 200 images for each emotion.
The data is still divided into a training/validation dataset
with a ratio of 4 : 1 and is enlarged with Keras data augmen-
tation function. The model is trained with cross-entropy
loss, SGD optimizer, and a learning rate of 0.001, and the

model’s performance is evaluated using three-fold cross-
validation.

Figures 7 and 8 are the plots for the training/validation
loss against the number of epochs and the training/valida-
tion accuracy against the number of epochs for the model
performed on one of the sets. From the loss vs. epochs plot,
the validation loss stopped decreasing after around 50
epochs and finally floated around a loss of 1.0 while the
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Figure 7: Second implementation: loss.
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Figure 6: First implementation: confusion matrix.

6 Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

training loss kept decreasing. In the accuracy vs. epochs plot,
the validation accuracy increased along with the training
accuracy and finally floated around 75%. Table 2 shows the

model’s average accuracy in predicting the facial expressions
of all three sets of data. The model has accuracies around
85% for Happy and 80% for Surprised and Neutral.

Happy

Surprised

Neutral

Boredom

Confusion

Happy Surprised Neutral Boredom Confusion
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Figure 9: Second implementation: confusion matrix.
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Figure 8: Second implementation: accuracy.

Table 2: Experiment results for the second implementation.

Total Happy Surprised Neutral Boredom Confusion

Accuracy 0.75 0.85 0.81 0.80 0.65 0.63

7Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

Accuracies for Boredom and Confusion are still lower: they
are below 70%, just like the first implementation. The
model’s total accuracy is 75% because the worst accuracy
of Enlightened is excluded and can no longer drag down
the average. The confusion matrix of predictions and labels
is shown in Figure 9.

From the graphs of the “loss/accuracy vs. epochs”
(Figures 10 and 11), it is clear that the model is still overfit-
ting on training data. The validation loss finally converged to
around 0.9, and the validation accuracy finally converges to
around 75%. The results from the two plots show the same

problem as stated in the first implementation. The model
that tends to fit on training data is not good at generalizing
for unseen data. From the table of accuracy, the accuracies
for “Happy,” “Surprised,” and “Neutral” are still around
80%, which is similar to the last result, whereas accuracy

Table 3: Experiment results for B+C model.

Total Boredom Confusion

Accuracy 0.75 0.76 0.74
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Figure 11: Third implementation, B+C model: accuracy.
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Figure 10: Third implementation, B+C model: loss.
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for “Boredom” and “Confusion” decreased slightly com-
pared to the first implementation. The model’s total accu-
racy is increased because the low accuracy category
“Enlightened” is not involved this time.

It is out of my expectation that the model did not
improve a lot after getting rid of “Enlightened” and training
with more data. The performance on recognizing “Happy,”
“Surprised,” and “Neutral” is acceptable when compared to
the result of other related researches. However, the model
had a poor performance on recognizing “Boredom” and
“Confusion.” To find out why, I check every single predic-
tion of the validation data for these two expressions. Surpris-
ingly, I found out that the images of these two expressions
are often classified to be the other one incorrectly.

4.3. Results and Discussion about Third Implementation
(Combination Model). The third implementation combines
two CNN models to recognize the five facial expressions
(Boredom, Confusion, Neutral, Happy, and Surprised). Both
two CNN models are similar to those used in the previous
implementations but with different output layers. The first
model regards “Boredom” and “Confusion” to be one cate-
gory. Thus, it contains an output layer with four neurons.

The dataset contains 800 images in total: 200 images for each
category are used to train the model. If the output of the first
model is the “B+C” category for an image, the image will go
through the second model to be further classified as either
“Boredom” or “Confusion.” The second model is trained to
classify these two expressions, so it has a binary output layer.
The dataset to train this model contains 200 images for each
expression. The datasets are still divided into training/vali-
dation dataset with a ratio of 4 : 1 and are enlarged using
Keras default data augmentation method. The models are
trained with cross-entropy loss, SGD optimizer, and a learning
rate of 0.001. The results of the two models will be discussed
separately, and the performance for the combination of the
models will be evaluated as well.

From the result, we can conclude that the model still has
an acceptable performance on recognizing “Happy,” “Sur-
prised,” and “Neutral,” and this time, it can clearly classify
expressions “Boredom” and “Confusion” with the other
three expressions. If my second binary classification model
can also have a good performance, the accuracy for recog-
nizing these two will be higher than before.

The combination model contains the first model after
training for 100 epochs and the second model after training
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Figure 12: Combination implementation: confusion matrix.

Table 4: Experiment results for the combination model.

Total Happy Surprised Neutral Boredom Confusion

Accuracy 0.77 0.83 0.79 0.81 0.71 0.69
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for 60 epochs. To evaluate the performance of the third
implementation, I used the combination model to predict
the validation dataset and check the accuracy. The data first
went through the first model and then recognized as one of
the four categories (Happy, Surprised, Neutral, or B+C). If
the data is one of the first three expressions, it will be output
and compared to the ground truth. If the data is B+C, it was
further classified by the second model and was compared to
the ground truth. The accuracy of the further B+C model is
showed in Table 3. The accuracy of the combination model
is showed in Table 4. The confusion matrix of predictions
and labels is shown in Figure 12.

When compared to the result of the model in the second
implementation (Table 2), the accuracy for Boredom
increases from 65% to 71%, and the accuracy for Confusion
increases from 63% to 69%. The total accuracy, therefore,
increased from 75% to 77%. Although the third implementa-
tion indeed improved from the second one, it still did not
reach what I have expected: an average accuracy of 80%.

5. Conclusion

The main goal of this study is to improve the interaction
between lecturers and students during the online lectures.
The program designed and constructed in this paper
achieves this goal by informing the teacher of students’ facial
expressions. This study contains some expressions rarely
studied by others and is innovative in the field of facial
expression recognition. Datasets, deep learning models,
and results are available for other research teams. The data-
set insufficiency is a big limitation that prevents me from
building more accurate programs that makes the final pro-
gram not perfect. The dataset insufficiency is a big limitation
that prevents me from building more accurate programs that
makes the final program not perfect. This can be an experi-
ment in a university to let students take pictures of the
required facial expressions. The second step is to test mes-
sage transmission performance between two computers.
Tests can include delayed testing and message loss rate test-
ing. The final step in the future is to better display the facial
expression information on the teacher’s screen. The idea of
this study was to use emojis to represent each student in a
small window, consistent with the received facial expression,
which is a direct expression for the teacher to see more
intuitively.
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available within the manuscript.

Conflicts of Interest

There is no potential conflict of interest in our paper, and
all authors have seen the manuscript and approved to sub-
mit to your journal. We confirm that the content of the
manuscript has not been published or submitted for pub-
lication elsewhere.

References

[1] W. Shengjun, “A face recognition device design with light-
filling performance,” Electronic Technology, vol. 51, no. 2,
pp. 172-173, 2022.

[2] J. Wu, P. Changgen, T. Weijie, and W. Zhenqiang, “Face
Enc Auth: face recognition privacy and security scheme
based on Face Net and national security algorithm,” Com-
puter Engineering and Application, vol. 18, no. 3, pp. 1–7,
2022.

[3] L. Zhihua, Z. Jianyu, and W. Zhongcheng, “Design of the face
recognition system based on MTCNN and Facenet,” Modern
Electronic Technology, vol. 45, no. 4, pp. 139–143, 2022.

[4] S. Gory, M. Al-Khassaweneh, and P. Szczurek, “Machine
learning approach for facial expression recognition,” in 2020
IEEE International Conference on Electro Information Tech-
nology (EIT), pp. 32–39, Chicago, IL, USA, 2020.

[5] L. Jiankui, C. Yang, H. Xiaoxing, and L. Hui, “Application of
facial recognition technology of Adaboost algorithm in intelli-
gent construction site,” Single-chip microcomputer and embed-
ded system application, vol. 21, no. 4, 2021.

[6] Y. Yanxiu, Y. Rui, and Y. Feijie, “An intelligent hotel manage-
ment system based on facial recognition,” Innovations, vol. 8,
no. 1, 2021.

[7] J. Zhenqian and X. Weizeng, “Design of an online authentica-
tion module based on biometric identification technology,”
Information system Engineering, vol. 10, 2020.

[8] Y. Zhang and Q. Ji, “Active and dynamic information fusion
for facial expression understanding from image sequences,”
IEEE Transactions on pattern analysis and machine intelli-
gence, vol. 27, no. 5, pp. 699–714, 2005.

[9] Y. Chenhao, “Research and implementation of mixed scene
face recognition based on complex convolutional neural net-
work,” Electronic World, vol. 2, 2022.

[10] H. Zhichao, Z. Hongmei, E. Chan, and T. Yaosen, “Driver
fatigue dangerous driving detection system based on facial rec-
ognition,” Electromechanical Engineering Technology, vol. 50,
no. 12, pp. 143–146, 2021.

[11] C. Li, L. Zhihong, L. Yanping, R. Xiaoguang, and
B. Changchun, “Review of multispectral facial recognition sys-
tems studies,” Technology Wind, vol. 35, 2021.

[12] L. Kezheng, X. Deng, and Z. Yulun, “Two-dimensional linear
discriminative analysis and collaborative representation of
facial recognition methods,” Small Microcomputer system,
vol. 42, no. 8, pp. 1688–1693, 2021.

[13] Z. Zijian, “Face recognition technology business application
governance dynamics: from privacy concerns to improved rec-
ognition accuracy concerns,” Competition Policy Research,
vol. 3, pp. 81–91, 2021.

[14] K. Liu, M. Zhang, and Z. Pan, “Facial expression recognition
with CNN ensemble,” in 2016 International Conference on
Cyberworlds (CW), pp. 163–166, Chongqing, China, 2016.

[15] A. Fathallah, L. Abdi, and A. Douik, “Facial expression recog-
nition via deep learning,” in 2017 IEEE/ACS 14th International
Conference on Computer Systems and Applications (AICCSA),
pp. 745–750, Hammamet, Tunisia, 2017.

[16] A. Caroppo, A. Leone, and P. Siciliano, “Comparison between
deep learning models and traditional machine learning
approaches for facial expression recognition in ageing adults,”
Journal of Computer Science and Technology, vol. 35, no. 5,
pp. 1127–1146, 2020.

10 Wireless Communications and Mobile Computing



Research Article
Optimal Recognition of Volleyball Player’s Arm Movement Track
Based on Embedded Microprocessor

Ming Liu ,1 Jingtao Wu,2 and Jiangang Tao3

1Department of Public Physical Art Education, Zhejiang University, Hangzhou, 310058 Zhejiang, China
2College of Physical Education, Leshan Normal University, Leshan, 614000 Sichuan, China
3College of Marxism & Mental Health Education Center, Yanshan University, Qinhuangdao 066004, China

Correspondence should be addressed to Ming Liu; michael616504@zju.edu.cn

Received 25 December 2021; Revised 26 January 2022; Accepted 23 February 2022; Published 13 April 2022

Academic Editor: Shalli Rani

Copyright © 2022 Ming Liu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

An embedded microprocessor is the core part of the integrated circuit system, and it represents one of the highest levels of a digital
integrated circuit design. Therefore, the design of low-power embedded microprocessors has become an important research
direction in the integrated circuit design. Volleyball has always been a very important sport in our country, and it is a sport
that the masses of people like to see. The basic techniques of volleyball include ready posture and movement, serving, hot ball,
passing, smashing, and netting. The research content of this article is a simulation study of volleyball players’ arm trajectory
optimization recognition. In response to the above problems, this paper proposes an optimized recognition method based on
the volleyball player’s arm motion trajectory. The simulation results show that the method has high recognition accuracy and
provides a strong scientific basis for improving the volleyball players’ spike skills. Without interference from the right arm, the
controller input and position tracking error will not fluctuate in 1 ≤ T ≤ 3, the controller input is stable, and the output error is
zero. Based on the above simulation analysis, it can be seen that the control method does not require the robot kinematics and
dynamics model to generate any regression matrix when designing the controller. The controller is suitable for the
performance tracking of humanoid robot arms.

1. Introduction

The anthropomorphic double-arm robot has its unique
advantages in industrial fields such as precision grinding,
precision assembly, and heavy load handling. It is the direc-
tion of the intelligent development of the next generation of
industrial robot arms. At the same time, volleyball, as the
only collective sports event to win the Olympic champion-
ship in China’s three major balls, occupies a very important
position in the hearts of Chinese people. The Chinese
women’s volleyball team won the 2019 Women’s Volleyball
World Cup and successfully defended the title. This is the
tenth World Championship won by the Chinese women’s
volleyball team, and it is also a special birthday gift they sent
to the 70th birthday of the People’s Republic of China. Gen-
eral Secretary Xi Jinping called to congratulate everyone and
encouraged everyone to continue to maintain high fighting
spirit, not be arrogant or impetuous, and achieve better

results. The spirit of women’s volleyball encourages all walks
of life to struggle forward. As the development of the world
volleyball team enters the new century, volleyball has also
developed rapidly. In recent years, international competi-
tions have continued to increase. Various countries are also
actively participating in preparations, whether in the overall
team tactics or player physical fitness. Quickly, in addition, it
has attracted a large number of commercial resources, and
the commercial development of volleyball has also become
colorful, so this has increased the healthy competition
between sports teams in various countries, thereby greatly
promotes the popularity of volleyball worldwide, and also
makes volleyball more professional and commercial.

From the evolution of apes to humans, human use of
various tools is becoming more flexible and even making
complex arm movements, which is more challenging for
the analysis of athlete arm trajectories. More and more
arm movement makes human upper limbs, especially the
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arms and fingers, not only developed but also very flexible,
as if they were skillful [1, 2]. The flexibility of the joints tends
to be perfect, the structural characteristics are very reason-
able, the movement can be optimized and the most flexible,
and the ability to adapt to the environment is extremely
strong, which makes the human survival ability easier than
other organisms [3, 4]. From ancient times to the present
day, human beings have been learning and exploring the
world from the rich world. Many of the inspirations for
human technologies and inventions come from the colorful
natural world [5, 6]. Therefore, the natural world is the
source of human progress and development and an inex-
haustible treasure trove of ideas and inventions [7, 8]. Learn-
ing from nature, imitating various movements of creatures
to serve humanity has developed into a discipline, i.e., bion-
ics [8, 9]. As the most important branch of research in bion-
ics, the research of humanoid itself is also one of the most
popular research fields at present [10, 11]. In recent years,
there have been many studies at home and abroad where
two single-arm robots coordinate and cooperate with each
other to accomplish a certain task and have achieved many
research results [12, 13]. However, it is difficult to deal with
emergency accidents by a simple combination of two one-
handed robots to complete complex and flexible actions like
humans [14, 15]. Therefore, it is very meaningful to study
and implement the dual-arm robot to flexibly and steadily
perform various actions like humans in a complex environ-
ment [16, 17]. The traditional robot trajectory construction
method relies on manual programming by the operator,
and the efficiency is relatively low [18, 19]. In recent years,
a method based on imitation-based automatic generation
of robot trajectories has received increasing attention from
researchers [5, 20]. This method has higher efficiency than
traditional methods and has the advantages of strong adapt-
ability for different execution tasks [21, 22]. It enables robots
to learn new skills and knowledge by interacting with other
individuals in the environment, such as humans or other
robots, just like humans [8]. The automatic generation
method of movement track based on imitation makes the
robot more adaptable. By observing the movement of the
teacher with marked points, the movement information of
the teacher can be quickly and accurately obtained, and the
computer passes the obtained data through. A certain algo-
rithm is processed to generate a reasonable robot trajectory
and store it and then controls the robot to repeat the same
actions as the teacher, so that the robot learns useful actions
and enables it to quickly adapt to new tasks and environ-
ments [23, 24].

Learning the spatiotemporal representation of motion
information is essential for human action recognition. How-
ever, most existing features or descriptors cannot effectively
capture motion information, especially for long-term
motion. To solve this problem, Shi et al. proposed a long-
term motion descriptor called a sequential depth trajectory
descriptor (sDTD). Specifically, Shi et al. project dense tra-
jectories into a two-dimensional plane and then uses
CNN-RNN networks to learn effective representations of
long-term motion. Unlike the popular two-stream Con-
vNets, the sDTD stream is introduced into a three-stream

framework in order to recognize actions from video
sequences. Therefore, this three-stream framework can
simultaneously capture the static spatial features, short-
term motion and long-term motion in the video. Extensive
experiments were performed on three challenging data sets:
KTH, HMDB51, and UCF101. Experimental results show
that Shi et al.’s method has the most advanced performance
on the KTH and UCF101 datasets and is comparable to the
latest method on the HMDB51 dataset [25]. Fahn et al.
introduced a gesture recognition method for human-
machine interface. This recognition method is based on a
learning ranking model. Experimental results show that the
AdaRank model is effective for improving recognition accu-
racy. Combining the learning ranking model with the hand
movement trajectory has made a breakthrough in modeling
a complex combination of 8 recognized gestures. The con-
struction of the gesture recognition system can effectively
detect the gestures of one hand or two hands in basic direc-
tions (such as moving up, moving down, moving left, and
moving right). In order to make users more friendly to the
proposed system, Fahn et al. can combine basic directions
and expand into more gestures for applications. Experimen-
tal results show that Fahn et al.’s method has high perfor-
mance and can run in real time. For practical applications,
the accuracy of this method is also very high [26]. The
energy expenditure of the human arm is important for seek-
ing the optimal human arm trajectory. Zhou et al. proposed
a new method to calculate the metabolic energy expenditure
of the human arm movement, aimed at revealing the rela-
tionship between the energy expenditure and the arm move-
ment trajectory and the contribution of acceleration and arm
direction. Zhou et al. studied the horizontal motion of the
human arm with the Qualisys motion capture system, and
motion data were postprocessed by biomechanical models
to obtain metabolic consumption, including results on arm
motor kinematics, kinetics, and metabolic energy expendi-
ture [27].

This study starts from the whole and observes the char-
acteristics of shoulder dysfunction, such as morphology,
muscle strength, mobility, proprioception, etc., using the
shoulder joint as a ring, and putting it into the whole whip
chain from the torso to the arm. For analysis, the simulation
test system was applied to volleyball for the first time to test
the strength, speed, power, etc. of spiking, and combined
with EMG, infrared high-speed camera and other tests, a
comprehensive analysis of the dynamic mechanism of shoul-
der dysfunction. The function of proprioception is to receive
external stimuli and structural deformations produced by
joint muscle movements and transmit this information to
the center to adjust limb position and muscle activity, so as
to protect and maintain joint stability and avoid sports inju-
ries caused by excessive movements. This article observes
the morphological characteristics of people with shoulder
dysfunction; tests their activity, muscle strength, and propri-
oception; and observes the changes in proprioception after
static strength exercise fatigue; through simulation tests, sur-
face electromyography, and biomechanical tests, the analysis
caused dysfunction dynamic mechanism. In this paper, the
automatic generation method of robot trajectory based on
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imitation is to record and process the motion data of the
teacher and then map it into the corresponding trajectory
of the robot and optimize it to make the robot reproduce
the motion of the teacher.

2. Proposed Method

2.1. Volleyball Player Movement Analysis. In volleyball spik-
ing, upper limb movements are all coordinated by shoulder
straps, shoulder joints, elbow joints, radial ulnar joints, wrist
joints, and finger joints. The movement of the shoulder strap
always follows the movement of the shoulder joint to
increase the amplitude of the upper arm movement. The
swinging action of the swing arm is to lift the shoulder joint
as the axis directly to the back of the shoulder and accelerate
forward and upward. Therefore, during jumping and air
strikes, the movement of the upper limb can be decomposed
into a shoulder strap: shoulder blade bony rotation-rotation-
down maneuver-forward extension and lowering; shoulder
joint motion: upper arm flexes-inner rotation extension
when shoulder joint abducts; and elbow joint motion: when
swinging the upper arm, the triceps contract explosively to
straighten the elbow joint. The flexor muscles of the wrist
and fingers contract, and although the force generated by
the action is not large, the effective transmission of momen-
tum, the determination of the final position of the end ring,
and the decisive influence on the final state. During the
whiplash of the upper limbs, the muscles that complete the
exercise usually first passively elongate and then contract
to apply force. Muscles, a form of work that is forced to rap-
idly centrifugal contract and then turn into centripetal con-
traction, is called “stretch-shorten cycle.”

2.2. Arm Trajectory Model. The typical joint morphology is
mainly on the kinematic joint surface (the articular surface
is the contact surface of each related bone that constitutes
the joint. Each joint includes at least two articular surfaces,
generally one convex and one concave. The convex one is
called the joint head, and the concave one is called the joint
socket), when it is described in joint kinematics. The shape
of the articular surface is mostly a curved surface or a slightly
curved surface. This forms a concave-convex relationship at
the joint. The concave-convex relationship of the joints
allows them to adapt to each other, increase the surface area
to dissipate the contact force, and help guide the movement
between bones. Almost half of the humeral bone of the
shoulder joint is a solid sphere. It forms the convex surface
of the glenohumeral joint. In this concave-convex relation-
ship, there are three basic forms of motion: rolling, sliding,
and rotating. When the human arm is in motion, three types
of motion will move on the convex and concave surfaces.
The definitions for scrolling, sliding, and rotating are shown
in Table 1.

Since rotation is more important for the humanoid dual-
arm robot in the later period, the following introduction and
examples are given here. The humanoid dual-arm robot is
capable of having a stronger grip and a longer arm span than
humans, which mimics the human arm structure to com-
plete a similar movement to the human arm. One of the

main ways of bone rotation is through the rotation of its
joint surface to counter the articular surface of another bone.
Generally, it mainly occurs in the rotation of the forearm
and the glenohumeral joint and the flexion and extension
of the hip joint.

In the process of arm movement, the shoulder joint,
elbow joint, and wrist joint complex mainly rely on the rota-
tion method. In order to better evaluate the movement of the
arm, this section uses the triangle rule to study the shoulder
joint as an example, as shown in Figure 1. In the triangle, the
value of the trigonometric function can be calculated
through the relationship between the angle and the edge.
The sides of the triangle can represent physical quantities
such as distance, force, and speed. Here, we first define the
representation of right-angle trigonometric functions in bio-
mechanical relations, sine sin ðαÞ, cosine CosðαÞ, tangent
Tan ðαÞ, and cotangent Cot ðαÞ, where each trigonometric
function represents a specific given angle value. If the vector
representing two sides is known in a right triangle, the third
side is the hypotenuse, which can be determined by the
Pythagorean theorem. If, in addition to a right angle, a side
and an angle are known in a right triangle, then the remain-
ing sides of the triangle can be represented by one of four
trigonometric functions. The angle can be obtained by
knowing any two sides using an inverse trigonometric func-
tion. The angle of insertion of the deltoid muscle in the
shoulder joint is 45 degrees from the bone. Based on the
selected work coordinate reference system, the rectangular
part muscle force M is synthesized by Mx parallel to the
arm and perpendicular to the arm My.

When the elbow joint is subjected to external resistance,
the muscle provides power for the arm to resist the resis-
tance. It belongs to the internal force category of the elbow
joint. This muscle strength can be decomposed intoMx par-
allel to the forearm (radial) and vertical My by the right tri-
angle method. These forces affect the stability of the joint.
When the muscle component My parallel to the forearm
passes through the axis of rotation at the elbow joint, there
is no torque, so there is no rotation. When the component
force, my perpendicular to the forearm passes through the
rotation axis, a torque is generated, and therefore, rotation
occurs. This vertical component also produces a tangential
force on the humeral radius joint. The direction is along
the positive direction of the Y axis.

Arm movements include plate support, pull-up, push-
ups, and back push-ups. Embedded processor is the core of
the embedded system, which is the hardware unit of control
and auxiliary system operation. As the core of the embedded
system, the embedded processor undertakes the important
tasks of control and system work, making the host equip-
ment function intelligent, flexible design, and simple
operation.

2.3. Principle of Identification. In the process of identifying
the trajectory of the volleyball player’s arm, we first obtain
the joint points of the human arm movement, extract the
key feature point trajectory of the arm movement trajectory,
obtain the data of the arm trajectory feature point of each
frame of image, and obtain the dynamic volleyball player
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arm movement sequence diagram. We establish a volleyball
player arm movement trajectory recognition model to com-
plete the volleyball player arm movement trajectory recogni-
tion. a represents the distance between the wrist joint and
the shoulder joint, b represents the distance between the
wrist joint and the elbow joint, and c represents the distance
between the elbow joint and the shoulder joint. Then, using
Equation (1), we first obtain the coordinates of the human
arm joint.

α∂ Γð Þ = φ ∂ð Þ × X
c ×M αð Þ ⋅ b ∗ Zð Þ: ð1Þ

In the formula, M ðαÞ represents the distance between
the joints of the left arm and the shoulder joints in the space.
ϕð∂Þ represents the distance between the joints and the
shoulder joints. Vector Z represents the change range of
joint point of arm movement. Suppose that ηðId , IYÞ repre-
sents any pixel in the single-pixel picture of the volleyball
player’s arm movement in a certain frame, and Id and IY
represent the horizontal axis and ordinate ∂nðId , IYÞ of I,
respectively, and represent the subsequent n-frame single-
pixel athlete’s arm movement picture, Equation (2) gets the
data of the feature points of the arm’s motion trajectory
for each frame of the image:

η τð Þ = η Id , IYð Þ ⊗ ∂n Id , IYð Þ
Id ⊗ IY

× α∂ Γð Þ: ð2Þ

Assuming that I ′ðI′x, I′yÞ represents the corner point of
the right arm end and then uses Equation (3) to obtain the
data of the arm trajectory feature points of each frame
image:

I ′ I′x, I′y
� �

=
∂n Id , IYð Þ × η Id , IYð Þ

Id ⊗ λ Mð Þ : ð3Þ

In the formula, λ ðMÞ represents the offset of the depth
feature from the original position. Assuming that f iðI, YÞ
represents the segmentation position feature of the hand
region, Bðμ, vÞ represents the processed motion trajectory,
and θ represents the conversion data of the lower arm of
the arm, and then, we use Equation (4) to obtain the
dynamic volleyball player arm motion sequence diagram.

ωan
b ℓ, lð Þ = x′b

h i
⊗

E ⊗ f i I, Yð Þð
B μ, vð Þ × θ: ð4Þ

In the formula, xb′ represents the characteristic parame-
ter of the arm motion, and E represents the characteristic
value of the connected area to mark the initial frame image.
Based on the above, formula (5) is used to build a volleyball
player arm movement trajectory recognition model.

μ ℘ð Þ = f i I, Yð Þ½ � ⊕ α∂ Γð Þ ∗ Zð Þ
ωan
b ℓ, lð Þ ⊗ λ ξð Þ : ð5Þ

In the formula, λðξÞ represents the change range of joint
trajectory. The above can explain the principle of volleyball
player arm movement trajectory recognition, which can be
used to identify the volleyball player arm movement
trajectory.

In the process of recognizing the trajectory of the volley-
ball player’s arm movement, the fusion of the background
difference principle is first used to detect the athlete’s move-
ment trajectory, and the dynamic arm tracking is performed
by the particle filter of the color histogram. Suppose that ut
represents the corresponding pixel of the background image,
ut+1 represents the updated pixel of the volleyball player arm
motion background image, and it represents the pixel of the
current frame volleyball player arm motion image; then, we
use formula (6) to collect the detected volleyball player’s arm
motion sequence images.

μt+2 =
μt , It x, yð Þ,
αμt+1 + 1‐αð ÞIt ⊗ I f :

(
ð6Þ

In the formula, α represents the update rate of the back-
ground model, I f represents the mask value of the pixels of
the current frame image. In the RGB recognition of the vol-
leyball player’s arm movement trajectory, the skin color of
the arm is yellowish, and the brightness of the pixels of the

Table 1: Three kinds of motion definition in joint kinematics.

Exercise
method

Definition
Performance of joints in

motion

Scroll
Multiple points of one rotating joint surface are in contact with multiple points of another

joint surface
Tyre movement on the road

Slide
A single point of one joint surface is in contact with multiple points of another joint

surface
Tires slip on smooth ice

Spin Rotation of a single point on one joint surface with a single point on another joint surface
The ball turns a little on the

ground

α

c

a

b

Figure 1: The triangle rule.
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skin color is greater. The pixel corresponding to the skin
color of the volleyball player’s arm corresponds to the
brightness χðpÞ representing the back projection image of
each frame of arm movement, and then, the binary image
of the arm movement trajectory is detected by using

v temp =
χ pð Þ ⊗ η βð Þ,
v × ∂ Yð Þ × r:

(
ð7Þ

In the formula, ∂ðYÞ represents the different channels of
the RGB image, ηðβÞ represents the proportional coefficient
of the skin color of the athlete’s arm movement, and r repre-
sents the pixels of the skin area of the moving arm. Suppose
that wi

kðx0:kÞ is the weight representing the time of the ith
particle k − 1, wi

k−1 is the likelihood probability observed by
the volleyball player’s arm motion trajectory system, and
the weight of the particle is obtained by calculating the Barr
coefficient of the color histogram.

In the formula, PðuÞ represents the color histogram of
the arm motion area where each particle is located, and qð
uÞ represents the sensitivity of the color space to light.

In summary, it can be explained that in the process of
volleyball player arm movement trajectory recognition, the
background difference principle is first used to detect the
athlete’s movement trajectory, and the color histogram par-
ticle filter is used for dynamic arm tracking, which provides
a volleyball player arm movement trajectory recognition.

2.4. The Processing Power of the Microprocessor. We know
that a program written in a high-level language needs to be
compiled, assembled, and linked with a compiler, assembler,
and linker, respectively, to generate object codes that can be
directly executed by the microprocessor. The object code
consists of a series of computer instructions. We define the
performance of a microprocessor as

PER = 1
EXET

: ð8Þ

In the above formula, EXET represents a period of pro-
gram execution time, and another commonly used perfor-
mance indicator is MIPS, that is, how many millions of
instructions are executed per second

MIPS =
EIC

ET sð Þ ∗ 106
: ð9Þ

The total service delay can be expressed as follows:

T TAð Þ = Task
c

+wm,
Task
c2

+wm,
Task
c3

+wm,⋯,
Task
cm

+wm
� �

+ ϕ:

ð10Þ

The solution of the task distribution coefficient can be
transformed into a vector solution, which is modeled as

the following optimization problem:

〠
k

i=1
TA ið Þ = Task,

I =
Y
i=1

Taskmin, Taskmax½ � =
Y
i=1

0, Task½ �:
ð11Þ

The total service response delay under the condition of
no failure can be expressed as follows:

t =max D
C

+Wl, Dc

Cc
+Wl

� �
: ð12Þ

The communication delay between computing nodes in
the CE-IIoT architecture can be expressed as follows:

W =
D
L
×
T 1 + Pð Þ
1 − P

: ð13Þ

Then, the time delay for a successful transmission of a
data packet is calculated as follows:

T = L
R
,

Wvi,vj =
D
r
×
1 − l
1 + l

:

ð14Þ

Similarly, the communication delay between the MEC
device and the cloud server C can be calculated as follows:

Wc = ϕ
D
r
×
1 − P
1 + P

: ð15Þ

The overall structure of the obtained controller is shown
in Figure 2. It searches according to the address output by
the MMU and returns the corresponding result if it hits; oth-
erwise, it sends a request to the outside to interface with the
BIU.

3. Experiments

3.1. Subjects and Data Sources. In order to prove the effec-
tiveness of the proposed volleyball player arm trajectory
optimization recognition method based on chaos theory,
this paper builds an experimental platform for volleyball
player arm trajectory recognition through related experi-
ments and MATLAB environment. The experimental data
comes from the record of the 2017~2019 Chinese Women’s
Volleyball League. The game uses a French-made camera
with an internal time scale of G · V16mm and shoots two
different swings of the swinging arm at position 2 from the
front side. The shooting frequency is 90 frames per second.
The upper edge of the reference body is 2.4m above the
ground, the height of the camera’s main optical axis from
the ground is 1.67m, and the take-off point of the athlete’s
spike is 20m. A total of 60 spiking moves of 5 main players
were shot, and a better image frame of each spiking action
was selected as experimental data.
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3.2. Experimental Software System Platform. In order to
facilitate the user’s operation, a software application plat-
form with a simple graphical interface was written. The
experimental platform mainly includes the following mod-
ules: data acquisition and processing module, trajectory gen-
eration module, 3D simulation module, and robot
communication module, as shown in Figure 3.

This platform is modular, portable, and extensible, and
at the same time, supports TCP/UDP network communica-
tion and the storage of related data and control instructions.
The process flow for the robot control software to plan the
robot’s dynamic motion is shown in Figure 4.

The programming languages of the software platform
are mainly MATLAB and C #. In order to take advantage
of MATLAB’s excellent numerical computing power, the
processing of arm motion data, the generation of trajecto-
ries, and the three-dimensional simulation are carried out
in MATLAB. The three-dimensional simulation interface
establishes a three-dimensional model of the robot.

4. Discussion

4.1. Centrifugal/Centripetal Ratio Analysis. The relationship
between the eccentric and centripetal ratio of the shoulder
joint flexor and extensor is the relationship between the
active muscle and the antagonist muscle. On the contrary,
when the extensors of the shoulders perform centripetal
movements, the flexors of the shoulders adjust the move-
ment of the shoulder joints by eccentric movements. The
ratio of shoulder joint antagonistic eccentric/active muscle
centripetal contraction is shown in Table 2.

It is generally believed that isotonic eccentric contraction
is when the tension on the tendon reaches a certain level and
may damage the muscle. The Golgi tendon in the skeletal
muscle tendon sends out a return impulse to the central ner-

vous system, which has an inhibitory effect on the motor
nerve. Inhibition of muscle activity can prevent muscle
strain. We analyze the number of technical actions assisted
by running, the distance of each step, and the distance of
approach, as shown in Table 3:

The purpose of the run-up is to increase the take-off
height on the one hand, and on the other hand, to obtain a
certain forward momentum after the take-off, and to choose
a suitable hitting point.

Combining the data in Table 2, an analysis of the shoul-
der joint antagonistic muscle centrifugation/active muscle
centripetal ratio can be obtained, as shown in Figure 5.

During the volleyball swing arm spiking process, the
flexor, abductor, and external rotation muscle groups mainly
increase the angle of the shoulder joint to generate potential
energy, and the extensor, internal rotation, and horizontal
adduction muscle groups during the arm swing stage con-
tract to produce strength and accelerate the movement of
the upper limbs, and the flexor, external rotation, and hori-
zontal abduction muscle groups do eccentric contraction.
On the one hand, they must resist the force generated by
the concentric contraction of the internal rotation muscle
group. On the other hand, they must also cushion the inertia
of the upper limbs to prevent the shoulder joint from con-
centric contraction of the internal rotator from the extreme
movement beyond the physiological range in a certain direc-
tion. By regularly performing constant-speed strength test
on the shoulder joint, the balance of the antagonistic eccen-
tric eccentric force of the two shoulder joints and the cen-
tripetal force of the original motor muscle is compared to
prevent the occurrence of sports injuries. The ratio of the
external rotation centrifugal/internal rotation centripetal
and horizontal adduction centrifugation/horizontal abduc-
tion centripetal right hand is smaller than the left hand. This
discovery should attract enough attention, because the

Bus interface control module

Receive
FIFO

Clock
module

Transmit
FIFO

SPI interface unit

Figure 2: SPI overall structure diagram.
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horizontal adduction muscles and external rotation muscles
play an important buffering role in the completion of the
pull arm and batting movements. During the deceleration
of the batting action, the centrifugal contraction of the exter-
nal rotation muscle generates greater tension to control the
degree of centripetal contraction of the internal rotation
muscle. After frequent practice of the above movements,

the overloaded work due to eccentric contraction increases
the risk of muscle injury or worsening strain. Therefore,
the external rotation centrifugal force and horizontal adduc-
tion centrifugal force should be strengthened to maintain the
balance of shoulder joint muscle strength.

4.2. Comparative Analysis of Volleyball Players’ Upper Limb
Rapid Strength Kinematics Index. The shoulder rotation
angle refers to the angle formed by the line between the
shoulders of the athlete and the horizontal plane and repre-
sents the rotation angle of the upper body. When the tested
athletes completed the entire batting action in the air, the
angle change of the shoulder rotation angle at the maximum
of the arm and the moment of the shot can reflect the rota-
tion amplitude.

By analyzing the data in Table 4, it can be seen that when
the male athlete has the largest arm before and after the
experiment, the shoulder rotation angle differs by about 5

Data collection

Motion capture
system

Data processing Trajectory generation 3D simulation

Robot control command
generation and
communication

Robot

Figure 3: Software platform structure.

Determine the starting
point and ending point of
the motion based on the

results of the static
configuration planning

Call the positive solution
of the robot to find the

coordinates of the starting
point and the ending point

in a rectangular space

Set the accuracy required
for robot operation

Calculate robot
movement time according

to Fitts law

Plan the robot trajectory
according to human-like

motion model

Call the robot inverse
solution to convert the
trajectory in the right-

angle space to the joint 
space

The robot moves in the
joint space according to
the planned trajectory

Figure 4: Robot control software to plan the processing flow of robot dynamic motion.

Table 2: Shoulder joint antagonist eccentric/active muscle centripetal contraction ratio.

Researcher Object Speed Result

Yu He Men’s volleyball 60°/s Flexion/centrifugation

Noffal Men’s baseball 60°/s External spin centrifuge/internal spin centrifuge

Sirota Men’s tennis 60°/s External spin centrifuge/internal spin centrifuge

Mikesky Man athlete 60°/s External spin centrifuge/internal spin centrifuge

Table 3: Step distances of different technologies.

Jump serve Back smash Front row smash
L jump 1 L jump 2 L after 1 L after 2 L front 1 L front 2

1 0.75 1.01 0.74 1.04 0.64 1.30

2 0.84 1.29 0.88 1.22 1.01 0.88

3 0.78 1.05 0.91 1.14 0.86 1.11

4 0.96 1.06 1.04 1.14 1.26 0.82

5 0.72 1.03 0.88 1.18 0.76 1.17
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degrees, P < 0:05, showing a significant difference, which can
be seen after the experiment. The body width has been sig-
nificantly improved. Combining the data in Table 3, a com-
parative analysis of the volleyball players’ upper limb fast
strength kinematics indicators can be obtained, as shown
in Figure 6.

The angle of the shoulder spin angle of the male athlete
at the moment of hitting the ball did not change much, P
> 0:05, and there was no significant difference, so the athlete
did not change significantly after the experiment. The angle
change value differs by about 5 degrees before and after the
experiment, P < 0:05, showing a significant difference. It
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Figure 5: Analysis of the ratio of antagonistic eccentric/active muscle centripetal of the shoulder joint.

Table 4: The angle of shoulder rotation angle before and after the experiment.

Before the experiment After the experiment

Gender Batting action Average value Standard deviation Average value Standard deviation T value P value

Male

When the arm is maximum 42.13 2.16 47.27 2.33 0.288 <0.05
Hitting moment 13.48 1.43 14.76 1.53 0.167 >0.05

Angle change value 28.65 1.66 32.48 1.75 0.604 <0.05

Female

When the arm is maximum 37.62 1.87 40.12 2.06 0.316 <0.05
Hitting moment 17.93 1.52 18.05 1.23 0.342 >0.05

Angle change value 19.65 1.79 22.08 1.55 0.931 <0.05
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Figure 6: Comparative analysis of volleyball players’ upper limb rapid strength kinematics index.
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can be seen that the amplitude of the male athlete’s rotation
after the experiment has increased greatly, which also shows
that the athlete’s spiking strength has also been compared. A
large increase, the difference between the angle change value
before and after the experiment is about 3 degrees, P < 0:05,
showing a significant difference. It can be seen that the
amplitude of the athlete’s rotation after the experiment has

increased greatly, which also shows that the athlete’s spiking
strength has also been greatly improved. The experimental
results provide theoretical help for the optimal recognition
of the volleyball player’s arm movement trajectory.

4.3. Analysis of Sliding Mode Adaptive Inversion Control
Based on Nonlinear Disturbance Observation. Simulation of

1 1 1.5
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Figure 7: Actual and observed values of nonlinear disturbance observers with sliding mode adaptive inversion control.

Table 5: Take-off level analysis.

Jump serve Back smash Front row smash

V and 3:02 ± 0:49 3:58 ± 0:17 3:42 ± 0:21

V double 1 (m/s) 2:08 ± 0:28 2:06 ± 0:22 1:68 ± 0:35

V double 2 (m/s) 2:53 ± 0:24 2:82 ± 0:23 2:72 ± 0:33

Horizontal speed damage rate 0:29 ± 0:07 0:38 ± 0:07 0:48 ± 0:09

Horizontal speed conversion rate 2:52 ± 0:22 2:03 ± 0:47 1:61 ± 0:47

Jump height (m) 0:71 ± 0:09 0:84 ± 0:09 0:82 ± 0:11

Jump distance (m) 1:72 ± 0:29 2:16 ± 0:17 1:55 ± 0:29
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Figure 8: Comparison results of two different methods for recognizing the effect of athlete’s arm trajectory.
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sliding mode adaptive inversion control based on nonlinear
disturbance observation is used. Nonlinear disturbance
observation is used to estimate matching interference. The
purpose of the sliding mode observation period is to reduce
the total interference of the system. The simulation is based
on a humanoid robot and DC motor driver. The actual and
observed values of the nonlinear disturbance observer for
sliding mode adaptive inversion control are shown in
Figure 7.

As shown in the figure, the output error of the left arm’s
position tracking under disturbance. It can be clearly seen
that the left arm’s input and position tracking error have
obvious fluctuations under the interference condition. In
the case of no interference, there is no fluctuation between
the controller input and position tracking error between 1
and 3, the controller input is smooth and stable, and the out-
put error is zero. Based on the above simulation analysis, it
can be seen that this control method does not require the
robot kinematics and dynamic model to generate any regres-
sion matrix when designing the controller. In addition, it
proves that using this controller ensures that all signals of
the closed-loop system converge exponentially. The tracking
error consistency is ultimately bounded. The controller is
suitable for performance tracking of humanoid robot arms.

The conversion rate of the horizontal speed of the back-
row smash and the jump-initiated jump is much lower than
that of the front-row smash. Jump serve has certain charac-
teristics of rushing jump. The analysis of take-off level speed
conversion rate is shown in Table 5:

4.4. Contrast Analysis on the Recognition Effect of Arm
Motion Trajectory by Different Methods. The method of this
article and other methods are used to carry out the experi-
ment of volleyball player’s arm movement trajectory recog-
nition. Two different methods are used to compare the
effect of the athlete’s arm movement trajectory recognition.
The comparison results are shown in Figure 8.

It can be analyzed that the effect of using this method to
identify the trajectory of the arm is significantly higher than
the effect of using other methods to identify the trajectory of
the arm of the volleyball player. This is mainly because when
using this method for arm movement trajectory recognition,
it is first combined with the background difference principle
to detect the athlete’s movement trajectory, using color his-
togram particle filtering for dynamic arm tracking, and fused
with chaos theory to obtain sports space. We reconstruct the
athlete’s arm trajectory to ensure the effectiveness of the
method in this paper to identify the arm’s trajectory. In the
method of this paper, when the recognition of the volleyball
player’s arm trajectory is optimized, the phase space of the
player’s arm trajectory is reconstructed using chaos theory.
From the reconstructed phase space, the chaotic invariant
representing the trajectory of the athlete’s arm is extracted,
and it has three-dimensional space characteristics. The arm
movement trajectory is converted into a one-dimensional
arm movement trajectory. On this basis, the optimized rec-
ognition of the volleyball player’s arm movement trajectory
is completed, thereby ensuring the comprehensive effective-

ness of the volleyball player’s arm movement trajectory iden-
tification method.

5. Conclusions

In this paper, when the current method is used to identify
the movement trajectory, the characteristics of the athlete’s
arm movement trajectory cannot be accurately extracted,
and the volleyball player’s arm movement trajectory cannot
be accurately identified. A new method for volleyball player’s
arm trajectory optimization recognition based on chaos the-
ory is proposed. The simulation results show that the pro-
posed method has high recognition accuracy and provides
a strong scientific basis for improving the volleyball player’s
spiking technique.

This article focuses on the research of the volleyball
player’s arm movement mechanism. The goal is to repro-
duce the human’s coordinated movement of the human
arm on the humanoid two-armed robot. Systematic and
in-depth research has been carried out on aspects such as
rotational motion evaluation, human trajectory capture
and inverse kinematics, model matching between human
trajectory and dual-arm robot, and coordinated control
method of dual-arm.

There are still some deficiencies in this paper. Although
this paper has made some research progress, it still needs
to further optimize the algorithm in human motion capture,
and the experimental design needs to increase the sample
value. In terms of control algorithm, the control space of
the dual-arm robot is still very large, and there are still many
problems that need further research.
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In the new era of rapid development of intelligent information, sports tourism and cultural industry have become a new goal to
improve China’s urban competitiveness and realize the development of urban industry. Based on the integration of sports tourism
industry and cultural industry, this paper establishes the relevant information data interface mode. This paper constructs the
information coupling system model of sports tourism industry and cultural industry under the background of artificial
intelligence era and obtains the corresponding data results by using the invisible statistical logic computer independent
judgment (IDIJA) method of artificial intelligence system under the condition of incomplete data. The application of the
coordinated development system of coupling industry can realize the rapid development of sports tourism and cultural
reconstruction mode and achieve the new effect of intelligent sports tourism cultural comprehensive experience. It can not
only improve the people’s quality of life but also provide feasible suggestions for improving the continuous development of the
coupling and coordination of sports tourism and cultural industry.

1. Introduction

In recent years, with the rapid development of China’s intelligent
era, the integration of culture and sports tourism has become a
new trend andmodel of the development of intelligent socioeco-
nomic industry, as well as a new direction and new bright spot of
comprehensive industrial economic development. Sports tour-
ism is one of the important parts of sports industry and a special
way of tourism in modern people’s tourism. The mutual pene-
tration of sports industry and tourism has formed a new eco-
nomic market, which belongs to the category of economic
service industry. The purpose is to obtain social and economic
income by providing relevant services for sports tourism activi-
ties of sports tourism. Cultural industry is a production activity
that takes culture as the core content and is aimed at meeting
people’s spiritual and cultural needs. Cultural industry is not
only the inevitable product of the development of productive
forces but also a special cultural form and economic form. It is

one of the emerging industries formed by the gradual improve-
ment of social and economic market and the improvement of
production mode. Under the background of artificial intelli-
gence, the integration of sports tourism and cultural industry
stems from the improvement of educational and cultural level
and the increase of sports tourism demand. It is a comprehensive
symbiotic industry with more spiritual and entertainment based
on the sports tourism industry with single original function. The
new trend of the integration and development of the two indus-
tries directly promotes the coupling and coordinated develop-
ment of tourism industry and cultural industry.

Wang said in his new thinking research in the era of arti-
ficial intelligence that big data and artificial intelligence in
the era of intelligence have been closely integrated and
pushed to the development direction of “intelligence” and
“personalization” from different angles. New changes in
the era of artificial intelligence actively adapt to the new
environment of intelligence and build a new direction of
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collaborative growth of intelligence [1]. In the research on
the integrated development of urban tourism and sports
tourism, Chen believes that based on the internal motivation
of the industrial integration and integrated development of
tourism and sports tourism, he puts forward the urban inte-
grated development strategy, including integrating the new
cultural characteristics formed by resources, giving full play
to the “Internet +” mode, and breaking the existing bottle-
neck of urban economic development, and provide new
ideas for the integrated development of sports tourism [2].
Yulan and Keyin pointed out that the online business model
of sports tourism should be activated from the aspects of
market demand, reform and innovation, industrial integra-
tion, and so on; improve the management level of sports
tourism; and improve the user experience effect of sports
tourism consumers [3]. The integrated development of
sports tourism and cultural industry has become the internal
driving force for the development of China’s sports industry,
and there are many aspects and factors in the actual integra-
tion process. In the research on the integrated development
of sports tourism and cultural industry, Yao et al. pointed
out that the new integrated development model with culture
as the soul and sports tourism as the support carrier has
become the inevitable trend of building the current eco-
nomic development. The coupled and coordinated develop-
ment of sports tourism and cultural industry presents a new
situation of steady development year by year, so as to create
a new consumption ecological system of “new consumption,
new mode, and new business form” and drive a new driving
force of social and economic growth [4]. Lei and Xiujuan
analyzed the evaluation research on the coupled and coordi-
nated development of sports tourism and cultural industry.
It is said that the resource coupled and coordinated develop-
ment of sports tourism and cultural industry is a practical
problem to be solved in the process of academic and indus-
trial economic development. Through the demonstration of
the coupled and coordinated development, it is concluded
that the degree of coupling and coordination between indus-
tries is still in the initial stage of coupling. However, it has a
certain level of development and also puts forward targeted
suggestions for improving the evaluation of the coupling
and coordinated development of sports tourism and cultural
industry [5].

Yi anf Yiying said in the exploration of urban organic
renewal path guided by cultural rejuvenation that with the
urbanization process entering the stock era, realizing urban
high-quality development and building high-quality life have
become the main goal of urban organic renewal. Under the
guidance of building a park city, the urban construction mode
has changed from simple space construction to complex scene
construction. Cultural rejuvenation has become an important
part of the organic renewal of the old urban area, comprehen-
sively driving the industrial upgrading and vitality improvement
of the area [6]. Zhengzhen and Shuhan analyzed the innovation
strategy of the deep integration of culture and science and tech-
nology in Chengdu. In their research, they believed that the
deep integration of culture and science and technology can
not only promote new business forms, stimulate new driving
forces, and cultivate new engines of economic growth but also

help to realize the transformation, upgrading, and innovative
development of the cultural industry; promote the deep integra-
tion of culture and science and technology; and help the cultural
industry achieve high-quality development [7].

2. Evaluation System for the Coupling and
Coordinated Development of Sports Tourism
and Cultural Industry under the
Background of Artificial Intelligence Era

2.1. Logical Structure of Tourist Signature Code. Under the
background of artificial intelligence era, sports tourism has
changed from passive guidance mode to tourists’ active expe-
rience mode. Various tourism platforms and humanized tour-
ism methods have also become the mainstream development
direction, and network tourism information data has gradu-
ally become an important information feature source. Accord-
ing to the big data of tourists on the tourism platform and
relevant data such as tourists’ relevant signature information,
the coupling analysis of artificial intelligence (IDIJA) data
results is carried out for tourists. The data analysis results
can be used to directly extract relevant tourists’ signature
codes from the big data of the platform and judge the informa-
tion of key customers of the tourism platform. The evaluation
results of the intelligent characteristic information data can
provide a reference basis for better in-depth positioning and
research of sports tourism in practice. Under the background
of artificial intelligence, the tourist feature code of sports tour-
ists can eliminate irrelevant or redundant feature information
and improve the accuracy of platform tourist information.
The logical architecture of tourist feature code extraction algo-
rithm is shown in Figure 1:

In Figure 1, the logical structure of tourist feature code
shows that the historical data of tourists visiting the scenic spot
can be obtained from the API database of the tourism plat-
form, and the feature code of tourists entering and leaving
the scenic spot can be obtained. The data information of tour-
ist feature code can be obtained through fuzzy neural network
algorithm. It can also calculate the tourist signature informa-
tion directly by fuzzy neural network through the historical
data and frequency of scenic spots on the tourism platform.

Travel platform API

Scenic spot visit history

Scenic spot feature
code

Access frequency

fuzzy neural network

Visitor signature

Figure 1: Logical architecture of tourist signature extraction
algorithm.
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2.2. Logic Architecture of Key Customer Judgment Algorithm.
In view of the travel platform system under the background
of the intelligent era, the visit frequency and relevant charac-
teristic codes of sports tourists in the scenic spot are ana-
lyzed by IDIJA data to judge the key customers of the
scenic spot, as shown in Figure 2:

In Figure 2, the logical structure of key customer judg-
ment algorithm shows that according to the feature code of
the scenic spot and the feature code information data of
tourists, the coupling degree result of information data is
obtained after fuzzy neural network calculation and binari-
zation, and the coupling degree result is binarized again to
obtain the judgment information result of key customers
on the tourism platform. The probability of recent visitors
can also be obtained through fuzzy neural network calcula-
tion and binarization according to the results of visitors’ visit
frequency and platform data coupling. The judgment infor-
mation results of key customers can be obtained by binariza-
tion of recent visitors’ probability again.

2.3. Statistical Methods. Using fuzzy neural network to con-
trol the recent change law of time series data, or using the
minimum number of nodes to realize fuzzy convolution of
data, it is necessary to use the sixth-order polynomial depth
iterative regression basis function expression, and the for-
mula of the sixth-order polynomial depth iterative regres-
sion fuzzy neural network is as follows:

y = 〠
n

i=1
〠
5

j=0
Ajx

j
i : ð1Þ

Among them, Aj is the coefficient to be regressed of the j
-order polynomial; that is, each node in the formula contains
6 coefficients to be regressed fromA0 toA5; j is the polynomial
order; n is the number of nodes of the upper neural network.

The binarization formula is shown in

y = 〠
n

i=1

1
A + B∙exi

: ð2Þ

Among them, e is the natural constant. Other mathemat-
ical symbols have the same meaning as formula (1).

The statistical significance of the binarization function is
to make the projection points of all results fully shift towards
both ends in the [0,1] interval without changing the
sequence order, so as to obtain the binarization and fully
logical results. The neural network model can judge the con-
vergence degree of neural network training.

3. Coupling Characteristics of Sports Tourism
and Cultural Industry in the Intelligent Era

The core feature of the coupled development of sports tour-
ism and cultural industry under the background of intelli-
gent era is the mutual penetration, intersection, and
reorganization of new industrial chain. The coupled new
industry has more economic value and competitive advan-
tage than the original single industry. According to the
nature and function of industrial coupling resources, the
new industry promotes the coordinated development of the
mutual integration of culture and sports tourism and pro-
motes the process of the integration of the new industry.

Figure 3 shows the coupling relationship of new industries.
The cultural industry, sports industry, and tourism industries
are closely related and traction each other in space, and the
industrial elements play a driving role. The higher the mutual
resource utilization rate of the coupled new industries, the
more market value and economic benefits will be obtained.

4. Effect of Coordinated Development after
Industrial Coupling

4.1. Effective Communication Rate of Tourism Platform. In
the research on the coupling and coordinated development
of sports tourism and cultural industry in the era of artificial
intelligence, relying on the Internet system, intelligent techni-
cal means such as artificial intelligence and information big
data are used to optimize the allocation and upgrading of
resources for the coupled new industry, to open a new mode
of deep integration of offline experience, online services, and
resource values of various sports tourism industries. In order
to analyze the evaluation of coordinated development after

Visitor signature Feature code of the
scenic spot

fuzzy neural network

Binarization

Coupling results

Access frequency

fuzzy neural network

Binarization

Recent visit probability Key customer judgmentBinarization

Figure 2: Logical architecture of key customer judgment algorithm.

3Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

industrial coupling, Beijing sports tourism industry and Hai-
nan sports tourism industry are selected to compare the effec-
tive communication rate effect of tourism platforms before
and after coupling in practical application under the same
number of tourism platforms, as shown in Table 1:

In Table 1, it is obvious that there are obvious differences
between the selected Beijing sports tourism industry and
Hainan sports tourism industry before and after coupling.
The effective communication rate of the new industry after
coupling on the tourism platform is better than that before
coupling, and the t value < 10:000 and P value < 0.05. It is
considered that there is statistical significance between the
two, and the comparison results are statistically significant.

In the evaluation of the coupling and coordinated devel-
opment of sports tourism and cultural industry, according to
the coupling analysis of artificial intelligence (IDIJA) data
results in the evaluation system, it can not only extract dif-
ferent tourist feature codes and key customer information
results of the tourism platform from big data to accurately
locate the platform tourists and judge the relevant character-
istic behaviors, but also in the investigation and evaluation
of the effective communication rate and customer satisfac-
tion of the big data tourism platform, It is believed that the
coupled new industry can accelerate the effective integration
of sports tourism industry and cultural industry, and can
effectively promote the coupled development of the industry.

The method of arithmetic mean and standard deviation
rate is adopted, as shown in the following formula:

σ = 1
n − 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

〠
n

i=1
xi − μð Þ2

s

, μ = 1
n
〠
n

i=1
xi: ð3Þ

Among them, σ is the calculation result of the standard
deviation rate of input sequence x; n is the number of ele-
ments of the input sequence x; xi is the i input value of the
input sequence x; and μ is the arithmetic mean of the input
sequence x.

Results of the bivariate t-check under SPSS are shown in
the following formula:

Culture industry

Sport industry

Tourist industry

CUlture + Tourist

Sport + Tourist

Sport + Culture

Comprehensive
integration

Figure 3: Coupling diagram of cultural industry and sports tourism.

Table 1: Comparison before and after cultural tourism industry
coupling.

Group n
Before
coupling

After
coupling

Beijing sports tourism
industry

12 48:5 ± 4:5 67:2 ± 2:3

Hainan sports tourism
industry

12 50:3 ± 4:1 63:8 ± 2:4

t value 8.579 9.134

P value 0.009 0.008

t = μ1 − μ2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n1 − 1ð Þσ21 + n2 − 1ð Þσ2
2

À Á

n1 − 1ð Þσ21 + n2 − 1ð Þσ22/ n1 + n2 − 2ð Þn1 + n2 − 2
À Á

∙ 1/n1ð Þ + 1/n2ð Þð Þ
q

: ð4Þ
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Among them, μ1μ2 is the arithmetic mean of the two
compared series, n1n2 is the number of elements of the
two compared sequences, σ1σ2 is the standard deviation rate
of two compared series (see formula (4) for details); and t is
the bivariate t verification result.

Visual comparison is made before and after the coupling
of the Beijing sports tourism industry and Hainan sports
tourism industry, as shown in Figure 4.

In Figure 4, in the visualization of sports tourism industry
in Beijing and Hainan, the effect after coupling has an obvious
growth trend than that before coupling, which shows that the
coupling and coordination of sports tourism and cultural
industry under the background of artificial intelligence era
are an effective way for the development of industrial econ-
omy, improve the market value of sports tourism industry,
and further meet the diversified needs of customers.

4.2. Customer Satisfaction Survey. In order to better under-
stand the evaluation effect of the coupling and coordinated
development of sports tourism and cultural industry under
the background of artificial intelligence era, some customers

were selected from the travel platform integrated into the
new industry for satisfaction survey, as shown in Table 2.

In Table 2, in the survey of customer satisfaction with
the travel platform in the intelligent era, it can be seen that
in the process of customers’ experience of the coupled new
sports tourism industry, the overall satisfaction with the ser-
vice level, service attitude, problem handling, cost economy,
and security of the online travel platform is better. It proves
the feasibility of the evaluation of the coupling and coordi-
nated development of sports tourism and cultural industry
under the background of artificial intelligence and can
improve the satisfaction of tourists.

5. Discussion

Due to the rapid development of the national economy, peo-
ple’s consumption level is growing, and diversified and per-
sonalized sports tourism projects are also emerging, showing
an upward trend. Under the background of this intelligent
era, the coupling of cultural industry and sports tourism is
also an inevitable trend of industrial economic development.
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63.8
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Before coupling After coupling

Beijing sports tourism industry
Hainan sports tourism industry

Figure 4: Visual comparison before and after cultural tourism industry coupling.

Table 2: Customer satisfaction questionnaire of travel platform.

Serial number Travel platform customer satisfaction survey project Options

1 Service level of travel platform Quite satisfied Satisfied

2 Service timeliness of travel platform Satisfied Satisfied

3 Economy of customer travel expenses Quite satisfied Quite satisfied

4 Platform customer travel security Quite satisfied Satisfied

5 Consistency of online and offline tourism projects Quite satisfied Satisfied

6 Attitude of scenic spot service personnel Quite satisfied Quite satisfied

7 Accommodation of travel process problems Quite satisfied Quite satisfied

8 Integrity of travel platform project Quite satisfied Satisfied

9 Personalized travel service Quite satisfied Quite satisfied

10 Satisfaction of travel vehicles Satisfied Satisfied

11 Satisfaction of platform customer service handling problems Quite satisfied Quite satisfied

12 Return visit content and service attitude Satisfied Satisfied

13 Comprehensive satisfaction Quite satisfied Quite satisfied
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Due to the ever-changing market environment and fierce competition, tax personnel are increasingly pursuing intelligence. Based
on the background of smart finance and taxation, this article explains the issues related to the “1 + X” certificate and analyzes the
development ideas and reform directions of the teaching plan and certificate integration teaching mode. This paper presents a
study on the integration of academic certificates under the background of “1 + X” intelligent finance and taxation wireless
communication. From 2018 to 2019, the development trend of smart finance and taxation has been rising. In 2018, the lowest
was 11%, and the highest was 25%; in 2019, the lowest was 16%, and the highest was 37%. The lowest growth rate in 2019 was
5%, and the highest was 21%; the results show that although many relevant personnel understand smart finance and taxation,
they have not planned how to use smart finance and taxation to improve their professional capabilities. The results show that
smart fiscal and taxation is becoming more and more important in social development and has been widely used. However,
traditional fiscal and taxation teaching can no longer meet the requirements of today’s society for fiscal and taxation personnel,
so related fiscal and taxation teaching should be innovated.

1. Introduction

In order to effectively alleviate the structural employment
pressure in China, national and local higher education
institutions are currently pursuing new education develop-
ment models, such as the “comprehensive teaching plan
and accreditation” education curriculum development
model. Under this model, professional students learn pro-
fessional knowledge, strengthen their theoretical and prac-
tical abilities, and obtain professional qualification
certificates. The intelligent financial support system is a
specific application in the financial field, which integrates
the traditional support system and the artificial intelligence
expert system.

Wireless communication is a communication method
that utilizes the characteristic that electromagnetic wave sig-
nals can propagate in free space to exchange information. In
the field of information communication in recent years,
wireless communication is the fastest growing and most
widely used. In recent years, artificial intelligence technology
has been introduced in financial fields such as accounting,

taxation, and auditing, and the structure of the financial
team will inevitably undergo tremendous changes. Financial
artificial intelligence will realize financial automation in the
future. Therefore, it is necessary to study the career planning
of accountants and improve the training of talents. In the
context of the rapid development of artificial intelligence,
accountant career planning and training have become more
and more important, and the training of new intelligent
accountants has become a top priority.

The rapid development of information technology and
the development of the world economy have brought tre-
mendous changes to the development environment of the
finance and tax industries. The original theories and
methods of merging finance, taxation, and certification are
difficult to adapt to today’s financial environment that com-
bines architectural features for software-controlled soft error
recovery. The design utilizes classic fault-tolerant technolo-
gies, such as error detection and instruction restart, imple-
mented at the microarchitecture level, and adds
instructions for error recovery. When the instruction is sub-
mitted to the architectural state, an error is detected. If an
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exception occurs at this time, the software can restore the
correct machine state and restart execution. Software recov-
ery allows a comprehensive inspection of the machine to
determine the root cause of the error. The newly added
instructions also help chip verification of hardware and soft-
ware recovery mechanisms. The design uses a commercial
low-standby power 90-nanometer body process, and the
prototype operating frequency is up to 336MHz. Finally,
Farnsworth et al. presented the results of proton irradiation.
The processor demonstrated the correct recovery of the pro-
gram operation from more than 500 detected errors, and the
results showed that there were no unrecoverable errors [1].
Hida et al. found that in the era of the Internet of Things,
it is necessary to extend the battery life of edge devices to
achieve sensory connection to the Internet. The goal of Hida
et al. is to reduce the power consumption of microprocessors
embedded in such devices by using a novel dynamically
reconfigurable accelerator. Traditional microprocessors con-
sume a lot of power in memory access, registers, and control
of the processor itself, which reduces energy efficiency. The
dynamic reconfigurable accelerator reduces this redundant
power by performing parallel calculations on the reconfigur-
able switch and processing element array. Hida et al. pro-
posed a novel dynamically reconfigurable accelerator,
which is composed of a dynamically reconfigurable data
path and a static array. Static arrays can process instructions
in parallel without registers and improve energy efficiency.
The dynamically reconfigurable data path includes registers
and many dynamically reconfigured switches to resolve the
operand dependency between mapped instructions [2]. Wu
and Fan found that providing reliable broadband wireless
communications in high-mobility environments such as
high-speed railway systems is still one of the main challenges
facing the development of next-generation wireless systems.
Wu and Fan conducted a systematic review of high-mobility
communications. Wu and Fan first summarized a list of key
challenges and opportunities in high-mobility communica-
tion systems and then comprehensively reviewed the tech-
nologies that can meet these challenges and take advantage
of unique opportunities. The review covers a wide range of
communication operations, including accurate modeling of
high-mobility channels, transceiver structures that can take
advantage of the characteristics of high-mobility environ-
ments, signal processing that can reap the benefits, and mit-
igate interference and damage in high-mobility systems.
There are also mobility management and network architec-
tures designed for high-mobility systems [3]. Dhillon et al.
found that with the help of ubiquitous wireless connections,
declining communication costs, and the emergence of cloud
platforms, the deployment of IoT devices and services is
accelerating. Most major mobile network operators regard
communication networks that support the Internet of
Things as an important source of new revenue. Dhillon et
al discussed the needs of wide-area M2M wireless networks,
especially short data communications to support a large
number of IoT devices. Dhillon et al. first briefly outline
the current and emerging technologies that support wide-
area M2M and then use communication theory principles
to discuss the basic challenges and potential solutions of

these networks, focusing on the trade-offs and strategies of
random access and scheduled access. Finally, Dhillon et al.
put forward suggestions on how the future 5G network
should be designed to achieve efficient wide-area M2M com-
munication [4]. Bennis et al. have discovered that ultrareli-
able and low-latency communications for 5G wireless
networks and other networks are essential and are currently
receiving great attention from academia and industry. At its
core, URLLC requires a departure from a network design
method based on expected utility. In this method, relying
on average numbers is no longer an option, but a necessity.
On the contrary, there is lack of a principled and extensible
framework that takes into account the delay, reliability, data
packet size, network architecture and topology, and
decision-making under uncertainty. To achieve this vision,
after providing definitions of latency and reliability, Bennis
et al. carefully studied the various enablers of URLLC and
their inherent trade-offs. Subsequently, Bennis et al. focused
his attention on various technologies and methods related to
URLLC requirements and their application through selected
use cases [5]. Rattso and Stokke studied how different
national taxation plans interact with geographic differences
in productivity and consumption facilities to determine
regional populations and used equilibrium models to ana-
lyze the current nominal income tax system. The analysis
is based on estimated regional income differences, taking
into account observable and unobservable personal charac-
teristics and empirical value. Given the regional differences
in income and housing prices, quality of life and productiv-
ity are calibrated to simulate equilibrium. In contrast to the
undistorted equilibrium of one-time taxation, the nominal
income tax prevents it from being placed in productive,
high-income areas. The deadweight loss due to regional inef-
ficiency is 0.18% of GDP. Rattso and Stokke researched
actual income tax and equal actual tax as an alternative tax
system. Both of these options will produce a geographical
distribution of the population that is closer to the undis-
torted equilibrium, so the loss is lower [6]. Bsenberg et al.
developed an economic growth model to study the impact
of extensive capital taxes (profits, dividends, and capital
gains) on the macroeconomic outcomes of small open econ-
omies and to identify the steady state and transitional effects
of shocks on economic outcomes. The selected framework is
suitable for structural estimation, and given the simplicity of
the model, it can fit well the data of 79 countries from 1996
to 2011. A counterfactual analysis based on the estimation
model shows that capital tax relief has a positive impact on
output and capital stock. These effects are economically sig-
nificant and adjusted within a 5-year time window, after
which there is no further economic response. It is found that
the economic aggregate has the strongest response to
changes in the corporate profit tax rate, while the response
to dividends and capital gains tax is relatively weak [7]. Mor-
iconi et al. first study whether product market regulation
affects the taxation of commodities in open trading econo-
mies, and second, Moriconi et al. study the strategic interac-
tion of regulatory measures between trading partner
countries. Moriconi et al. proposed a two-country general
equilibrium model, in which a destination-based commodity
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tax provides funding for public products, and product mar-
ket supervision affects the number of companies and prod-
uct diversity in the market. According to the data of 21
OECD countries from 1990 to 2008, Moriconi et al. pro-
vided empirical evidence that product market supervision
is a strategic supplementary policy, and domestic supervi-
sion has a negative impact on domestic commodity taxation
[8]. Through the experiments of scholars, it can be seen that
wireless communication s is very necessary for the study of
certificate integration under the background of “1 + X” intel-
ligent finance and taxation. However, there are still some
shortcomings in the experiments of scholar, which leads to
low reliability of the experiment. In general, finance and tax-
ation are very important to the country and society, and it is
also very important to make good use of the integration of
academic certificates in the context of wireless communica-
tion and smart finance and taxation.

The innovations of this article are as follows: (1) Intro-
duced the relevant theoretical knowledge of intelligent
finance and taxation and used the data mining method
based on wireless communication to investigate and analyze
how to develop the integration of academic certificates
under the background of “1 + X” intelligent finance and tax-
ation. (2) Based on the data mining method and the fusion
algorithm, carry out the experiment and analysis of the
fusion of academic certificates under the background of
“1 + X” intelligent finance and taxation. Through investiga-
tion and analysis, wireless communications can improve
the professional ability of taxation personnel in the context
of “1 + X” intelligent taxation.

2. Data Mining Method Based on
Wireless Communication

2.1. The Concept of Wireless Communication and Data
Mining. In recent years, China has made certain progress
in the development and application of intelligent financial
systems. UIDA and Kingdee have developed Haibolong,
Brio, and other business intelligence software [9]. Data min-
ing refers to the process of searching for information hidden
in a large amount of data through algorithms. Data mining
is usually related to computer science and achieves the above
goals through many methods such as statistics, online ana-
lytical processing, intelligence retrieval, machine learning,
expert systems, and pattern recognition. However, current
smart financial software is limited to the use of charts and
tables to describe current data. The data mining structure
diagram is shown in Figure 1:

As shown in Figure 1, to find the required information
from the data, the first step is to collect data and use various
visualization libraries to observe the content of the data, that
is, data visualization, and the last step of data preprocessing.
It is possible to perform mining with a small amount of data.
In fact, most data mining algorithms can be executed with a
small amount of data to obtain results [10]. However, too lit-
tle data can also be analyzed manually, and too little data
often fails to reflect the general characteristics of the real
world.

Communication technology is a technology for popular-
izing information. Modern society has been very dependent
on communication technology. In the past few decades,
communication technology has made amazing progress,
and the design and manufacturing technology of wireless
communication integrated circuits have achieved leapfrog
development [11]. Modern communication technology has
changed people’s way of life in all aspects. People are
increasingly relying on wireless communication technology
and supporting the application of these technologies.

Wireless communication refers to the long-distance
transmission and communication between multiple nodes
without spreading through conductors or cables. Wireless
communication can be carried out wirelessly. The wireless
communication method is implemented through a wireless
communication system. First, the various information to
be transmitted is converted into electrical signals by sending
terminal equipment, which is called baseband signal, as
shown in Figure 2:

As shown in Figure 2, wireless communication includes
a variety of fixed, mobile and portable applications such as
two-way radios, mobile phones, mobile information termi-
nals, and wireless networks. Modern society has higher and
higher requirements for real-time information, and the role
of communication technology in society is becoming more
and more important. With the rapid development of com-
munication methods, people have higher and higher
requirements for the reliability of communication [12].

The analysis of basic data is carried out in the manage-
ment layer, and then the analysis results are sent to the
decision-making layer, and then, the decision-making plan
is sent to the management layer. After the management layer
has a specific understanding, it is decomposed into various
business requirements and delegated to the accounting layer
for execution, as shown in Figure 3:

As shown in Figure 3, the functions to be realized by
smart fiscal and taxation should be based on the abovemen-
tioned traditional functions, through the application of data
mining technology, analysis, and mining of multilevel and
multiangle information, including current, historical, fuzzy,
clear, external, and internal, using mathematical methods
such as neural networks, fuzzy mathematics, and mathemat-
ical statistics, analyzing the collected effective data, establish-
ing a model, and realizing the auxiliary role of dynamic and
intelligent decision-making [13].

2.2. The Main Decision Tree Algorithm Based on Data
Mining

(1) ID3 algorithm

To find the most suitable method for the sample, the
function of the most balanced division must be realized, so
it is necessary to realize the acquisition of information. The
core of the ID3 algorithm is “information entropy.” The
ID3 algorithm calculates the information gain of each attri-
bute and regards high information gain as a high-quality
attribute. Each time the attribute is segmented, the attribute
with high information gain is selected as the segmentation
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criterion, and the process is repeated [14]. The derivation of
its formula is as

I a1, a2,⋯, aMð Þ = −〠
m

i=1
pi log2pi ð1Þ

The ID3 algorithm uses information gain as an evalua-
tion criterion when selecting the branch attributes of the
root node and each internal node, so as to obtain the short-
comings of the information and select attributes with more
numerical values. In some cases, this attribute may not pro-
vide too valuable information [15].

For a given subset aj, its information expectation is

E Að Þ = −〠
m

i=1
Pij log 2 Pij

� �
: ð2Þ

Among them, log 2ðPijÞ is the probability of E in
sample aj.

After determining the root node, the same method is
used as above to calculate recursively. Before the end condi-
tion is met, the decision will finally be generated, as shown in
Figure 4.
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Figure 1: Mining process diagram.
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Figure 2: Wireless communication structure diagram.
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As shown in Figure 4, decision trees usually include deci-
sion points, key points, plan branches, and probability
branches. Drawing multiple branches from the decision
point, each branch represents an alternative, that is, a
planned branch. Points are connected behind the branch of
the plan, and various straight lines are drawn from the
points to indicate different things [16].

(2) Improvement of ID3 algorithm

Dividing A into class V , record fA1, A2,⋯, AVg as the
total number of instances, and the number of instances of
class i is Ai, then the probability that an instance belongs
to the ith class is PðAiÞ, and

P Aið Þ = Aij j
Aj j : ð3Þ

From the formula for calculating information entropy,
then, the degree of decision tree to S is

H Að Þ = −〠
V

i=1
p Aið Þ log2p Aið Þ: ð4Þ

Supposing the attribute is A, its value is fA1, A2,⋯, AVg,
the number of instances of Ai belonging to the ith category is
Aij, and the probability of Aij belonging to the category i is
PðAi/w = ajÞ; then, its calculation formula is

P
Ai

w = aj

 !
=

Aij

�� ��
Aj

�� �� : ð5Þ

Among them, Aij represents the number of instances of
the molecule set, and the resulting instance is represented

by PðAi/w = ajÞ [17]. The conditional entropy of the training
set for attribute A is

H BJ

� �
= −〠

V

I=1
P

AI

B

� �
log2P

AI

B

� �
: ð6Þ

Then, the information entropy of node A is as

Gain a, bð Þ = h bð Þ − h
b
a

� �
: ð7Þ

Decision tree technology is a basic technology in the field
of artificial intelligence, which can achieve better judgments
for some relatively small and relatively simple models [18].
In the case of decision trees, there are often situations that
are simple or do not require data preparation. In other tech-
nologies, the data must first be generalized, such as remov-
ing redundant attributes and blank attributes [19].

Q is the label of a certain category, S1 is the probability
that the sample belongs to Sn, S1 is the number of samples
on the category Sn, and the entropy that is divided into sub-
sets according to the attribute Q is as

E Qð Þ =〠 S1 + S2+⋯+Sn
s

∗ I: ð8Þ

B is an attribute, with A different values, and the infor-
mation gain is shown in

Gain Að Þ = I B1, B2,⋯Bnð Þ ð9Þ

2.3. Single-Antenna and Multiantenna Models Based on
Wireless Communication

(1) Single antenna model

In network management, multiuser downlink beam-
forming technology based on service quality constraints
has been very popular in recent years, because this technol-
ogy is very attractive for network management [20]. How-
ever, when there are a large number of users sharing the
wireless channel, or when the service quality constraints
are too strict, this problem will become infeasible and
unsolvable. At this time, it is necessary to use access control.
The single antenna model is shown in Figure 5.

As shown in Figure 5, the introduction of single-antenna
model access control is a cross-layer method. That is, the
joint optimization of multiuser downlink beamforming and
access control ensures that as many users as possible can
be served under the premise of satisfying service quality con-
straints. However, this core problem is often difficult to solve
[21], and it can be compensated by convex approximation.

Now, the joint optimization problem of user access
control and power control is modeled as a two-step optimi-
zation problem. The first-step optimization problem is
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Figure 3: Financial support system diagram.
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expressed as follows. Among them, gmm indicates the set of
accessible users, and pmm indicates the cardinality of the
set, as shown in

SINRM = gmmpmm

σ2m
: ð10Þ

Using γm to represent the maximum allowed access set,
and this set may not be unique. The second step is to mini-
mize the total transmission energy in this set, as in

SINRm ≻ γm: ð11Þ

After a certain formula deformation, it can be proved
that formula (10) and formula (11) can be integrated and
equivalent to

min yk k0 + α pmaxð Þ2q = 0: ð12Þ

As a single-antenna model, formula (12) is very easy to
solve. However, in the multiantenna model, the structure
of the problem is not such a simple power control prob-
lem, so it cannot be converted into a simple single-
antenna model [22].

Decision tree

Branches 10

Branches 9

Branches 8

Branches 7

Branches 5

Branches 6

Branches 4

Branches 3

Branches 2

Branches 1

Figure 4: Decision tree structure diagram.
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Figure 5: Example of a single-antenna model scheme.
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(2) Multiantenna model

This article will briefly introduce a user access control
scheme in a multiantenna model. However, in the case of
multiple antennas, compared to the single-antenna model,
beamforming technology is additionally required to deal
with, and the two research directions proposed in this paper
are also realized by beamforming technology. Therefore, it is
also necessary to give a brief introduction to beamforming
technology [23], as shown in Figure 6.

As shown in Figure 6, consider a single-cell wireless
communication network composed of a base station
equipped with K antennas and M single-antenna users.
Here, cooperative processing is implemented between base

stations, that is, each base station may serve any user
[24–26]. Therefore, the transmit beamforming matrix is

Q = Q1,⋯,QM½ � = SINRm: ð13Þ

The beamforming matrix U and auxiliary binary vari-
ables are

Vm =min 〠
m

m=1
Uk k2 + SM + 1ð Þ2: ð14Þ

Base station

Smart phone

Smart phone

Smart phone

Smart phone

Smart phone

Smart phone

Smart phone

Figure 6: Example of a multiantenna model solution.
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In particular, U and S will have restrictions, as

δ ≤min 4γ−1
p max hnk k2 + σ2

: ð15Þ

2.4. Quantum Genetic Algorithm Based on Deep Learning. As
a branch of machine learning, deep learning also uses
learning algorithms to allow the computer itself to learn
from a large amount of known data or extract the hidden
laws and features. It is used to intelligently identify new
unknown data or make reliable predictions about the pos-
sibility of unknown events [27, 28]. The radial basis func-
tion optimized by the quantum genetic algorithm is a
neural network detection algorithm. The basic principle
is to use the global optimization function of the quantum
genetic algorithm to perform a rough search and then use
the neural network to perform detailed detection, so as to
overcome the problem of the network easily falling into
the local optimum and achieve the purpose of ensuring
the detection performance of the RBF network [29–31].
It can be seen that the algorithm consists of two main
parts:

(1) Radial basis function neural network (RBF neural
network)

In the field of mathematical modeling, radial basis func-
tion network is an artificial neural network that uses radial
basis function as activation function. The output of a radial
basis function network is a linear combination of the input
radial basis function and neuron parameters. Radial basis
function networks have a variety of uses. The RBF neural
network is a traditional 3-layer neural network, and its struc-
ture is shown in Figure 7:

As shown in Figure 7, radial basis function refers to a
type of function whose value is only the distance from the
origin. Any function that satisfies the above characteristics

is called radial basis function. The most commonly used
radial basis function is

ψk = exp −
x − chk k2
σ2h

� �
, ð16Þ

where h = 1, 2,⋯, n, h is the i-dimensional input vector,
ch is the center of the hth radial basis function, σ2h is the
width of the radial basis function of the hth hidden layer
neuron, and kx − chk is the Euclidean norm of the vector x
− ch. Then, the output form of the nth node of the network
is as shown in

xn = bn + 〠
h

h=1
wnh ⋅ exp σ2h

� �
: ð17Þ

The training process of the RBF network is divided into
two parts. First, the center and width of the radial basis func-
tion of the hidden layer are obtained through the learning
method. Then, the label information is used to perform the
connection weight of the output layer. The trained RBF net-
work can implement tasks such as approximation and classi-
fication based on the label data.

(2) Quantum genetic algorithm (QGA)

The QGA algorithm is based on the genetic algorithm
and uses the quantum computing theory to improve the
coding and update of the algorithm, so that the traditional
genetic algorithm has a stronger global search ability. Com-
pared with traditional genetic algorithm, QGA uses a new
way of individual coding, called the Q gene. The Q gene is
derived from the concept of qubits in quantum computing.
Q bit is the smallest unit of information storage in two-
state quantum computing, as shown in

ψ = α2y + βx2: ð18Þ

In the algorithm, assuming that the population size is α,
and each individual is composed of k Q genes, the popula-
tion inherited to any tth band can be expressed as

qTJ =
αt1, αt2,⋯, αtn
βt
1, βt

2,⋯, βt
n

$ %
: ð19Þ

During the operation of the algorithm, operations such
as crossover mutation are used to perform genetic updates,
and quantum gates are used to control the update direction
of α, so that the individual state is close to the optimal

Table 2: 200 finance and economics students answered the crisis
awareness survey form.

Crisis
awareness

Quantity Percentage
Effective
percentage

Cumulative
percentage

Yes 101 51.3% 51.3% 102.6%

No 99 48.7% 48.7% 97.4%

Total 200 100% 100% 200%

Table 1: A survey on the level of understanding of smart finance and taxation among 200 finance and economics students.

Learn degree Quantity Percentage Effective percentage Cumulative percentage

Learn 134 72.5% 72.5% 145%

Do not understand 66 27.5% 27.5% 55%

Total 200 100% 100% 200%
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solution. There are many methods, among which the most
commonly used is the quantum revolving gate, which is

W θð Þ =
cos θ,− sin θ

sin θ,− cos θ

$ %
: ð20Þ

In addition to these commonly used detection algo-
rithms, there are still many improved algorithms with better
performance. Most of the detection algorithms can only
highlight one aspect of the detection performance and com-
plexity, but it is difficult for both to be excellent at the same
time. The following article will introduce detection

Table 3: Questionnaire on whether there are career planning for finance and taxation positions for 200 finance and economics students.

Career planning Quantity Percentage Effective percentage Cumulative percentage

Already planned 57 33.3% 33.3% 66.6%

Planning 38 20.5% 20.5% 41%

Do not want to plan 105 46.2% 46.2% 92.4%

Total 200 100% 100% 200%
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algorithms that are constructed using deep neural network
methods and have good performance and low complexity.

3. Experiments Based on the Questionnaire
Survey Based on Fiscal Intelligence

It is difficult for traditional fiscal and taxation systems to
extract necessary knowledge from it, so it is very difficult
for fiscal and taxation personnel to learn new knowledge,
so they have to process a large amount of data to obtain
the required knowledge. For taxation personnel, due to the
lack of necessary skills and tools, a lot of time and energy
are often wasted. Intelligent fiscal and taxation is an effective
method to solve this problem. It can effectively process a
large amount of data and information and obtain relevant
knowledge from it.

This article mainly uses questionnaire survey methods to
study the theories of related career planning and analyzes
the status quo, problems, and countermeasures of accoun-
tant career development. The rapid development of smart
finance and taxation has brought huge challenges to the
employment of accounting practitioners. Accountants
should adapt to the pace of economic development, cultivate
and use their unique management skills and knowledge flex-
ibly, respond to the rapid development of artificial intelli-
gence, and continuously improve themselves.

This article conducted a survey on the understanding of
smart finance and taxation of 200 finance and economics
students, as shown in Table 1.

Through the analysis of Table 1, it can be seen that there
are 134 students who understand smart finance and taxa-
tion, accounting for 72.5%; it can be seen that most people
still understand smart finance and taxation. According to
the analysis of Table 1, there are 134 students who under-
stand smart finance and taxation, accounting for 72.5%; 66
students who do not understand intelligent finance and tax-
ation, accounting for 27.5%. The proportion is 43.5% higher;
it can be seen that most people still understand smart
finance and taxation.

This article investigates whether 200 finance and eco-
nomics students have crisis awareness, as shown in Table 2.

Through the analysis of Table 2, it can be seen that there
are 101 financial and economic students with job crisis
awareness, accounting for 51.3%, and 99 students without
job crisis awareness, accounting for 48.7%; it can be seen
that most of the students still have a sense of job crisis.

This article conducted a survey on whether 200 finance
and economics students have career plans for finance and
taxation positions, as shown in Table 3.

Through the analysis of Table 3, it can be seen that there
are 57 financial students who have planned their job and
career plans; 38 are planning their job and career plans;
105 of them do not know how to plan their job and career
plans.

Therefore, after analysis, it can be known that although
most accounting personnel understand and have realized
the impact of artificial intelligence on accounting positions.
But there are still a large number of people who are aware
of the impact, but do not know how to plan their careers.
It shows that the awareness of career planning needs to be
strengthened.

This article conducts a survey and comparison of
whether financial students obtained certificates in 2018 and
2019, as shown in Figure 8.

As shown in Figure 8, the number of people who
obtained the certificate in 2018 increased from 100 in Janu-
ary to 156 in December, and the number of people who
obtained the certificate in 2019 increased from 106 in Janu-
ary to 147 in December. It can be seen that the number of
people getting the certificate has been increasing. The basic
accounting business of finance is mostly replaced by finan-
cial artificial intelligence robots, but the number of financial
posts in the market has not changed much. This stage will
have a serious impact on the work of accountants. The per-
son in charge of accounting who is engaged in basic account-
ing work faces the risk of being replaced by artificial
intelligence robots. With the emergence and gradual popu-
larization of artificial intelligence technology, accounting
personnel engaged in basic accounting, document classifica-
tion, book binding, report processing, tax declaration, and
tax adjustment are gradually replaced by artificial intelli-
gence robots. At this time, the relevant personnel should
strengthen their own abilities. Students majoring in finance
and economics can work hard to obtain the “1 + X”
certificate.

At present, the professional skills of accountants cannot
meet the needs of financial management in the era of artifi-
cial intelligence. There are too many accountants in China,
the education level is different, the financial management
expertise is also different, and the overall personal qualities
are also different. Some accountants have the qualifications
of certified accountants, certified tax or internationally rec-
ognized accountants, and some accountants have intermedi-
ate and senior professional positions. Some accountants only
have an accounting qualification certificate, and some corpo-
rate accountants have even been engaged in accounting for
many years but have not yet obtained an accounting qualifi-
cation certificate. This article investigates the development
trend of smart finance and taxation in 2018 and 2019, as
shown in Figure 9.

As shown in Figure 9, smart finance and taxation has
developed rapidly. Among them, the “Smart Finance and
Taxation” vocational skill certificate was formally estab-
lished. This is mainly for accounting, financial management,
and other majors in universities. The expert’s reference

Table 4: Questionnaire on certificates obtained by 100
employment finance and taxation personnel.

Certificate type Quantity Percentage Effective percentage

Nothing at all 45 48% 48%

Senior finance 26 27% 27%

Intermediate finance 12 10.5% 10.5%

Junior finance 11 10% 10%

CPA 6 5.5% 5.5%
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standards include three-level smart financing and tax profes-
sional skills, elementary, intermediate, and advanced levels.
The level of professional competence requirements is differ-
ent, and more detailed and higher-level requirements will be
put forward for the recruitment of accounting talents in the
future. From the current point of view, the accounting major
of colleges and universities needs to actively introduce the
“1 + X” certificate of smart finance and taxation to realize
the comprehensive combination and positioning of the
training target plan for accounting experts. This article con-
ducted a survey on the certificates obtained by 100 taxpayers
who have been employed, as shown in Table 4.

As shown in Table 4, the types of certificates obtained by
100 employed fiscal and taxation personnel include no cer-
tificate, primary qualification certificate, intermediate quali-
fication certificate, advanced qualification certificate, and
CPA. Among them, there are 45 people who have not
obtained the qualification certificate, and the number of peo-
ple who have obtained the primary qualification certificate is
26, the number of CPA is the least, only 6 people. It can be
seen that there are not many people who have obtained cer-
tificates, and the ability of accounting personnel needs to be
strengthened.

This article conducted a survey on the willingness of 200
accounting students from 2015 to 2018 to obtain a “1 + X”
certificate, as shown in Figure 10:

As shown in Figure 10, the degree of willingness of
accounting students to obtain the “1 + X” certificate is that
they want to obtain it, generally want to obtain it, it does
not matter to obtain it, and does not want to obtain it. It
can be seen from Figure 10 that in 2015, the proportion of
students who want to obtain the “1 + X” certificate is 4.5%,
and the proportion of students who generally want to obtain
the “1 + X” certificate is 6.3%. The proportion of students

who do not want to obtain the “1 + X” certificate is 7.3%,
and the proportion of students who do not care to obtain
the “1 + X” certificate is 9.3%. In 2016, the proportion of stu-
dents who want to obtain the “1 + X” certificate is 5.5%, and
the proportion of students who generally want to obtain the
“1 + X” certificate is 4.1%. The proportion of students who
do not want to obtain the “1 + X” certificate is 6.5%, and
the proportion of students who do not care to obtain the
“1 + X” certificate is 8.4%. It can be seen that the number
of students who want to obtain a certificate is increasing year
by year, and the proportion of students who do not want to
obtain a certificate decreases with the increase of years.
Therefore, more and more students agree with the
certificate.

In order to obtain the “1 + X” smart finance and tax cer-
tificate, more schools have established the “certificate
merger” curriculum reform model, which has realized the
combination of accounting professional courses and smart
finance and tax “1 + X” certificates. At the same time, espe-
cially with regard to students’ majors, it is necessary to clar-
ify the evaluation content of the certificate and conduct
more skill training. Therefore, in the context of the “1 + X”
smart finance and tax certificate, it is very necessary to pro-
mote the development of the curriculum reform model of
“consolidation of courses and certificates.”

4. Discussion

This article analyzes how to study the integration of aca-
demic certificates under the background of “1 + X” intelli-
gent finance and taxation wireless communication. The
concepts related to microprocessor wireless communication
and intelligent finance and taxation are expounded, the
related theories wireless communication are studied, and
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the method of research on the integration of academic certif-
icates under the background of “1 + X” intelligent finance
and taxation is explored. And through the questionnaire sur-
vey method case, the importance of smart finance and taxa-
tion to contemporary society was discussed, and finally, the
integration of data mining into smart finance and taxation
as an example to explore the relationship between the two
was taken.

This article also makes reasonable use of data mining
algorithms. With the increasing range of data mining algo-
rithms and their importance gradually becoming more and
more prominent, many scholars have begun to match the
theory of data mining algorithms with real-life application
scenarios and put forward feasible algorithms. Data mining
algorithm is a kind of mathematical operation. According
to the calculation, wireless communication is essential for
the study of certificate fusion under the background of
“1 + X” intelligent finance and taxation.

Through the questionnaire survey method, this article
knows that the research on the integration of academic cer-
tificates under the background of smart finance and taxation
can promote the contemporary social economy. Therefore,
combining the characteristics of the era of intelligent fiscal
and taxation background and finding a new integrated cur-
riculum that enables people to improve their professional
capabilities is an important factor in promoting the develop-
ment of the fiscal and taxation industry.

5. Conclusions

This article mainly focuses on the related concepts of smart
finance and taxation, wireless communication. The begin-
ning part introduces the necessity of smart finance and tax-
ation. In the context of artificial intelligence, accountants are
faced with huge challenges, and the number of jobs has been
drastically reduced. Companies are increasingly demanding
the ability of accounting personnel, and the types of
accounting personnel required by companies are also chang-
ing. Therefore, the application of smart fiscal and taxation is
essential. Then, the method part is based on the data mining
method and neural network model of wireless communica-
tion. The application of data mining method and neural net-
work model in smart finance and taxation is studied, and it
is found that data mining method can play an active role
in the study of certificate fusion under the background of
“1 + X” smart finance and taxation. The last part of the
experiment conducted a related survey of finance and taxa-
tion students and personnel and found that there are still rel-
atively few people with certificates, and the abilities of
relevant personnel cannot keep up with the requirements
of modern enterprises for financial personnel. Therefore, it
can be concluded that if want to continue to develop in the
financial position, it must improve business capabilities
and obtain corresponding certificates.
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Noncontiguous orthogonal frequency division multiplexing (NC-OFDM) is considered a suitable candidate for the cognitive radio
network (CRN) to accomplish efficient data transmission. The NC-OFDM allows secondary users (SUs) to access the primary user
(PU) spectrum while being detected idle. However, interference may occur in the adjacent frequency bands of the PU due to
sidelobes of the SU transmission. The use of cancellation carriers (CCs) and generalized sidelobe canceller (GSC) is a widely
adopted technique to tackle the sidelobes. To this end, this paper presents a differential evolution- (DE-) based GSC (DE-GSC)
scheme to suppress unwanted sidelobes. At first, in the DE-GSC1 scheme, the adaptive weight vector is calculated using the
DE algorithm while considering the complete samples of the sidelobes for optimization. The optimized weights are then added
with the original weights to reduce the sidelobe issue. Next, in the DE-GSC2 scheme, selected elements for the adaptive weight
vector near the main NC-OFDM signal are computed using the DE to reduce the search space. The performance of the
proposed methods in terms of power spectral density (PSD) is compared with some of the recent techniques employing five
different scenarios. Simulation results in the presence of single and multiple spectral hole scenarios validate that the proposed
DE-GSC1 and DE-GSC2 methods result in enhanced suppression performance compared with the: original signal, simple CC,
simple GSC, DE-based CC (DE-CC), and genetic algorithm- (GA-) based CC (GA-CC) schemes.

1. Introduction

The radio spectrum demand is rising with the increase in the
number of wireless devices and services. The spectrum esti-
mation surveys show that most spectrum bands are underu-
tilized most of the time [1]. A progressively adaptable
spectrum managing approach is required to solve the spec-
trum underutilization problems. Several ideas regarding
adaptive spectrum management exist such as dynamic shar-
ing of the spectrum. Therefore, the administrative bodies
have started reconsidering the static spectrum access to shift
towards dynamic spectrum access.

The cognitive radio network (CRN) allows secondary
users (SUs) to opportunistically access spectrum resources
using its detection, learning, and intelligence features [2].
The major problem in CRN occurs when a SU accesses a
licensed band but fails to notice the existence of the primary
user (PU), causing interference [3]. Hence, the responsibility
of the interference management mostly depends on the SUs.

In the interweave mode of CRN, SUs are allowed to
opportunistically access the spectrum based on noninterfer-
ence to the PUs [3–6]. To detect the occupancy of the PU
spectrum, commonly used detection schemes adopted by
the SUs are the generalized likelihood ratio test detector
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(GLRT), matched filter detector (MFD), feature detector,
and energy detectors [7, 8]. Subsequent measures are
required at the transmitter side to control the shape of the
transmitted signal; therefore, both the SU and PU can have
similar spectrum assets with low interference [6, 9].

Noncontiguous orthogonal frequency division multi-
plexing (NC-OFDM) is considered the best candidate for
CRN [10, 11]. The NC-OFDM transmits signals on narrow-
band channels reducing the effect of intercarrier interference
(ICI) and intersymbol interference (ISI) [12]. It is a multi-
carrier system that splits the existing overall bandwidth into
numerous narrow orthogonal channels/subcarriers. In paral-
lel, NC-OFDM has some downsides due to the existence of
the sidelobes that generate high out-of-band (OOB)
radiations.

To handle the OOB radiations issue, different strategies
are suggested in the time and frequency domains. The
time-domain techniques include adaptive symbol transmis-
sion [13], filtering [14], and windowing [15, 16], while the
frequency-domain incorporates cancellation carrier (CC)
insertion [17] and generalized sidelobe canceller (GSC). To
reduce the sidelobe issues in the PU regions, the CC scheme
employs extra subcarriers, known as CCs at the edges of the
OFDM symbol. These CCs do not contribute to the data
transmission; however, they consume the extra bandwidth.
Therefore, the CCs are considered detrimental. On the con-
trary, extra subcarriers are not used in the GSC; rather the
given NC-OFDM signal is passed through the upper and
lower branches of the GSC to suppress the OOB radiations.
The GSC is the simplest version of linearly constrained min-
imum variance (LCMV), where the constrained optimiza-
tion problem is converted into an unconditional problem.

Some of the schemes to reduce sidelobes power are the
subcarrier weighting [18], advanced subcarrier weighting
[19], efficient subcarrier weighting [20], insertion of modi-
fied CCs using heuristic techniques [9], peak to the average
method of suppression constellation adjustment [21], and
GSC [22]. The other methods in use are the additive signal
method [23], extended active interference cancellation [24],
efficient sidelobe suppression technique [25], minimization
of sidelobe using modify GSC [26], a mongrel technique to
reduce sidelobes [27], multiple generalized sidelobe tech-
nique for suppression of sidelobes [28], joint peak to average
power ratio (PAPR) reduction technique [29], filter-based
sidelobe reduction scheme [30], and hybrid PAPR
method [31].

Conventionally, GSC adjusts the weights of the adaptive
weight vector using the numerical solution to suppress high
OOB radiations. On the other hand, the CC techniques
reduce available bandwidth opportunity for the SUs with
the insertion of extra CCs. Contrary to the above-
mentioned schemes, we employed the differential evolution
(DE) to optimize the adaptive weight vector of the GSC as
an alternative to the numerical solution to attain improved
sidelobe suppression. Major contributions of this paper are
listed below:

(i) The DE-based GSC (DE-GSC) scheme is suggested
in the paper. We proposed two schemes: DE-GSC1

and DE-GSC2. Both the proposed schemes, DE-
GSC1 and DE-GSC2, are modified versions of the
simple GSC scheme, where the adaptive portion of
the simple GSC is tuned using the DE to get maxi-
mum OOB suppression results

(ii) To reduce the sidelobe weights using the DE-GSC1,
a considerably large set of values in the adaptive
weight vector are optimized through the DE algo-
rithm. Similarly, the DE-GSC2 reduces sidelobe
issues in the NC-OFDM by optimizing some of
the adaptive weight vector values near the main
NC-OFDM signal

(iii) The effectiveness and reliability of the proposed
schemes are compared with widely adopted existing
schemes, like simple GSC, simple CCs, Brandes-
based CCs (Brandes-CC), genetic algorithm- (GA-
) based CCs (GA-CCs), and DE-based CCs (DE-
CCs). Simulation results for the single and multiple
white spaces in five different cases show improved
sidelobe concealment performance by the proposed
DE-GSC1 and DE-GSC2 as compared with the
other schemes

The remaining paper is organized as follows. In Section
2, the system model is discussed. Section 3 gives a detailed
description of the proposed scheme. Simulation results are
discussed in Section 4. The paper is concluded in Section 5.

2. System Model and Background

2.1. System Model. Consider that K number of SUs is trying
to access the PU spectrum in the interweaved mode. We
assume that both the PU and the SUs are based on the
NC-OFDM. Consider the spectrum band is divided into S
subcarriers out of which Sd subcarriers are allocated to the
dth SU, such that Sd ≤ S. These subcarriers are modulated
with binary phase-shift keying (BPSK) or quadrature
phase-shift keying (QPSK). The baseband NC-OFDM signal
for the dth SU in one symbol time-domain duration is

xd tð Þ = 〠
Sd−1

n=r
pn,de

j2πf nt I tð Þ, ð1Þ

where xdðtÞ is the NC-OFDM signal of the dth SU, pn,d are

the data modulated symbol of the dth SU on the nth subcar-
rier, r is any arbitrary subcarrier, f n define the subcarrier fre-
quencies, and IðtÞ is a rectangular function [32] that can be
defined as

I tð Þ =
1, Tgu ≤ t ≤ Ts,
0, otherwise,

(
ð2Þ

where Tgu and Ts are the guard interval length and symbol
duration, respectively. The Fourier transform of (1) is
given as
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Xd fð Þ = 〠
Sd−1

n=r
pn,s sinc π f − f nð ÞT ′

� �
, ð3Þ

where sinc ðxÞ = sin ðπxÞ/πx is the sinc function with sym-
bol duration T ′ = Ts + Tgu. The sidelobe power in the fre-

quency domain decays as a function 1/f 2Sd in Figure 1 that
results in extreme interference to the PU transmission.

2.2. Generalized Sidelobe Canceler (GSC). The input NC-
OFDM signal passes through both the upper and the lower
portions of the GSC in Figure 2. The upper portion com-
prises of quiescent weight vector wq constructed by several
constraints, to maintain the desired segment of the signal,
termed fixed beamformer (FBF), while the lower portion
comprises a blocking matrix B and an adaptive weight vector
wa. The blocking matrix blocks desired segment of the signal
and preserves the undesired segment of the signal as in
Figure 1.

The adaptive weight vector wa then adjusts the weights
of the undesired segments that result in the sidelobe reduc-
tion when the signals from the upper and the lower portions
are subtracted.

To evaluate the expression for wa, B, and wq, the NC-
OFDM in (3) and Figure 1 is first one sampled into equally
spaced C values and collected in vector v =
½v1 v2 ⋯ vC�T , where each sample element represents
NC-OFDM signal magnitude. This is made with an assump-
tion that all NC-OFDM samples are uncorrelated, which are
next passed through the GSC to get the output as

Y = wHv, ð4Þ

where w = ½w1w2 ⋯wC�T is a vector with the size ðC × 1Þ,
where H denotes Hermitian. The weight vector wH is deter-
mined using LCMV [33] that minimizes the output power
using multiple linear constraints. The optimization problem
of the LCMV is formulated as

min
w

 wHRvw

s:t wH J = gH ,
ð5Þ

where Rv = E½v vH � = σ2I represents a correlation matrix,
with C × C dimension, and g = 1 1 ⋯ 1½ �T is a gain vec-
tor with dimension N × 1 consisting of desired gain associated
with each steering vector. Similarly, I represents an identity
matrix with C × C dimension, σ2 denotes the variance, and J
shows the constraint matrix with the size C ×N.

After solving (5) using Lagrange’s multipliers, we get

l =wHRvw + wH J − gH
À Á

λ + λH JHw − g
À Á

, ð6Þ

∂
∂wH

wHRvw +wH Jλ − gHλ + λH JHw − λHg
� �

= 0, ð7Þ

w = −R−1
v Jλ, ð8Þ

where λ is the Lagrange multiplier, ð∂/∂wHÞðwÞ = 0 and ð∂
/∂wHÞðwHÞ = 1. Put (8) into the constraint equation wH J =
gH , we get

−λH JHR−1
v J = gH : ð9Þ

For solving λ, substitute (9) into (8)

wH = gH JHR−1
v J

À Á−1JHR−1
v : ð10Þ

The N steering vectors of J matrix are specified as

J = s1 s2 ⋯ sN½ �, ð11Þ

where N is the overall frequency in the desired portion of the
signal, as in Figure 1. Similarly, si = s1 s2 ⋯ sC½ �T is the
ith steering vector that consists of C samples in the ith spec-
trum bearing C × 1 dimensions.

The employment of LCMV is to split a field with C × C
dimension into the constraint subfield well-defined by the
columns of J ðC ×NÞ the matrix and an orthogonal subfield
denoted as B having dimension C × ðC −NÞ

JHB =O, ð12Þ

where O represents a null matrix with dimension N × ðC −
NÞ and B symbolizes a blocking matrix that blocks the
desired portion of the NC-OFDM signal.

The B can be determined through singular value
decomposition or QR factorization [34]. It is constructed,
by first finding Po = I − Pc with Pc and Po representing
matrix projection onto the constraint and orthogonal sub-
fields with C × C dimension, formerly orthonormalizingPo
and choosing the firstðC −NÞcolumns of the orthonorma-
lized matrix to construct a blocking matrixB, having the
property [33].

BHB = I: ð13Þ
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Figure 1: OFDM symbol with high sidelobes.
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The quiescent weight vector wH
q of the GSC is deter-

mined as

wH
q = gH JH J

Â Ã−1JH : ð14Þ

Similarly, the optimal value of the adaptive weight vec-
tor is achieved as

wH
a optð Þ =wH

q RvB BHRvB
À Á−1

: ð15Þ

Hence, the GSC outcomes in (4) yield

Y = wq − Bwa

À ÁHv: ð16Þ

Similarly, the output power of GSC is as

P = wq − Bwa

À ÁHRv wq − Bwa

À Á
: ð17Þ

The block diagram of GSC with its components is
shown in Figure 2.

3. Proposed Sidelobe Cancelation Method

In this section, we present DE-GSC1 and DE-GSC2 as the
proposed schemes for sidelobe reduction. The proposed
schemes are the modified versions of the conventional GSC
that will result in the reduction of sidelobes. In this paper,
the optimization portion of GSC, i.e., the adaptive weight
vector, is carried out using the DE algorithm.

3.1. Differential Evolution Based Weighting Method. In the
proposed DE-GSC1 scheme, all elements of the adaptive
weight vector wa are optimized using DE. The elements of
the adaptive weight vector are selected from both ends of
the OFDM sidelobe. To optimize the performance of the
proposed DE-GSC 1, the entire vector element from each
sidelobe is considered for the reduction of OOB radiation,
while in the DE-GSC2 some of the adaptive weight vector
elements with high OOB radiation magnitudes near the
main OFDM symbol in Figure 1 are determined using the
DE algorithm. A total of eight sample elements from each
sidelobe are collected for optimization in the DE-GSC2.
These weights are the maximum and minimum weights
from the sidelobes. The other elements of the adaptive

weight vector in the DE-GSC2 are determined using the
sidelobe decaying formula. The main steps involved in the
DE algorithm to solve the given problem are discussed as
follows.

3.1.1. Step 1: Initialize Population. In the first step, the
weight vectors to suppress the OOB radiations of the NC-
OFDM symbol are initialized randomly with Np population
members (candidate solutions) consisting of D total dimen-
sions.

uGi,j = h + randj hj − l j
À Á

, i = 1, 2,⋯,Np, j = 1, 2,⋯,D:
ð18Þ

The vector uGi,j in (18) is the target vector, randj is a uni-
formly distributed random number between (0,1), hj and l j
are the upper and lower bound limits of the jth decision
parameter, respectively. Here, the dimension D is identical
to the total number of elements in the adaptive weight vec-
tor. The fitness of each of these target vectors is determined
in the form of sidelobe suppression, and the vector with
minimum OOB radiations is selected.

3.1.2. Step 2: Mutation. For each weight vector in the given
population, three dissimilar random numbers b1, b2, and
b3 are generated such that they are different from the run-
ning index as well. Now, the initial population in (18) and
the random numbers b1, b2, and b3 are used to form a new
population. The mutation results in the mutant or the donor
vector as

mG+1
i = uGb1 + F uGb2 − uGb3

À Á
, i = 1, 2, 3⋯ ,Np, b1 ≠ b2 ≠ b3 ≠ i:

ð19Þ

Here,mG+1
i is the mutant or mutation vector. The scaling

factor F is the tuning parameter and is problem-dependent.
It is carefully selected keeping the value of the decision
parameter between l j and hj to finalize optimum weight vec-
tor with minimum sidelobe power. The scaling factor F is
selected as 0.2 in the proposed schemes for better sidelobe
suppression results. The difference employed in the muta-
tion process in (19) forms the given algorithm as DE.

+
v

–

+
wq

B wa

YYc

Yb

(C−N) × 1

(a)

GSC
Yv

(b)

Figure 2: Generalized sidelobe canceller (GSC): (a) block diagram of GSC; (b) equivalent block diagram of GSC.
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3.1.3. Step 3: Crossover. The crossover is performed between
donor and target vectors. The resultant crossover is formed
as follows:

zG+1i,j =
mG+1

i,j ,  rand jð Þ ≤ ξ or j = randn ið Þ,
uGi,j,  rand jð Þ > ξ or j ≠ randn ið Þ,

8<
: ð20Þ

where rand ðjÞ ∈ ½0, 1� is the uniformly distributed random
number, while j is the element number of the candidate
solution; i.e., j ∈ 1, 2,⋯,D and -randnðiÞ is an integer, ran-
domly selected from 1 to D. Similarly, zG+1i,j is the trial vector,
and ξ is the cross-over rate selected (0.9).

3.1.4. Step 4: Selection. In this step, a comparison is made
between the trial vector zG+1i,j and target vector uGi in terms
of its fitness. The weight vector with an improved fitness
function that shows better sidelobe reduction is selected for
the next generation as

uG+1i =
zG+1i , f zG+1i

À Á
< f uGi

À Á
uGi , f zG+1i

À Á
≥ f uGi

À Á
( )

: ð21Þ

The vector uG+1i is an offspring for the next generation.
As the objective of the proposed work is to reduce sidelobe
power, hence, it is considered a minimization problem.
The sidelobe weights are optimized with DE after several
iterations and subtracted from the original weight resulting
in the sidelobes suppression as follows:

f = us − uj j: ð22Þ

In (22), us is the sidelobe original weights and u consists
of the optimized weight vector using the DE algorithm. The
block diagram of the DE-GSC is shown in Figure 3.

A pseudocode of the proposed algorithm that deter-
mines the adaptive weight vector of the GSC for reducing
sidelobe power due to the SUs transmission is as follows:

4. Numerical Results and Discussions

The simulation results are drawn to compare the perfor-
mance of the proposed and existing schemes in sidelobe
concealments of the NC-OFDM symbol. This section dis-
cusses five different cases, i.e., one spectral hole, multiple
spectral holes, SUs with equal bandwidth distribution, PUs
with equal bandwidth distribution, and PUs and SUs with
unequal bandwidth distribution as in Table 1. The DE algo-
rithm performance is analyzed with a population size of 100
with a total of 800 iterations and random selection of the
base vector. The scaling factor is tuned at 0.2 for local min-
imum. The crossover rate is binomial and fixed as 0.9. The
total number of cancellation carriers in the CC technique

+
v Quiescent weight

 vector wq

Blocking Matrix B 
Adaptive weight vector
wa Optimized using DE 

Y

Yc

Yb

(C−N) × 1

+

–

Figure 3: Proposed DE-GSC.

(1) Start Differential Evolution
(2) t = 1
(3) Initialize-populationut = futi , i = 1, 2, 3⋯ , Ng ;
(4) While conditions are not satisfied
(5) For i=1 to N do
(6) Randomly select b1, b2, b3 ∈ 1, 2,⋯N ;
(7) Randomly select δi ∈ 1,⋯, n ; .
(8) For j = 1 to n
(9) mt+1

i, j = utb1 + Fðutb2 − utb3Þ
(10) b1 ≠ b2 ≠ b3 ≠ i
(11) If rand ðjÞ > ξ or j ≠ randnðiÞ
(12) z t+1i,j =mt+1

i,j
(13) Else
(14) zt+1i,j = uti,j
(15) End if
(16) End For
(17) If f ðz t+1i Þ < f ðutiÞ
(18) ut+1i = zt+1i
(19) Else
(20) ut+1i = uti
(21) End if
(22) End For
(23) t = t + 1
(24) End While
(25) End Differential Evolution

Pseudocode 1
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is 2. Simulation results of the proposed DE-GSC1 and DE-
GSC2 along with simple GSC, Brandes-CCs, GA-CCs, and
DE-CCs are shown in the form of normalized power spectral
density (PSD) in Figures 4–8.

4.1. Case 1: Single White Space and Two Equal PU Bands. In
the first case, three subbands are considered with single
whitespace available for the SUs. In Figure 4, regions (i)
and (iii) are available for the PU, whereas region (ii) is occu-
pied by the SUs dynamically. A total of 16 subcarriers is con-
sidered in this case that is further modulated with the BPSK
modulation. The PSD of the NC-OFDM signal on all its sub-
carriers is normalized to 1. The results are compared with
some existing techniques such as (1) CCs on NC-OFDM sig-
nal for clampdown of sidelobes [17], (2) optimized CCs
using DE algorithm with GA [9], and (3) sidelobe suppres-
sion using simple GSC in [22]. Figure 4 shows that the pro-
posed DE-GSC1 and DE-GSC2 can effectively reduce

unwanted sidelobes in PU regions (i) and (iii) as compared
with the original signal, simple GSC, Brandes-CC, DE-CC,
and GA-CC techniques.

A comparison of the proposed and other schemes is fur-
ther elaborated in Table 2, which reveals the sidelobes’
power in the PU regions. The results in Figure 4 and
Table 2 show that the original signal has a sidelobe power
of -28 dB and -27 dB in regions (i) and (iii). It is clear from
Table 2 that the GSC scheme reduces sidelobes’ power in
both regions to -131dB and -132dB. Similarly, the
Brandes-CC results show a reduction in the sidelobes’ power
in regions (i) and (iii) to -48 dB each. Sidelobe power in the
GA-CCs is lowered to -56 dB in region (i) and -55 dB in
region (iii), while the DE-CCs further reduce that to -64 dB
in region (i) and -66 dB in region (iii). The sidelobe power
minimization ability is almost similar to the traditional
Brandes-CCs, GA-CCs, and DE-CCs in regions (i) and
(iii). A significant reduction in the sidelobes’ power is

Table 1: Simulation parameters.

Parameter
Case
1

Case 2 Case 3 Case 4 Case 5

Hole availability One
Four holes with equal SU

and PU regions
Four holes with equal

SUs regions
Four holes with equal

PU regions
Four holes with unequal PUs

and SUs regions

Population size 100 100 100 100 100

Iterations 800 800 800 800 800

Scaling factor 0.2 0.2 0.2 0.2 0.2

Subcarriers in each hole 16 16 16 35, 15, 40, 20 45, 20, 25, 30

Extra subcarriers in the
CC technique

2 2 2 2 2

i iiiii
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Figure 4: PSD of the original signal, simple GSC, DE-GSC2, DE-GSC1, Brandes-CCs, GA-CCs, and DE-CCs in case 1.
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observable when the proposed DE-GSC1 and DE-GSC2
schemes are practiced in the given scenario. The results
obtained by the proposed DE-GSC1 are -175 dB in region
(i) and -173 dB in region (iii). Similarly, the proposed DE-
GSC2 reduces sidelobes’ power to -153 dB in region (i) and
-155 dB in the region (iii). Hence, the proposed schemes
can reduce sidelobes’ powers significantly as compared with
simple GSC, DE-CC, GA-CC, and Brandes-CC techniques.

4.2. Case 2: Four Equal White Spaces and Five Equal PU
Bands. In this case, the spectrum is divided into multiple
subbands with four white spaces for the SUs and five PU

bands. The available bandwidth is distributed between
PUs and SUs, as follows: spaces (i), (iii), (v), (vii), and
(ix) are available for the PU, whereas regions (ii), (iv),
(vi), and (viii) are occupied by SUs. The total number of
subcarriers used by the SUs in case 2 is 16 which are
modulated using the BPSK modulation. Figure 5 shows
that the DE-GSC1 and DE-GSC2 considerably reduce the
sidelobe power in PU regions (i), (iii), (v), (vii), and (ix)
as compared with the simple GSC, DE-CC, GA-CC, and
Brandes-CC techniques.

Table 3 shows the numerical values of the resultant side-
lobes power in five PU regions (i), (iii), (v), (vii), and (ix).
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These results show that the original signal has an average
sidelobe power of -24.8 dB that is reduced by the Brandes-
CCs to an average of -48.8 dB. The average sidelobe results
of the GA-CCs and DE-CCs are -64.8db and -52.2 dB, while
the simple GSC average power is -134.6 dB. Similarly, the
proposed DE-GSC1 and DE-GSC2 schemes can reduce side-
lobe power to an average of -165.4 dB and -159.8 dB in these
regions.

4.3. Case 3: Four Equal White Spaces and Five Unequal PU
Bands. In the third case, the spectrum is divided into mul-

tiple subbands. The bandgap of PUs in this case is
unequal, i.e., regions (i), (iii), (v), (vii), and (ix), whereas
SU regions (ii), (iv), (vi), and (viii) are of equal bandwidth.
The total subcarriers utilized at the SUs, in this case, are
16. BPSK modulation is followed to modulate these sub-
carriers. In Figure 6 and Table 4, the comparison between
the proposed and existing schemes is shown. The results
obtained for the proposed DE-GSC1 and DE-GSC2 have
the lowest sidelobe power among all the other schemes
in the case of unequal spectrum regions (i), (iii), (v),
(vii), and (ix).
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Table 4 shows numerical results of the sidelobe powers
in case 3 for the proposed and other schemes. It is noticeable
that the proposed DE-GSC1 while reducing sidelobe power

is themost suitable scheme under unequal band gaps occupied
by the PU. It is clear from Table 4 that the original signal has
an average sidelobe power of -28.8 dB that is reduced by the
Brandes-CCs to an average of -42.8dB. The DE-CC and
GA-CC average suppression results are -52.6 dB and
-50.6 dB, while the simple GSC average suppression results
are -133.4dB. The DE-GSC1 and DE-GSC2 average suppres-
sion results in the PU regions are -177.8dB and -159.2dB.

4.4. Case 4: Four Unequal White Spaces and Five Equal PU
Bands. In this case, the SUs have unequal band gap distribu-
tion, while the PUs have an equal band gap distribution.
Here, regions (ii), (iv), (vi), and (viii) are occupied by SU
as illustrated in Figure 7, and regions (i), (iii), (v), (vii),
and (ix) are occupied by PUs. The total subcarriers used at
the SU’s regions are 35, 15, 40, and 20, respectively. The
results in Figure 7 show that the proposed DE-GSC1 and
DE-GSC2 efficiently reduce sidelobes’ powers in the PU
equal regions, i.e., (i), (iii), (v), (vii), and (ix).

The original signal in Table 5 has the average sidelobe
power of -25.2 dB that is reduced by the Brandes-CCs to
an average of -47.4 dB. The GA-CCs and DE-CCs can sup-
press more and reduce sidelobe power to an average result
of -53.8 dB and -64.2 dB. Similarly, the simple GSC suppres-
sion results are -136.2 dB, while the proposed DE-GSC1 and
DE-GSC2 schemes have -164.6 dB and -176.4 dB on average.

4.5. Case 5: Four Unequal White Spaces and Five Unequal
PU Bands. A multiple subband with unequal SUs and PUs
bandgap allocation is discussed in case 5. Unequal bandgap
regions (ii), (iv), (vi), and (viii) are allotted to the SUs. How-
ever, regions (i), (iii), (v), (vii), and (ix) are occupied by the
PUs. The total numbers of subcarriers at the SUs are 45, 20,
25, and 30, respectively.

Figure 8 shows that the proposed DE-GSC1 and DE-
GSC2 have better sidelobe reduction as compared with the
simple GSC, Brandes-CCs, GA-CCs, and DE-CCs. The
numerical results of the sidelobe power are shown in
Table 6. It is clear from the results that the original signal aver-
age sidelobe power is -25dB which is reduced by the Brandes-
CCs to an average of -47.2dB. The GA-CC and DE-CC aver-
age suppression results are -50.6dB and -65.6dB. The simple
GSC results in better performance than the CC techniques
while achieving an average of -134dB. Both the proposed
DE-GSC1 and DE-GSC2 dominate the schemes with better
average suppression results of -175.6dB and -160.8dB.

Table 6: Sidelobe power in case 5.

Techniques
Sidelobe power in PU locations

i iii v vii ix

Original signal -24 dB -26 dB -23 dB -26 dB -26 dB

Simple GSC -136 dB -135 dB -136 dB -130 dB -133 dB

Brandes-CCs -48 dB -47 dB -45 dB -47 dB -49 dB

GA-CCs -52 dB -50 dB -51 dB -50 dB -50 dB

DE-CCs -66 dB -65 dB -67 dB -66 dB -64 dB

DE-GSC1 -179 dB -178 dB -176 dB -172 dB -173 dB

DE-GSC2 -160 dB -161 dB -162 dB -159 dB -162 dB

Table 2: Sidelobe power in case 1.

Techniques
Sidelobe power in PU locations

i iii

Original signal -28 dB -27 dB

Simple GSC -132 dB -131 dB

Brandes-CCs -48 dB -48 dB

GA-CCs -56 dB -55 dB

DE-CCs -64 dB -66 dB

DE-GSC1 -175 dB -173 dB

DE-GSC2 -153 dB -155 dB

Table 3: Sidelobe power in case 2.

Techniques
Sidelobe power in PU locations

i iii v vii ix

Original signal -26 dB -23 dB -23 dB -26 dB -26 dB

Simple GSC -130 dB -135 dB -136 dB -136 dB -136 dB

CC-Brandes -48 dB -49 dB -49 dB -49 dB -49 dB

CC-GA -56 dB -54 dB -51 dB -50 dB -50 dB

CC-DE -64 dB -65 dB -65 dB -65 dB -65 dB

DE-GSC1 -170 dB -168 dB -164 dB -162 dB -163 dB

DE-GSC2 -155 dB -165 dB -162 dB -155 dB -162 dB

Table 4: Sidelobe power in case 3.

Techniques
Sidelobe power in PU locations

i iii v vii ix

Original signal -32 dB -29 dB -28 dB -27 dB -28 dB

Simple GSC -130 dB -132 dB -134 dB -135 dB -136 dB

Brandes-CCs -40 dB -42 dB -43 dB -44 dB -45 dB

GA-CCs -50 dB -52 dB -51 dB -50 dB -50 dB

DE-CCs -51 dB -53 dB -52 dB -53 dB -54 dB

DE-GSC1 -180 dB -175 dB -178 dB -179 dB -177 dB

DE-GSC2 -160 dB -158 dB -161 dB -160 dB -157 dB

Table 5: Sidelobe power in case 4.

Techniques
Sidelobe power in PU locations

i iii v vii ix

Original signal -26 dB -25 dB -24 dB -25 dB -26 dB

Simple GSC -136 dB -137 dB -138 dB -133 dB -137 dB

Brandes-CCs -48 dB -48 dB -47 dB -46 dB -48 dB

GA-CCs -56 dB -54 dB -53B -53 dB -53 dB

DE-CCs -64 dB -65 dB -62 dB -64 dB -66 dB

DE-GSC1 -178 dB -177 dB -176 dB -175 dB -176 dB

DE-GSC2 -165 dB -163 dB -165 dB -166 dB -164 dB
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Hence, it can be concluded from the above comparison
that both the proposed DE-GSC1 and DE-GSC2 schemes
performed better than the simple GSC, GA-CCs, DE-CCs,
and Brandes-CCs in various scenarios and produce high
accuracy to reduce sidelobe power in the PU locations.

5. Conclusion

The use of the NC-OFDM scheme in the free spectral hole has
a sidelobe issue that results in interference in the legitimate PU
regions. In this paper, a sufficiently large number of sidelobe
sample points are taken into consideration for optimization
using the DE algorithm in the DE-GSC1. The DE algorithm
determines a suitable adaptive weight vector for the GSC that
results in efficient reduction of the sidelobes issues in the PU
region. However, the DE-GSC2 takes the initial sample points
in the sidelobe region near the main NC-OFDM signal and
determines the remaining points utilizing the sidelobes decay
function. The different cases discussed in the paper show supe-
riority of the proposed schemes to efficiently access the avail-
able spectrum holes without hindering the PU transmission.
The results confirmed a significant reduction in the sidelobe
interference by following the proposed scheme as compared
with the existing techniques.

As the GSC has been examined widely in radar and com-
munication systems where the desired signal needs to be
measured either in time or at the amplitude level, it is sug-
gested that a dual function radar and communication system
can be designed by controlling the main lobe for radar and
sidelobes for the communication systems employing the
DE-based GSC approach, presented in this paper.

In a future work, we intend to reconfigure the adaptive
vector of the GSC while utilizing machine learning tech-
niques aiming to improve interference suppression. Further-
more, time and computational complexity analysis will be
carried out to compare with existing interference minimiza-
tion schemes such as optimization-based CCs and GSC.
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Aiming at the problem of serious secondary pollution caused by improper control strategy in the waste incineration process, this
paper proposes an intelligent optimization control strategy for secondary pollution of flue gas in municipal solid waste
incineration. Firstly, the control difficulties of waste incineration and cybernetic characteristics of combustion process in
incinerators are analyzed, and the basic algorithm based on human simulated intelligent control is proposed accordingly. Then,
genetic algorithm is used to improve particle swarm algorithm and search ability in wide space, which can avoid the premature
phenomenon of local optimum. Finally, improved particle swarm algorithm is utilized to optimize the parameters in human
simulated intelligent control algorithm to realize intelligent optimization control in the waste incineration process. Based on
MATLAB simulation platform, experimental results show that when delay parameters and time constant change significantly,
there are large disturbances, and the process response of proposed strategy is fast and stable, which is superior to other
comparison strategies.

1. Introduction

With the rapid development of domestic economy and
acceleration of urbanization process, the municipal waste
disposal problem has become more and more prominent.
At present, the main waste disposal methods include landfill,
composting, and incineration for power generation
(Figure 1). Among them, landfill disposal not only causes
serious environmental pollution but also occupies lot of land
and wastes lot of resources. Composting treatment is difficult
to deal with the current complicated types of domestic waste
and high cost [1, 2]. Waste incineration power generation
treatment has received great attention from government
agencies and scientific researchers because of its advantages
of resource utilization, reduction, and harmlessness [3].

However, due to the inadequate level of waste classification
and treatment at present, the calorific value of waste is generally
low, and dioxins cannot be effectively decomposed. Its direct
pollution reaches a range of 5km, which makes waste inciner-
ation environmental protection projects often turn into
pollution-intensive emission projects [4]. Dioxins belong to

chlorinated ring triaromatic compounds, which are very stable,
difficult to decompose, and first-class carcinogens with toxic
strength. Once the human body is contaminated by dioxins,
it cannot be degraded or discharged in the body. It can cause
major damage to the immune and reproductive functions of
human body, causing large-scale deformities, cancer, and other
diseases. Thus, the ecological pollution hazards of dioxin in
developed countries have received considerable attention [5].

In view of the seriousness and universality for waste incin-
eration flue gas pollution, many scientific researchers have
explored the waste incineration pollution control frommulti-
ple angles. In particular, it is aimed at avoiding the dioxin sec-
ondary pollution problem caused by improper control of
combustion flue gas temperature. However, there are still
some shortcomings in terms of control strategies [6, 7],
among which the commonly used forms of waste incinerators
are shown in Figure 2. However, the flue gas treatment link,
that is, the treatment and control strategy of devices in dashed
box in Figure 2 on the harmful gas, needs to be improved.

In order to improve the intelligent control during incin-
eration of domestic waste, it is necessary to develop a set of
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simulators. For now, the simulators of large thermal power
plants have been widely promoted and applied in major
power stations and universities. However, there are few sim-
ulators for waste incineration power plants [8]. This is
mainly because the domestically operated incinerators and
other key equipment still rely on foreign imports. Many of
the corresponding supporting control systems have prob-
lems with the transfer and use of patented technologies [9,
10]. Therefore, it is of great significance to study the simula-
tion and its control system of waste incineration power
plants. Besides, it is necessary to conduct an in-depth study
on the secondary pollution control caused by waste inciner-
ation from the perspective of control engineering.

Aiming at the secondary pollution problem caused by
improper control in the waste incineration process, this paper
proposes an intelligent optimization control strategy for
secondary pollution of flue gas inmunicipal solid waste incin-
eration. The main innovations are summarized as follows:

(1) Because the traditional control strategy cannot
match the characteristics of incineration rate control
theory, a human simulated intelligent control algo-
rithm is proposed to achieve the optimal control of
flue gas temperature in the waste incineration

(2) In order to solve the problems of low search accu-
racy, premature convergence, and low later iteration
efficiency of particle swarm algorithm, the proposed
strategy adopts genetic algorithm to improve particle
swarm algorithm. The genetic crossover operator is
used to increase the diversity of particles and
improve search ability in a wide range of spaces

2. Materials and Methods

The waste incineration technology originated from abroad
and has been quite perfect after more than 100 years of
development. It already has some advanced technologies
and methods, such as expert system real-time control, fuzzy
control, neural network control, and simulation intelligent
control [11, 12]. Among them, the conventional Propor-
tional Integral Derivative (PID) controller has been able to
meet the requirements of on-site operation, but the control

optimization problem for secondary pollution is less
involved [13, 14]. Reference [15] studied the difficult control
and disposal problem of residues for fly ash purification
from domestic waste incineration, such as vitrified materials,
and tested factors affecting the alteration rate. Reference [16]
developed a new melting system on the basis of discussing
operating conditions of ash slag melting furnace for munic-
ipal solid waste incinerator to solve the problem in the ash
treatment of municipal solid waste incinerator. However,
the dependence on external control factors such as tempera-
ture was relatively large. Reference [17] proposed a heat
treatment method for solid domestic waste (SDW) to meet
the conditions of SDW incineration and flue gas purifica-
tion. However, the types of domestic garbage were compli-
cated, and their universality was not good. Reference [18]
proposed a method for the treatment of domestic garbage
on the island, which uses diesel engine flue gas to dry garbage
and shells to purify the gas generated by garbage incineration.
This method can effectively reduce the energy consumption
and pollution degree of waste incineration but did not
consider the secondary pollution problem in the flue gas.

At the same time, there are many systematic discussions
on waste incineration. Reference [19] focused on the
production mechanism and preventive measures of major
secondary pollutants such as dioxins, heavy metal elements,
and oxidizing oxides produced by incineration of domestic
waste. However, the specific implementation methods were
not studied and only remain at the theoretical level. Refer-
ence [20] combined the characteristics of domestic waste,
people’s environmental awareness, willingness to pay, and
its influencing factors and proposed a differentiated treat-
ment plan for urban and rural domestic waste. Reference
[21] analyzed the changes in operating parameters of
domestic waste incinerator after cofiring of medical waste
and the impact of the system on operating conditions,
equipment life, and production costs by comparing operat-
ing data before and after the domestic waste incineration
power plant. But it lacked the optimization research of cor-
responding control strategy. Reference [22] deeply studied
the generation, treatment, and impact range of municipal
solid waste and did not conduct a feasibility analysis of the
waste treatment method.

In addition, in order to better grasp the combustion of
garbage in incinerator, some scholars use numerical simula-
tion to simulate the movement and combustion of garbage
in incinerator to improve theoretical support for control sys-
tem optimization [23, 24]. But overall, the treatment effect on
secondary pollution caused by municipal solid waste inciner-
ation is not good. The control strategy needs to be improved.

3. Combustion Stability Control and HSIC
Control Algorithm

3.1. Control Difficulties of the Incineration Process. The con-
trol difficulty in the incineration process is mainly reflected
in the uncertainty for calorific value of waste. The calorific
value of waste as a raw material for incineration process will
vary depending on specific conditions of the city, as well as
with changes in the climate, residents, and waste collection

Figure 1: Municipal solid waste incineration.
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conditions. Thus, the calorific value of municipal solid waste
is extremely unstable. At the same time, the waste incinera-
tor will also experience changes in the thermal characteris-
tics of incinerator due to long-term equipment operation,
overhaul, and transformation, such as difficulty in ignition,
incomplete combustion, slagging in the furnace, corrosion,
and increased secondary pollution. The effect of waste incin-
eration, the control of pollutant generation, and economics
of treatment are difficult to reach expectations [25].

The traditional control strategy is difficult to accurately
grasp the characteristics of incinerator object, because the
combustion process in incinerator is a very complex physical
and chemical process. The incinerator itself is a strongly
coupled multi-input, multioutput, nonlinear system, and it
is difficult to establish an accurate mathematical model and
implement paradigm quantitative control. Because its safe
operation is closely related to the stability of combustion
process, once the combustion stability declines, it will lead
to increased incomplete combustion, reduced combustion
efficiency, increased emissions of incineration pollutants,
secondary pollution, and increased high-temperature corro-
sion. Therefore, it has a serious impact on the safety and
economy of incinerator. The abovementioned are the
control difficulties in the incineration process.

3.2. Cybernetic Characteristics of the Incineration Process.
The reason why the incineration process is difficult to accu-
rately control is that the selected control strategy does not
match the cybernetic characteristics of waste incinerator
combustion process. Starting from the analysis of control
difficulties, it is not difficult to summarize the cybernetic
characteristics of combustion process:

(1) The composition of waste is complex and change-
able, and there are many factors that affect combus-
tion. The calorific value of waste as a combustion
raw material has great uncertainty. For uncertain

processes, it is difficult to implement effective control
using mathematical modeling methods

(2) The incinerator is a complex object with a high degree
of nonlinearity. Although there are many existing
nonlinear control methods, they are not suitable for
application in incinerator control engineering due to
the excessive complexity of the control methods

(3) The problem of semistructured and unstructured in
combustion process control of incinerator is promi-
nent. It is difficult to describe the semistructured
and unstructured processes using quantitative math-
ematical methods. Since traditional control belongs
to the category of quantitative control, traditional
control cannot do anything about the unknown,
time-varying, and randomness of semistructured
and unstructured process parameters, as well as the
unknown and time-varying process delays

(4) In the complex combustion process, each combus-
tion element restricts each other and is highly
coupled. It is impossible for traditional control to
decouple and implement control

(5) The external environment of incineration process is
harsh, and industrial interference is serious. Tradi-
tional control does not have the ability to resist
strong industrial interference

In short, the cybernetic characteristics of combustion
process are mainly manifested as follows: the uncertainty
for calorific value of waste; the randomness, unknown, and
time-varying nature of other parameters process; the correla-
tion and nonlinearity between process variables; the thermal
inertia and process; the unknown and time-varying nature of
time lag; and the unknown, diversity, and randomness of
external interference. For the abovementioned cybernetic
characteristics, it is impossible to use traditional control
strategies to match its cybernetic characteristics. Therefore,
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Figure 2: Principle and structure of typical incinerators.
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the control strategy and control algorithm that match its
process characteristics must be adopted.

3.3. HSIC Control Algorithm. The control process model of
Human Simulated Intelligent Controller (HSIC) is shown
in Figure 3. In the figure, rðtÞ and yðtÞ are the input and out-
put of control process, respectively. eðtÞ and GðtÞ are error
and controller output, respectively.

ê is the error rate of change, and the error phase plane is
shown in Figure 4, which reflects the law of error change.
When e ⋅ ê > 0 or e = 0 and ê ≠ 0, the absolute value function
AbsðeÞ shows an increasing trend; when e ⋅ ê < 0 or ê = 0,
AbsðeÞ shows a decreasing trend and eventually tends to zero.

The above results show that when e = 0 and ê ≠ 0 or e ⋅ ê
> 0, the control should select the “proportional” mode; when
ê = 0 or e ⋅ ê < 0, the control should select the “hold” mode.

Summarizing the above two basic control modes, the
basic control algorithm is as follows:

G =
Kp ⋅ e + κ ⋅ Kp ⋅ 〠

n−1

i=1
eimax, e ⋅ ê > 0 ∪ e = 0, ê ≠ 0,

κ ⋅ Kp ⋅ 〠
n−1

i=1
eimax, e ⋅ ê < 0 ∪ ê = 0, e ≠ 0,

8>>>><
>>>>:

ð1Þ

where eimax and ê, respectively, represent the i peak value of
the maximum error and error rate of change; G is the
controller output; κ is the suppression coefficient; Kp is the
proportional coefficient.

The HSIC algorithm is characterized in that different con-
trol modes are adopted for different positions of error charac-
teristic in the error phase plane. The simplest case is to realize
the control of controlled process with open and closed loop
alternate control [26, 27]. For complex processes, the opera-
tor’s control skills, skills and wisdom, expert knowledge, and
practical experience can be incorporated into the control algo-
rithm. With the help of production rules in artificial intelli-
gence, an HSIC control algorithm that matches the
characteristics of process cybernetics is constructed [28]. In
the error phase plane, if vertical coordinate ê is divided into
Ê1 and Ê2 according to the characteristic threshold for the
error rate of change, Ê2 ≥ Ê1. Divide the abscissa e into E1,
E2, E3, E2 ≥ E1, and E3 ≥ E2 according to the error characteris-
tic threshold. Then, the error phase plane can be divided into
multiple different control areas, so as to obtain HSIC control
algorithm that is more suitable for the error characteristic
mode of each area, which is expressed as follows:

g = sgn eð Þ ⋅G, ej j ≥ E1,
g = KP1 ⋅ e + KD1 ⋅ ê, ej j < E1 ∩ ej j ≥ E2,
g = KP2 ⋅ e + KD2 ⋅ ê, ej j < E2 ∩ êj j ≥ Ê1,
g = KP3 ⋅ e + KD3 ⋅ ê, ej j < E2 ∩ êj j < Ê1 ∩ ej j > E3 ∩ êj j > Ê2,
g = gn−1, ej j ≤ E3 ∩ êj j < Ê2,

8>>>>>>>><
>>>>>>>>:

ð2Þ

where E1, E2, E3, Ê1, and Ê2 are the different characteristic
thresholds of process error and its rate of change, respectively.
The control parameters to be set are KP1, KD1,KP2, KD2, KP3,
andKD3, where gn−1 is the output value of the previous control
cycle of controller.

4. Intelligent Control Strategy Based on
Improved PSO Algorithm

4.1. Standard Particle Swarm Optimization Algorithm. The
particle swarm optimization algorithm is an optimization
algorithm based on iterative mode. It is a group of m parti-
cles flying at a certain speed in the D dimensional search
space. When each particle searches, it considers the best
historical point it has searched and the historical best point
of other particles in the group and changes its position on
this basis. The j particle of the particle swarm is composed
of 3 H dimensional vectors:

Current position

xj = xj1, xj2,⋯,xjH
� �

: ð3Þ

Best location in history

l j = l j1, l j2,⋯,l jH
� �

: ð4Þ

Speed

vj = vj1, vj2,⋯,vjH
� �

, ð5Þ

where j = 1, 2,⋯,m. Currently, location is regarded as a
coordinate describing a point in space. In each iteration of

HSIC controller 

Controlled process

‑

r (t)

y (t)

e (t)

G (t)

Figure 3: HSIC control process model.

ê

e

ˆe․e < 0

ˆe․e > 0

Figure 4: Error phase plane.
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algorithm, the current position xj is evaluated as the problem
solution. If the current position l j is better than the historical
optimal position, then the current position replaces the vector
l j. In addition, the best position found so far in the entire
particle swarm is recorded as the vector lb = ðlb1, lb2,⋯,lbHÞ.

For each particle, the change of its first dimension
(1 ≤ h ≤H) is as follows:

vjh = ω ⋅ vjh + c1 ⋅ rand ðÞ ⋅ l jh − xjh
� �

+ c2 ⋅ rand ðÞ ⋅ lbh − xjh
� �

,
xjh = xjh + vjh,

(

ω = ωmax −
t

tmax
ωmax − ωminð Þ,

ð6Þ

where ω is the inertia weight, ωmax and ωmin are the maxi-
mum and minimum inertia weights, tmax is the maximum
number of iterations to run, c1 and c2 are the learning
factors, and rand ðÞ is a random function with a value in
the range of [0,1]. The particle speed is limited to a range
½Vmax, Vmin�, that is, after the speed update formula is
executed, we get the following:

if vjh <Vmin then vjh = Vmin,
if vjh >Vmax then vjh =Vmax:

(
ð7Þ

4.2. Control Parameter Optimization. There are only κ, KP,
KD, and other control parameters in the above HSIC algo-
rithm. Parameter optimization is relatively simple, and
manual tuning can generally be used in engineering based
on control experience [29]. However, for multimodal control
algorithms, due to the numerous control parameters, it is dif-
ficult to tune the optimal control parameters using manual
methods. Therefore, it is necessary to study the method of
optimization and setting of control parameters [30].

It is due to the fast convergence speed of particle swarm
algorithm and the strong generality of algorithm. However,
there are also shortcomings such as low search accuracy,
premature convergence, and low later iteration efficiency

[31]. To this end, based on genetic ideas, an Improved Par-
ticle Swarm Optimization (IPSO) is proposed. The basic idea
is as follows: based on genetic algorithm (GA), it is easy to
perform cross-mutation operations and improve the search
ability in a wide space, so that the global optimal solution
can be efficiently searched. In the iterative process, IPSO
can increase diversity of particles with the help of genetic
crossover operations, thereby speeding up the convergence
speed of particles and avoiding the premature phenomenon
of local optimum. Moreover, the global and local search
capabilities are determined by the inertia weight ω. In order
to improve the convergence performance of original algo-
rithm, the inertia weight is realized by a nonlinear decreas-
ing method, and the inertia weight is selected as follows:

ωi = ω0
max − ω0

min
� �

⋅
ti

tmax

� �2
+ ω0

max − ω0
min

� �
⋅

2ti
tmax

� �
+ ω0

max,

ð8Þ

where ti is the current iteration algebra, respectively; since
the inertia weight is changing, ω0

max and ω0
min, respectively,

represent the maximum and minimum values of the initial
inertia weight. It can be seen that in the iteration, the inertia
weight coefficient appears to be nonlinearly decreasing. Thus,
a balanced global and local search capability can be obtained.

In summary, the pseudocode of IPSO algorithm is
shown in Algorithm 1.

5. Results

In the experiment, proposed control strategy is researched
based on MATLAB simulation platform. The parameter set-
tings of IPSO are as follows: ω0

max and ω0
min are 1.4 and 0.5,

respectively, the learning factor c1 = c2 = 1:1, the maximum
number of particle swarms is 100, and the maximum
number of iterations is 800.

5.1. Parameter Tuning. Compare the two control strategies
to determine the optimal strategy parameter settings. The
control parameters KP, KI , and KD of control strategy 1

Parameter meaning:
Initialize the particle swarm, including randomly generating m particles in space Rn; setting: search space dimension n, particle
swarm size m, learning factors c1 and c2, inertia weight coefficients ω0

max and ω0
min and the maximum number of iterations tmax.

The current number of iterations is 1, the coding method forms a population matrix and a particle velocity change matrix;
Begin
1. For t=0, t=t+1 Do
2. Update the inertia weight coefficient and calculate the fitness of each particle;
3. Genetic manipulation produces next-generation particles;
4. Update the individual extreme value of particle;
5. Update the global extremum of the population;
6. Generate new populations.
7. End
8. If the set conditions are met, the search will stop and results will be output
End

Algorithm 1: Pseudocode of IPSO algorithm.
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are 0.398, 0.002, and 3.240, respectively; the control parame-
ters KP1, KD1, KP2, KD2, KP3, and KD3 of control strategy 2
are 6.340, 8.854, -6.707, 0.148, 26.486, and 3.053, respectively.

The simulation process control uses unit step input.
Under the control of the two algorithms, the step response
is shown in Figure 5.

It can be seen from Figure 5 that the two control strate-
gies can make the intelligent optimization system of flue gas
in municipal solid waste incineration reach a stable state.
Among them, control strategy 1 has overshoot and oscilla-

tion, which is not desirable. On the contrary, control strategy
2 does not have overshoot and oscillation, has better control
quality, and is obviously more suitable for the application of
the treatment process of secondary pollution in the flue gas.

To investigate the influence of external disturbances on the
process, we can start from analyzing the anti-interference per-
formance of control strategy. Assuming that the two control
strategies both impose a disturbance pulse at t = 150 s, with
an amplitude of 0.5 and a width of 10 s, the response curve of
process is shown in Figure 6.
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Figure 5: Comparison of process response curve.
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Figure 6: Comparison of response under pulse interfering.
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As can be seen from Figure 6, the simulation response
curves of these two control strategies have overshoot. How-
ever, the overshoot and oscillation amplitude of control
strategy 1 is large, and the oscillation frequency is relatively
high. Obviously, the anti-interference performance of con-
trol strategy 2 is better. Considering the influence of process
internal parameter disturbance on the process, the robust-
ness analysis of control strategy can be carried out. If it is
robust, then control strategy 2 is preferable.

When the time constant changes from T = 75 s to
T = 160 s, the step response curve of process is shown
in Figure 7.

It can be seen from Figure 7 that the control strategy 1
obviously has a large overshoot, and the adjustment time
to reach a steady state is long. Control strategy 2 does not
produce overshoot, the process response is very stable, and
the control effect on process is obvious. Thus, control strat-
egy 2 exhibits strong robust performance.
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Figure 7: Comparison of process response at τ = 160 s.

0.0

4.2

0.6

1.2

1.8

2.4

3.0

3.6

0 300 600 900 1200 1500
Time (s)

Control strategy 1
Control strategy 2 

St
ep

 re
sp

on
se

Figure 8: Comparison of process response at τ = 160 s.
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The time delay parameter changes from τ = 20 to τ = 60,
and the process response curve is shown in Figure 8.

It can be seen from Figure 8 that the control strategy 1
produces a large overshoot and a strong oscillation. The
oscillation frequency is high, and the process cannot reach
the desired steady state at all. Therefore, it must not be used
for process control in this case. Control strategy 2 has no
overshoot, the process response is very stable, and the con-
trol effect on the process is obvious. Even when the delay
parameter is increased by 3 times, the control strategy 2 still

shows very strong robust performance and excellent control
quality. In control engineering, this is very valuable.

When an inertia link is added to the original process
model, when the process model becomes G1ðsÞ = 7:8125
e−20s/ð74s + 1Þð5s + 1Þ, the process response curve is shown
in Figure 9.

It can be seen from Figure 9 that the control strategy 2
has better control quality than the control strategy 1, the
process response is stable, the response rise time is fast, the
adjustment time is short, and the stable state can be reached
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Figure 9: Comparison of response adding an inertia node.
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Figure 10: Comparison results of step response curves.
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relatively quickly. Control strategy 1 produces severe over-
shoot and oscillation, which is undesirable.

5.2. Comparison with PID Control Algorithm. In order to
demonstrate the performance of proposed HSIC control
algorithm, it is compared and analyzed with PID control
algorithm. It can be determined that the three parameters
of PID control algorithm are KP = 0:398,KI = 0:002, and
KD = 3:240; the six parameters of HSIC control algorithm

are KP1 = 6:340, KD1 = 8:854, KP2 = −6:707, KD2 = 0:148,
KP3 = 26:486, and KD3 = 3:053. In the process, the step
response of these two algorithms is shown in Figure 10
under the action of a step excitation with an input ampli-
tude of 3.

It can be seen from Figure 10 that PID control algorithm
has overshoot and oscillation. However, the proposed HSIC
algorithm does not have oscillation and overshoot. Obvi-
ously, HSIC is better than PID control.
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Figure 11: Comparison results of response with time constant change.
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Figure 12: Comparison results of process response at τ = 50 s.
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Considering the perturbation of internal parameters pro-
cess, if the time constant changes from T = 75 s to T = 160 s
and the input amplitude is 3 step response in the process, the
process step response curves of these two algorithms are
shown in Figure 11.

It can be clearly seen from Figure 11 that PID control
algorithm takes a long time to reach a steady state and has
a large overshoot. The HSIC control algorithm process
response is very stable without overshooting, showing strong
robust performance.

When the time delay parameter changes from τ = 20 to
τ = 60, the process step response curves of these two algo-
rithms are shown in Figure 12 under the action of a step
excitation with an input amplitude of 3 in the process.

It can be seen from Figure 12 that the process step
response curve of PID control algorithm produces a large
overshoot and a strong oscillation with a high oscillation fre-
quency. It is impossible to control to a stable desired state.
The HSIC control process responds very smoothly, and there
is no overshoot. The response curve shows that even when the
time delay parameter is increased by 3 times, HSIC control still
shows strong robustness and excellent control quality.

6. Conclusion

Waste incineration is an ideal method for harmlessness,
reduction, and recycling of municipal solid waste, but the tem-
perature control of incineration process is extremely critical.
Existing strategies have poor control effects and are prone to
secondary pollution of flue gas. Therefore, this paper proposes
an intelligent optimization control strategy for secondary pol-
lution of flue gas in municipal solid waste incineration. HSIC
algorithm is proposed by combining the control difficulties
and cybernetic characteristics of waste incineration.Moreover,
IPSO is used to optimize the parameter settings in HSIC algo-
rithm to achieve optimal temperature control during the
incineration process and reduce the secondary pollution of
flue gas. Experimental demonstration based on MATLAB
simulation platform shows that the control performance of
proposed strategy is the best when KP1, KD1, KP2, KD2, KP3,
andKD3 of HSIC algorithm are set to 6.340, 8.854, -6.707,
0.148, 26.486, and 3.053, respectively. Besides, when the delay
parameters and time constant change greatly and there is a
large disturbance, the process response is fast and stable,
which is better than PID control strategy. Thus, it is feasible,
reasonable, and usable to use the optimized HSIC algorithm
for temperature control in the incineration process.

Domestic awareness and systems regarding waste sorting
and disposal are not perfect, and there are many types of
waste, which will result in low-quality waste that can be used
for incineration. In the next study, a control strategy will be
designed for different types of waste to achieve intelligent
temperature control, so as to achieve high-quality incineration
of waste and ensure that it will not cause secondary pollution.
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The efficient and secure data sharing mechanism can support the microgrid to achieve more accurate business control, while the
current data processing methods have the problems of large computing overhead and low data sharing security. Aiming at the
current problems, this paper proposes a microgrid data sharing method based on blockchain technology based on the
processing mode of cloud-edge-terminal architecture. Firstly, the elliptic curve encryption algorithm is used on the edge side to
encrypt the data collected by the terminal equipment reliably, so as to improve the security and efficiency of microgrid key
management. Then, in the cloud, the Reputation-Evaluation Practical Byzantine Fault Tolerant mechanism (REPBFT) based
on smart contract and reputation evaluation can effectively manage the data sharing of edge computing devices, avoid the
waste of network computing resources, and further improve the efficiency of microgrid data sharing. The simulation results
show that when the number of edge devices reaches 25, the calculation and communication overhead of the proposed method
are 63.46ms and 2.66KB, respectively, and when the processing data reaches 1024KB, the security of the microgrid system is
still 95%, which can realize safe and reliable data sharing and interaction, and can stably support the optimal operation of the
microgrid.

1. Introduction

Microgrid aims to promote the consumption of renewable
energy and realize multisource power supply for load [1,
2]. Since most distributed generators are closer to the load
side, their power supply flexibility and efficiency will be
greatly improved, making the power grid operation more
efficient and rich [3].

In order to maximize the advantages of renewable
energy, the energy interaction between microgrids has devel-
oped into a popular method [4]. However, the effectiveness
of energy interaction between microgrids largely depends
on the authenticity of power generation and consumption
information, as well as the efficiency and security of energy
transactions [5]. Therefore, it is of great significance to study
the efficient and secure data processing between microgrids.

The traditional microgrid adopts centralized operation
mode and symmetric encryption algorithm to realize data
management and credibility operation, but the data has the

risk of being copied and leaked by third-party institutions
[6]. In addition, the symmetric encryption algorithm will
consume a lot of computing memory in the process of key
operation, which is difficult to achieve efficient and reliable
data sharing.

The development of blockchain provides a new idea for
efficient and reliable interaction of microgrid data [7, 8].
The blockchain generates data into blocks according to the
sequence of data time scales and adopts cryptography to
ensure that the data cannot be tampered with, so as to realize
the security management of massive data [9]. However, it
should be pointed out that although the traditional block-
chain data processing method can improve the security of
data storage to a certain extent, there are few corresponding
studies on the efficiency of micro grid data sharing [10],
which cannot meet the requirements of safe and efficient
data sharing among micro grid groups.

Aiming at the current problems, this paper proposes a
microgrid data sharing method based on blockchain based
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on the cloud edge collaborative processing mode. The main
innovations of the article are as follows:

In order to meet the efficient and fast requirements of
microgrid data sharing, this paper uses the elliptic curve
encryption algorithm (ECC) to ensure the friendly interac-
tion between microgrid terminal equipment and edge com-
puting devices and improve the security of microgrid data
while alleviating the pressure of key management and reduc-
ing the system computing overhead.

The collaborative strategy of cloud side interaction is
adopted to realize the interoperability and convenience of
data sharing between edge computing devices based on
cloud smart contract, and Reputation-Evaluation Practical
Byzantine Fault Tolerant mechanism (REPBFT) is intro-
duced to complete data information evaluation, which can
improve the data processing efficiency of microgrid and
ensure the security and credibility of data sharing.

2. Related Research

Microgrid generally consists of distributed power sources
such as wind power and photovoltaic, energy storage system,
and micropower supply system composed of multicategory
loads [11]. Microgrid data has the characteristics of multi-
source heterogeneity and large quantity. The attribute char-
acteristics of different business data are different, including
structured data such as state, electrical, simulation and oper-
ation, and semistructured data related to the physical infor-
mation model [12].

For system controllability, the more reliable the collected
data is, the more stable the system operation is [13]. Micro-
grid system realizes the friendly interaction between source
network load and storage through interactive sharing of
multidimensional and multi service data and data analysis
and fusion based on big data and artificial intelligence algo-
rithms [14]. Therefore, safe and reliable microgrid data shar-
ing is particularly important for users’ high-quality power
supply and the safe and stable operation of the power grid.

At present, most of the power grid data management
adopts the traditional power grid centralized management.
Reference [15] proposed a cloud based energy management
system to realize microgrid data interaction to realize the
optimal operation of low-cost system, but the system may
be attacked and lead to data leakage, and the measures only
stay at the theoretical level. Reference [16] proposed a pri-
vacy protection multiauthority attribute-based smart grid
data sharing scheme. The essence of the scheme is central-
ized computing and processing mode, which has the prob-
lem of low encryption efficiency. Therefore, it can be seen
that the centralized data sharing interaction mode has been
difficult to support the optimal operation of microgrid.

As a popular technology in recent years, blockchain real-
izes the secure and trusted storage and processing of user
data sets by combining database consistency mechanism
and cryptography. Reference [17] constructs an encrypted
data storage and sharing architecture based on threshold
proxy reencryption and blockchain consensus algorithm to
meet a wide range of data access requirements. Reference
[18] integrates fair data delivery into the phased data deliv-

ery protocol in the blockchain consensus process, avoiding
third-party data processing and realizing safe data sharing.
At the same time, the immutable recording characteristics
of blockchain guarantee transactions also provide a new idea
for the safe processing of microgrid data [19, 20]. Reference
[21] uses blockchain to build a secure and transparent power
grid operation allocation model to resist malicious attacks
against microgrid; reference [22] realizes continuous moni-
toring and analysis of materials by integrating audit mecha-
nism and blockchain into the material management and
control system of electric power company; reference [23]
realizes data analysis of energy management system based
on blockchain and reinforcement learning, which can detect
improper energy use behavior and improve energy output
efficiency; reference [24] reduces the total cost of energy
consumption by implementing independent monitoring of
intelligent devices and power consumption billing through
smart contracts. However, the above reference only analyzes
the application security of blockchain in the power grid busi-
ness scenario, not from the perspective of data sharing secu-
rity and efficiency trade-off. There is also the problem of
uneven distribution of network computing resources, which
is difficult to support the stable and reliable operation of
microgrid.

To solve this problem, this paper introduces edge com-
puting technology and REPBFT mechanism into the micro-
grid data security sharing method to support accurate state
analysis and fast action execution of the microgrid system.

3. Proposed Method

3.1. Overall Architecture of Microgrid Data Security Sharing.
The overall architecture of microgrid data security sharing
adopts the data communication mode of cloud side cooper-
ation, as shown in Figure 1. In other words, the edge layer
realizes the effective collection of microgrid status data
through terminal device registration and data encryption
processing. At the same time, the edge layer data informa-
tion is aggregated and uploaded to the cloud, which shares
and accesses data based on smart contracts [25, 26].

3.1.1. Terminal Equipment Layer: Edge Layer. The edge com-
puting device gathers real-time power data collected by ter-
minal equipment such as smart meter, photovoltaic
inverter, energy storage converter and wind power inverter.
Through the method of “registration before encryption”,
secure and reliable data transmission between terminal
equipment layer and edge layer equipment is realized, the
credibility of information interaction between microgrid
equipment is guaranteed, and the storage and sharing of
multi-dimensional heterogeneous power data are realized.

3.1.2. Edge Layer: Cloud Layer. For the problem of “data
island” in the microgrid cloud control center, the cloud–
edge-terminal architecture mode and the data sharing and
access control model based on smart contract are adopted
to realize the stable data sharing between different edge com-
puting devices.
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3.2. Terminal Equipment Layer: Edge Layer Equipment Data
Acquisition and Encryption. In order to ensure the trusted
data interaction between microgrid devices, a trusted terminal
device registration mechanism needs to be designed between
edge computing devices and terminal devices. The asymmetric
encryption algorithm is introduced into the data transmission
at both ends to ensure the reliable and safe data collection.

The terminal equipment registration process is as
follows:

(1) The terminal device sends the public key and private
information of the terminal device, such as physical
address and identity information, to the edge com-
puting device

(2) After receiving the terminal device information and
checking it, the edge computing device encrypts the
public key of the terminal device with the private
key of the edge computing device to form a digital
signature sign and returns the sign to the terminal
device

(3) The terminal device uses its own public key and sign
to create an account. Other terminal devices can ver-
ify the authenticity of the sign with the public key of
the edge computing device, so as to ensure the
authenticity of the account

After the terminal equipment completes registration and
accesses the edge computing device, it enters the data acqui-
sition stage. At the same time, for security reasons, this
paper adds an encryption module for security authentication
to the intelligent terminal equipment and edge computing
device, realizes the security authentication mechanism
through hardware encryption, and encrypts and decrypts
the data, as shown in Figure 2.

In the traditional symmetric encryption algorithm, every
time a pair of terminal devices use the encryption algorithm,
they need to use the unique secret key that other terminals
do not know, so that the sending and receiving ends have

a large number of keys, resulting in large key management
overhead. The asymmetric encryption algorithm represented
by elliptic curve encryption algorithm (ECC) uses different
secret keys for encryption and decryption. One of the keys
is encrypted [27], and the other is used for decryption. Each
terminal device only needs to process a pair of keys, so as to
reduce the corresponding key management burden and
reduce the system computing overhead. The flow chart of
asymmetric encryption algorithm is shown in Figure 3.

In this paper, the ECC encryption algorithm is used to real-
ize data trusted processing. The encryption process is as follows:

(1) Determine the finite field Fp, which has and has only
p elements

(2) Terminal equipment a selects elliptic curve Epða, bÞ
in the finite field and takes a point on the elliptic
curve as the base point D

(3) The terminal device a randomly selects a prime
number between 1 ~ p − 1 as the private key k and
generates the public key K = kD according to the
addition rule

(4) Terminal equipment a transmits Epða, bÞ and points
K and D to terminal equipment B

(5) After receiving the information, terminal equipment
B encodes the plaintext to be transmitted to a point
H on Epða, bÞ and generates a random integer e
ð0 < e < 1Þ

(6) Terminal equipment B calculation points C1 =H +
eK , C2 = eD

(7) Terminal equipment B transmits C1 and C2 to termi-
nal equipment A

(8) After receiving the information, terminal device A
calculates C1 ~ kC2, determines point H, and then
decodes point H to obtain plaintext

Cloud control
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…
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device

Terminal
equipment

Terminal

Edge

Cloud

Block

Block
Block

Solar energy Wind power
Energy storage

station Smart meter
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User registration
Elliptic curve encryption algorithm
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Smart Convention

Figure 1: Microgrid data security sharing architecture.
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In this process, the attacker can only obtain Epða, bÞ, K ,
D, C1, and C2. It is very difficult to obtain k through K
and D or e through C2 and D. It is difficult to steal the plain-
text transmitted between terminal devices.

Figure 4 shows the encryption and decryption flow of the
elliptic curve algorithm.

3.3. Data Security Sharing. It can be seen from the above
analysis that the data of each downstream terminal device
is stored in the microgrid edge computing device. Further,
based on blockchain, this paper realizes the secure data shar-
ing of microgrid in the mode of cloud-edge-terminal
architecture.

Based on the cloud-edge-terminal architecture, the pro-
posed data security sharing scheme links the adjacent edge
computing devices into a private chain to realize the data
sharing of terminal devices. The method includes the follow-
ing entities: edge computing devices, terminal devices, pri-
vate chains, and smart contracts for cloud control centers.
As shown in Figure 5, the data security sharing scheme is
divided into two modules according to functions. The left
is the data sharing model, and the right is the blockchain.
The data sharing model supports the storage of the block-
chain, and the blockchain supports the security protection
of the data sharing model. The microgrid user transmits

the storage request to the edge computing device through
the terminal device, and the process is recorded in the
blockchain.

In this paper, offchain storage is used, only the user
name, user address, and recorded information are stored in
the block, the collected original microgrid data is stored in
the storage node of the edge computing device, and the
ECC algorithm described above is used to encrypt the data.

The steps of data sharing are as follows:

(1) Register edge computing devices and terminal
devices, and the system does not allow unregistered
edge computing devices and terminal devices to join
data sharing

(2) The registered terminal device initiates a data storage
request to the edge computing device and uploads its
own data to the edge computing device through the
encryption mechanism proposed above

(3) The edge computing device 1 publishes the data to
the smart contract through the private chain on

Terminal equipment Edge device

Acquisition
application part

Encryption module

Communication
module

Encrypted data

Data storage and
processing section

Encryption module

Communication
module

Figure 2: Encrypted communication mode between terminal equipment and edge computing device.

Plaintext
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Private key
decryption of A
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decryption of A
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of A

ey
of A

Figure 3: Asymmetric encryption algorithm flow.
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Figure 4: ECC encryption process.
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behalf of the terminal device, so that the terminal
device can request and retrieve the data information

(4) If the terminal equipment downstream of the edge
computing device 2 requires shared data, it is neces-
sary to initiate a request for shared data

(5) The edge computing device 2 requests the key of
encrypted data from the smart contract on behalf
of the terminal device

(6) The edge computing device 1 sends the key of the
encrypted data to the edge computing device 2, so
that the edge computing device 2 obtains the permis-
sion to access the data, and encrypts and transmits
the data to its downstream terminal device

(7) The terminal equipment will evaluate the shared
data, and the system will also check the evaluation
to prevent abnormal evaluation

3.3.1. Consensus Mechanism for Block Generation. This
paper uses the consensus mechanism based on REPBFT to
evaluate the trusted data sharing process between edge com-
puting devices. The credit evaluation algorithm in REPBFT
is mainly composed of reward mechanism and punishment
mechanism. The credit value is mainly used as a reference
for preferentially responding to the request of the edge com-
puting device. The rewards include the following: actively
initiating change messages, reporting and sending false
information, and contributing idle computing power.; Pen-
alties include the following: sending false messages and
falsely accusing other edge computing devices, as shown
under the credit evaluation algorithm.

Among them, w1, w2, and w3 are the parameters of
reward mechanism, and v is the parameters of punishment
mechanism. The calculation formula is as follows:

w1 T , L,Oð Þ = α
Oi

eLijT2 , ð1Þ

w2 T , L,Oð Þ = α
Oi

eLij F2 , ð2Þ

w3 L,Oi,Nið Þ = α
Ni

eLijOi

, ð3Þ

v F, L,Oið Þ = −β
Oi

eLij F2 , ð4Þ

where α is the system reward coefficient, β is the system
penalty coefficient, T is the real message level, and F is the
level of false information. When Vi sends the data informa-
tion MVi

to the system, Vi can first obtain the reward for
actively providing idle computing power last time, that is,
the current credit value plus w3ðL,Oi,NiÞ, and then N starts
counting again from 0. If no device reports Vi, the credit
value of Vi can be added with w1ðT , L,OÞ. In addition, when
a device reports Vi data information, the cloud control cen-
ter judges the report. If the report is true, the credit value of
the device initiating the report can increase w2ðT , L,OÞ, and
the Vi sending false information will be punished.

3.3.2. Data Sharing Method. On the basis of trusted data pro-
cessing between edge computing devices, cloud control cen-
ter is further introduced to realize trusted data sharing.
When the terminal device requests data, it will notify the
proxy edge computing device, and the proxy edge
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Figure 5: Model diagram of data sharing system.
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computing device will initiate a data request to the cloud
control center.

(1) requestKeyðÞ generates a transaction Y according to
the parameters input by the terminal device, where
EARdevice is the private chain address when the termi-
nal device requests data; EAREdge is the address when
the edge computing device requests data; EASEdge is
the address when the edge computing device returns
data; IDdata is the data identification of the purchase.
t is the time when the edge computing device initi-
ates the purchase request, and S is the unique identi-
fication of a transaction

Y = IDY , EARdevice, EAREdge, EASEdge, IDdata, t
� �

, ð5Þ

IDY = EARdevice, EAbuyer, EAseller, IDdata, t
� �

: ð6Þ

(2) The edge computing device 1 digitally signs the
transaction SignðY , vREdgeÞ using its elliptic curve
private key and sends the public key vREdge, signature
message Sign and requests plaintext Y of the edge
computing device to the cloud control center

(3) The edge computing device 2 verifies the signature
ðY , Sign, vREdgeÞ of the edge computing device 1 with
the transaction Y , the signature message Sign, and
the public key vREdge to confirm that there is no
problem with the identity of the edge computing
device 1

(4) The edge computing device 2 encrypts the key cv of
the encrypted data WcvðdataÞ with the public key
vREdge of the edge computing device 1 by the elliptic
curve encryption algorithm, and the ciphertext
obtained by the elliptic curve encryption algorithm
is CTðvREdge, cvÞ

(5) The edge computing device 2 transmits the cipher-
text CT to the edge computing device 1 through
the cloud control center

In order to ensure the credibility of the data provided by
the edge computing device, the terminal equipment needs to
evaluate the data after obtaining the data, which will affect
the credit value of the edge computing device.

σ is defined as the number of evaluations, σbad is the
number of poor evaluations, σ = σgood + σbad, and ZPEdge is
the credit value of the edge computing device 1.

The calculation formula is as follows:

ZPEdge =

ZPEdge 0 ≤ σbad ≤
1
5
σ,

ZPEdge − λ ⋅
σbad
σ

1
5
σ ≤ σbad ≤

4
5
σ,

ZPEdge − γ
σbad
σ

4
5
σ ≤ σbad < σ,

8
>>>>>><

>>>>>>:

ð7Þ

where λ and γ are regulatory factors, λ > 1, γ > 1.
According to formula (7), when the number of negative

comments is less than σ/5, the credit value of the edge com-
puting device will not decrease. When the number of bad
comments is in the interval ½σ/5, 4σ/5�, it indicates that the
data quality provided by the edge computing device needs
to be improved, and the credit value will be reduced. When
the number of negative comments is in the range ½4σ/5, σ�, it
indicates that the data provided by the edge computing
device has a large problem, and the credit value will be
greatly reduced.

In order to prevent the abnormal evaluation of the ter-
minal equipment from affecting the credit value of the edge
computing device, an evaluation check mechanism is used to
restrict the evaluation behavior of the terminal equipment.

(1) Determination of Untrusted terminal Equipment. It is
assumed that in a cycle time, an edge computing device
receives σ evaluations from i terminal devices, the total

Input MVi
is the data information transmitted by the edge computing device i; Mij is the edge computing device Vi reporting data

information to Vj; Lij is the distance between edge computing device Vi and V j; O is the data density of cloud control center; Ni is the
number of times the edge computing device provides idle computing power;
Output ReVi

，ReV j

1) if Mij does not exist
2) for Vi perform ReVi

⟵ ReVi
+w1ðTMVi

, Lij,OiÞ +w3ðLij,Oi,NiÞ
3) end for
4) else
5) if MVi

is ture
6) for Vi perform ReVi

⟵ ReVi
+w1ðTMVi

, Lij,OiÞ +w3ðLij,Oi,NiÞ
7) end for
8) end if
9) end if

Algorithm 1: Reputation Evaluation Algorithm ().
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number of terminal devices i = igood + ibad, and the total
number of terminal devices σ = σgood + σbad.

max ðσgood, σbadÞ is used to represent the evaluation
results of most terminal equipment. If the vast majority of
terminal devices are high praise σgood = max ðσgood, σbadÞ,
the igood terminal devices with high praise are honest termi-
nal devices, while the ibad terminal devices with poor evalu-
ation are untrusted terminal devices. On the contrary, the
same is true.

(2) Judgment of Abnormal Terminal Equipment. Count the
determination times of untrusted terminal equipment in a
certain period. If the number of times the terminal equip-
ment is determined to be untrusted exceeds the threshold,
it is determined that the terminal equipment is an abnormal
terminal equipment.

4. Experiment and Analysis

The experimental environment uses 30 hosts to build the
proposed microgrid data sharing system, of which 5 are used
as edge computing devices, the hardware is set as 32GB
memory and Intel i5 processor, the remaining 25 are used
as terminal devices, and the hardware is set as 16GB mem-
ory and Intel I3 processor. The data storage nodes in the
blockchain are interconnected by distributed architecture
between hosts.

In the experiment, relying on the Ubuntu 20.04 operat-
ing system realizes software operation. Remix IDE
(2020.6.4 last version) is used as the development tool of pri-
vate chain smart contract, the program is written in Solidity
language, and the private chain adopts MetaMask software.

4.1. Algorithm Overhead Analysis. In order to better support
the edge computing device to realize data trusted
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transmission, this paper uses different encryption methods
for comparative analysis. This paper realizes the simulation
experiment analysis based on charm library. Charm library
is a function library that can be used for prototype develop-
ment of the cryptosystem. This paper selects secp384r1 ellip-
tic curve from charm library to test the system performance.
At the same time, reference [17] and reference [18] are used
as comparison methods to prove the optimality of algorithm
overhead performance. In the same operating environment,
the least algorithm overhead proves that it can better sup-
port the microgrid and realize the optimal data interaction.

Figure 6 shows the calculation and communication over-
head under three methods.

As shown in Figure 6, the calculation and communica-
tion overhead under the three data processing methods
increase linearly with the increase of the number of terminal
equipment access. When n = 25, the data analysis perfor-
mance of the proposed method is the best. The calculation
and communication overhead of microgrid data encryption
are 63.46ms and 2.36KB, respectively. The network perfor-
mance under the comparison method is poor. The calcula-
tion and communication overhead in reference [18] are
87.32ms and 5.87KB, respectively. At the same time, the cal-
culation overhead curve in reference [17] changes in the
form of quasiexponential. There is a risk of system down-
time when the number of users is large. This is because the
introduction of ECC algorithm not only reduces the calcula-
tion consumption of key management but also effectively
releases the corresponding algorithm efficiency and
improves the communication performance to a certain
extent. In contrast, although the comparison method
releases the processing pressure of the third party to a cer-
tain extent, it still has some limitations in computing power
and communication memory.

The essence of network throughput is the total amount
of data passing through the network in unit time, which
can evaluate the operation of the network. Therefore, this
paper further carries out optimization analysis based on

the network throughput index in literature [17] and litera-
ture [18], as shown in Figure 7.

As can be seen from Figure 7, with the increase of time,
both the proposed method and the microgrid under refer-
ence [18] obtain higher system throughput, while the system
throughput in reference [17] decreases first and then
increases and remains relatively stable in the range (87,
90). The system throughput reaches the minimum value at
20min. However, the throughput of reference [18] and the
method in this paper change with time and have good net-
work sensitivity. In contrast, the change of system through-
put in this paper is faster than that in reference [18], which
can realize the linear change of higher proportion coefficient
in the simulation run cycle. Therefore, it can be proved that
the incentive mechanism added in the proposed method is
effective. The reward mechanism will reward the profit of
the edge computing devices that contribute resources, and
the punishment mechanism will punish the abnormal nodes,
which ensures that the edge computing devices can actively
participate in the consensus process, reduces the probability
of abnormal nodes participating in the consistency, and
effectively improves the throughput of the system. The con-
sensus mechanism in the comparison method does not
involve the analysis and discussion of the corresponding
reward and punishment coefficient. Therefore, in this exper-
iment, it is realized that the performance of the comparison
method is far worse than that of the proposed method.

4.2. Safety Analysis. The proposed data sharing method
adopts a series of means such as ECC algorithm, REPBFT
mechanism, and smart contract to improve the credibility
and security of data. Therefore, the proportion of abnormal
data sharing behaviors such as resisting external attacks is
taken as the security analysis standard, and the specific index
is the ratio of the number of successful prevention of abnor-
mal data sharing to the number of all abnormal data sharing.

In this paper, reference [22] and reference [23] are used
as comparative methods for optimal comparative analysis of
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security. All data processing methods are implemented in
the same experimental environment. The security compari-
son of different methods is shown in Figure 8.

The larger the file, the more data to be shared, and better
data sharing and interaction can be achieved.

As can be seen from Figure 8, compared with other com-
parison methods, the proposed method has the highest secu-
rity performance and can resist the most external network
threats. When the file size reaches 1024KB, its security is
95%, much higher than 80%. In reference [23], when the file
size is 512KB, the security has been reduced to about 90%.

The reason is that ECC algorithm and REPBFT mecha-
nism are introduced into the data sharing method to realize
efficient and reliable data encryption and friendly interaction
between devices, so as to avoid invalid data occupying lim-
ited resources. At the same time, relying on the cloud-
edge-terminal architecture model, the data sharing and
access control model based on smart contract realizes the
friendly interaction and stable sharing of data between dif-
ferent edge computing devices. However, there is a lack of
analysis and discussion on the status of network nodes in
the comparative reference, which leads to the waste of net-
work resources to a certain extent and reduces the data flow
efficiency of microgrid.

5. Conclusion

In order to realize the secure and trusted sharing of micro-
grid data, this paper proposes a data sharing method based
on cloud-edge-terminal architecture mode and blockchain.
After the terminal device registration step, the trusted data
encryption between the terminal device and the edge com-
puting device is realized by using the elliptic encryption
algorithm. The REPBFT mechanism is introduced into the
cloud-edge-terminal architecture to realize the effective utili-
zation of microgrid network computing resources, reduce
the system computing overhead, and improve the security
of data sharing. Experimental results show that the proposed
method can meet the security and efficiency requirements of
microgrid data sharing.

With the continuous promotion of energy Internet strat-
egy, power grid data also presents an explosive growth form.
This paper still lacks in-depth consideration on the refine-
ment of computing capacity of data sharing model. In the
next research, we need to consider the mode capacity of
shared storage and the scalability of blockchain to meet the
rapidly growing demand for power data processing.
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Using federated learning, which is a distributed machine learning approach, a machine learning model can train on a distributed
data set without having to transfer any data between computers. Instead of using a centralised server for training, the model uses
data stored locally on the device itself. After that, the server uses this model to create a jointly trained model. Federated learning
asserts that privacy is preserved because no data is sent. Botnet attacks are detected using on-device decentralised traffic statistics
and a deep autoencoder. This proposed federated learning approach addresses privacy and security concerns about data privacy
and security rather than allowing data to be transferred or relocated off the network edge. In order to get the intended results of a
previously centralised machine learning technique while also increasing data security, computation will be shifted to the edge
layer. Up to 98% accuracy is achieved in anomaly detection with our proposed model using features like MAC IP and source/
destination/IP for training. Our solution outperforms a standard centrally managed system in terms of attack detection
accuracy, according to our comparative performance analysis.

1. Introduction

While [1] is credited with coining the term “federated learn-
ing,” the first description of its implementation can be found
in [2]. Multiple devices work together to train a shared model
in federated learning. Multiple clients’ parametric improve-
ments are combined over numerous training rounds to achieve
this. Several customers compete in each round to improve a
globally available model using data that they have access to only
locally. Figures 1 and 2 show the steps in such a round.

Because the models are assumed to be smaller in size
than the data set, federated learning reduces data transfer
while also addressing privacy concerns associated with send-
ing personal information to a server [3]. Another advantage
is that all computation can be performed on the clients’
devices. Maintaining server farms, calculating new models,

and dealing with large amounts of data are all made easier
as a result.

While federated learning’s round-based nature means
models are smaller than the amount of data that can be
exchanged, it is possible that a significant amount of band-
width will be needed. Federated learning’s communication
costs should be reduced, especially for mobile users with
limited data access. As a result, a number of communication
cost-cutting techniques have been developed.

In some cases, Figure 3 federated learning outperforms
existing models. Mobile device implementations for next
word prediction and emoticon prediction [4] were demon-
strated by Google researchers. These use cases show how
effective federated learning can be in a variety of situations.

In Minneapolis, when one of these coupons is delivered
to the home of a high school student, her father calls the

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 1522179, 7 pages
https://doi.org/10.1155/2022/1522179

https://orcid.org/0000-0001-7964-1051
https://orcid.org/0000-0002-8187-2286
https://orcid.org/0000-0003-0916-678X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1522179


RE
TR
AC
TE
D

store manager and inquiries about the coupon’s contents. It
was only after this incident that Target’s management began
paying attention to customer complaints [5]. These stories
can help us see how critical it is to safeguard personal infor-
mation stored digitally.

2. Related Work

A federated learning approach to developing WID models is
proposed by [6]. As shown in Figure 4, edge devices can first
train their local models using local data. Local models are
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then averaged to create a global model. Edge devices do not
have to share raw training data this way. These devices train
a local model and send only model parameters to the server
instead of raw training data.

2.1. Privacy and Security. Due to the fact that privacy and
security are often used in the same context, it is critical to
know the difference. Transferring data securely does not
guarantee privacy, and keeping it private does not guarantee
security from intruders. A malicious adversary is one
whose primary objective is to obtain victim-specific per-
sonal data [7]. This particular victim is either a preselected
candidate or was selected at random. This section also
gives some background on privacy preservation from a
legislative standpoint.

Privacy can be loosely defined as “the control to deter-
mine to whom personal information is revealed.” As such,
for a system to be privacy-preserving would, in theory, mean
that it:

(i) Reveals no personal information to anyone other
than those with consent

(ii) Reveals no nonconsensual personal information

In practice, however, what is regarded as personal infor-
mation is only that which can be appointed specifically to
the person. Security, on the other hand, can be defined as
“the state of being free from danger or threat.” In the current
context, these are primarily unintended distribution of sensi-
tive data (or data leakage). Whatever is done with the leaked
data is in this context irrelevant but could be as malicious
[8–11]. There is a notion in encryption and cybersecurity
that it is impossible to have an entirely secure system. This
stems from the fact that security systems must have a key
or password of sorts. The space in which to define such a
key is finite by design. A password for instance commonly
has a maximum amount of characters and a finite set of
characters to pick from. Therefore, a program can be written
that checks all combinations of keys. This will crack the sys-
tem given enough computational resources. This is called a
brute force attack. In practice, keys of lengths higher than
a certain length are commonly regarded as being unbreak-
able because the number of combinations to check would
take far too much time and resources [12]. The costs of try-
ing this would far exceed any value an adversary gets from
breaking the security.

There is however a balancing act. Because performing
the encryption and decryption also has an associated com-
putational cost, which makes it a challenge to minimize
security costs while maximizing the security of the system.
Another notion of security is security by obscurity, meaning
that you can minimize security risks by not disclosing the
details of your protective measures [13]. This has been
widely criticized and shall be cast aside as a viable security
measure for the remainder of the thesis. Any adversary is
considered to have complete knowledge of how the system
works which includes complete knowledge of the imple-
mented security measures.

3. Background

For security researchers and industry professionals, DL has
recently become a hot topic. DNNs, also known as deep
learning (DL), are a subset of AI that are inspired by how
the brain works. Architectures based on deep learning
(DL) can understand the meaning of large amounts of data
and automatically update derived meaning without domain
expert knowledge.

An important part of feature engineering is feature
extraction, and doing so requires some familiarity with the
subject matter [14]. The classifier’s performance is depen-
dent on feature extraction. The 1950s saw the introduction
of the NN ML technique. It has the ability to automatically
extract and classify features without the involvement of a
human. To some extent, the classical NN performs admira-
bly. However, using advanced NN, also known as deep
learning, it is possible to completely avoid the phase of fea-
ture engineering (DL) [15–17]. Figure 5 shows the training
and testing processes involved in traditional ML algorithms
and DL architectures. Because of this, the DL was able to
outperform other long-standing AI applications in a variety
of fields.

Figure 4 depicts DL architecture classifications. The
terms neural networks (NNs), machine learning (ML), and
deep learning (DL) are all intertwined in AI discourse. All
of these fields are frequently misunderstood. DL is a branch
of machine learning that developed from neural networks
(NNs). By processing data and generating patterns, this sim-
ulates the workings of the human brain. When it comes to
DL, the most important part is the NNs, and the term “many
NNs” usually means just that many NNs [18]. Vanishing
and exploding gradients and, most importantly, the lack of

Testing phase

Testing samples Training samples

Preprocessing

Classification Learning using deep
learning model

PreprocessingText
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Figure 4: Deep learning-based classification process.
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high-performance computing systems arise when NNs
are deep.

As computing systems have improved, new kinds of DL
architectures have been introduced, and improvements have
been made in optimizers, activation functions, loss func-
tions, and the disappearing and exploding gradient issues.
DL is now being used to solve a variety of cyber security
problems, and it outperforms that classical ML in every case
depicts two types of DL architecture: generative and discrim-
inative [19]. Deep Boltzmann machine (DBM), deep autoen-
coder (DAE), deep belief network (DBN), and recurrent
structures are used to generate new ideas. Recurrent struc-
tures and convolutional neural networks are used to dis-
criminate between these new ideas and the old ones (CNN).

4. Proposed Architecture

Our process architecture is depicted in Figure 5. Botnet
assaults are detected with the use of a decentralised FL-
based deep anomaly detection engine. As depicted in the
diagram, IoT security gateways are responsible for operating
and monitoring traffic to and from IoT devices. FL and
anomaly detection are two examples of forensics-based IoT
security gateways. This is due to the fact that port mirroring
keeps track of network traffic. The network traffic entering
and departing the IoT security gateway is monitored since
botnets might masquerade as regular traffic. Infected Inter-
net of Things devices frequently transmit signals to unex-
pected locations [20]. Once connected to their FL server,
which would host device models, the IoT security gateways
will be able to communicate with one another. The security
gateway will communicate with the FL server in order to
determine the deep autoencoder model to use.

Based on data from the global FL server, which is con-
nected to the same network as the proposed IoT device,
the FL model is only applicable to computer learning. As
discussed previously, the security gateway hardware can be
customised to work with a wide range of devices and
hardware. We claim that a security gateway can use port
mirroring to record all network traffic and process it after-
wards. We can exchange information with our virtual
worker by taking a snapshot of it. These gateways can even
host multiple virtual employees simultaneously. The truth
is that each security gateway can host an unlimited number
of virtual workers.

It is up to employees to obtain the company a specific
gadget. Although a gateway can handle several virtual
employees, only one is required per gateway. In this thesis,
we will regard security gateways and virtual employees as
one-to-one interactions.

4.1. Deep Autoencoder. Figure 5 shows a special deep learn-
ing algorithm that uses two symmetrical deep belief net-
works with four or five shallow layers. Half of the network
encodes and decodes. Autoencoders are a subset of neural
networks. PCA and PCA are closely related, but PCA is
much more flexible. Unlike PCA, which can only perform
linear transformations, autoencoders can encode data in
nonlinear ways [21]. Using autoencoders can maximize data
utilization by reducing reconstruction error. Each layer has
the same number of neurons using autoencoders (input
and output).

(i) This is done in the first step of the deep autoenco-
der, which uses PyTorch linear layers for all steps
of the ML process, encoding and decoding continu-
ously as each layer is added and subtracted. Data
from the first layer represents the source IP, destina-
tion IP, and UDP/TCP socket details and is encoded
to 75% of its original size before being sent to the
second layer for decompression

(ii) The input from the previous layer will be passed on
to the next sup sequential layer for encoding. Half of
the input size will be encoded in the next encoding
layer, reducing the size by 50%. The input is
reduced by 33% in size in the third layer, which
continues the encoding process. The input will be
encoded down to 25% of the previous step again
in the final encoding layer. The compression level
is the lowest at this point

(iii) The effects of the encoding stage will be undone
during the decoding stage. It decodes the input
and then adds on to the size of it for the next layer,
using the same encoding and decoding values and
the same decompression aids as input features.
Using the decoder’s opposing direction helps to
produce a decompressed data set that is not 1-to-1
identical to the input, as well as expanding and
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zeroing out some data points to help produce the
threshold

(iv) The output layer will recreate the encoding and
decoding process. After encoding and decoding the
network traffic’s behaviours, a threshold is gener-
ated and used for testing by comparing the input
and output

4.2. Dataset. Massive amounts of data are now available due
to the proliferation of data collectors like smartphones [22].
In terms of building machine learning models, these data are
priceless! New approaches, tailored for decentralised set-
tings, are needed to make use of all this data. More data
helps machine learning models because it allows them to
be trained on a broader set of features rather than having
to remember the details of each individual training example.
Overfitting occurs when a neural network memorises train-
ing samples rather than looking for correlations in the gen-
eral characteristics of an input. Machine learning models
frequently overfit data. When data is gathered for training
purposes from a variety of dispersed and possibly infre-
quently used devices, three common characteristics emerge.

4.3. Massively Distributed. Because data is stored across a
large number of clients, the amount of data available to each
client may be significantly smaller than the average amount
of data available to each client.

4.4. Non-IID.When compared to other clients, the data pro-
vided for a particular client may be taken from dramatically
different distributions. This means that the data that is read-
ily available in the local area does not accurately reflect the
broader data dispersion.

4.5. Example. The photographs stored on a cat enthusiast’s
mobile phone may be radically different from those kept
on a vehicle enthusiast’s mobile phone.

4.6. Unbalanced. The amount of data that is available for a
single customer can vary significantly from one client to
the next.

The centralised model is the most widely used machine
learning technique for decentralised data since it is the most
conventional. Because it is explained, it is possible to see how
this model differs from that of collaborative techniques in
practise.

4.7. Matrix. The following metrics are used to determine
overall performance of the IDS model:

Detection accuracy: how many samples were correct out
of the total sample population.

Accuracy = TP + TNð Þ
∑P+∑Nð Þ : ð1Þ

Recall: fraction of relevant instances over the total
amount of relevant instances.

Recall =
TP

TP + FNð Þ : ð2Þ

F1 score: weighted average of the precision and recall.

F1 =
2 × Precision × Recallð Þ

Precision + Recall
: ð3Þ

False positive rate: the rate at which alerts are generated
for normal samples.

FPR =
FPð Þ

FP + TNð Þ = 1 − precision: ð4Þ

False negative rate: the rate at which attacks are missed.

FNR =
FNð Þ

FN + TPð Þ = 1 − Recall: ð5Þ

5. Results and Discussion

Existing traditional procedures are contrasted with the fed-
erated deep learning method that is being proposed. The
results are encouraging. The data set is being utilized to
determine the effectiveness of the proposed method, which
is being evaluated. First, the new approach is compared to
the old one in terms of detection performance, and the
results are compared. The results of the tests, which were
carried out, are presented in Tables 1 and 2 as well as
Figure 1. Table 3 has been demonstrated that the proposed
method has a greater detection rate than current methods.
The proposed detection approach is evaluated on the basis
of criteria such as precision value, recall value, accuracy,
detection time, false positives, and memory utilization,
among others. Based on Table 1, it is clear that the new
method outperforms the current one.

Figure 5 shows the TN, TP, FP, and FN rates for studies
with input dimensions ranging from 15 to 115. These matri-
ces represent the non-FL baseline and the proposed FL tech-
niques lowest and highest tested input features.

Figure 1 displays false positives that resulted in results up
to 43954 on the non-FL figure, contrast this with which
shows the same parameters but using a multiworker

Table 1: Parameters.

Parameters
Conventional
methods

Proposed
federated

deep learning
method

Improvement
rate

Precision (%) 85 94 6.38

Recall (%) 83 92 7.61

Accuracy (%) 95.34 99.9 5.91

Detection time (s) 65 32 33

False positive (%) 1.8 0.77 1.03

Memory
utilization (mb)

30 11 19
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technique. This is a positive reflection on the model, which
maintains performance even when the number of workers
increases. This applies to all input dimensions, including
those with larger dimensions than the default. In Table 2,
the non-FL model, for example, produced 31 false positives;
however, the multiworker model, in Figure 1, produced 36
false positives, proving that the model’s performance can
be maintained across several workers.

6. Conclusion

Then, we demonstrate how to make use of these federated
learning datasets in a simulated learning environment. If
we compare federated deep learning to server-trained deep
learning in the context of wireless intrusion detection, the
results are similar. In contrast to the conventional deep
learning approach, the suggested model does not transmit
data to a central server, thereby safeguarding the privacy of
the user. Because of this, they rush to repair and patch
equipment, leaving new and existing networks exposed.
For proactive threat detection, we demonstrated a viable
proof-of-concept model. FL is a reliable performer in enter-
prise networks. This technique secures Internet of Things
devices and allows for the creation of complicated machine
learning models. On edge networks, gateways provide self-
updating attack detection thanks to their self-learning capa-
bilities. In the simulation, it is demonstrated that accuracy
and scores are maintained when there are sufficient features
to train a model. IoT devices connected to a corporate net-
work can be protected through the use of a large variety of
security gateways and devices.
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Table 2: Matrix comparison table between the existing and
proposed method.

Metric Proposed method Existing method

False positive (%) 1.6 2.9
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Unknown (%) 67 30.5
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Proposed federated deep

learning method
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False positive (%) 0.77

Memory utilization (mb) 11
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To address the problem of poor detection performance of existing intrusion detection methods in the environment of high-
dimensional massive data with uneven class distribution, a deep learning-based anomaly traffic detection method in cloud
computing environment is proposed. First, the fuzzy C-means (FCM) algorithm is introduced and is combined with the general
regression neural network (GRNN) to cluster the samples to be classified in the original space by FCM. Then, the GRNN model
is trained and the center point is updated using the sample closest to the FCM clustering center until a stable cluster center is
obtained. The parameters in FCM-GRNN are optimized using the global optimization feature of the modified fruit fly
optimization algorithm (MFOA), and the optimal spread value is found using the three-dimensional search method through an
iterative search. Finally, experiments are conducted based on the KDD CUP99 dataset, and the results demonstrate that the
detection rate (DR) and false alarm rate (FAR) of the proposed FCM-MFOA-GRNN method are 91% and 1.176%, respectively,
which are better than those of the comparison methods. Therefore, the proposed method has good anomaly traffic detection ability.

1. Introduction

Nowadays, network traffic anomaly detection has become an
important part of cyberspace security, and the explosive
growth of traffic data has led to increasing requirements
for efficiency and robustness when various methods are
applied to learn data [1]. For example, the update of com-
munication protocols and hardware upgrades have a great
impact on the stability of the whole network environment
[2, 3]. On the other hand, the scenarios of network attacks
and the corresponding means of attack have become much
more complex, and the currently used traffic anomaly detec-
tion techniques are likely to be no longer applicable at some
point in the future. The development of traffic anomaly
detection should always be one step ahead of the attackers,
especially when the current techniques are already relatively
mature and well known to the attackers. It is necessary to
open up new research directions [4–7]. In recent years,
research on deep learning models has mainly focused on
the fields of speech, image, and natural language and has

received more and more attention because of the outstand-
ing achievements [8–11].

Cloud computing can provide users with various
resources in the form of services through the network.
“Everything can be a kind of service and can be provided
to users in the form of lease” is the basic concept of cloud
computing [12–14]. However, the rapid development and
the universal application of cloud computing brings some
new problems which cannot be underestimated. The first
and foremost problem is the security of cloud computing,
which is increasingly widely concerned by the industry
[15–17]. Cloud computing has many features, such as self-
service on demand, Internet access, fast elastic architecture,
virtualized resource pools, measurability, and multiuser.
Although these features provide a more convenient and
faster computing mode to users, they also pose new chal-
lenges to the security of cloud computing platforms.

To address the problem of poor detection performance
of existing intrusion detection methods in the environment
of high-dimensional massive data with uneven class
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distribution, a deep learning-based anomaly traffic detection
method in cloud computing environment is proposed. The
contributions are as follows:

(1) The fuzzy C-means (FCM) algorithm is introduced
and combined with the general regression neural
network (GRNN). The samples to be classified in
the original space are clustered by the FCM algo-
rithm, and the sample closest to the FCM clustering
center is used to train the GRNN model and update
the center until a stable clustering center is obtained,
which improves the stability of the anomaly traffic
detection system

(2) The parameters of the FCM-GRNN method are
optimized by using the global search feature of the
modified fruit fly optimization algorithm (MFOA).
And the optimal spread value is found by an itera-
tive search using the three-dimensional search
method with the keen olfactory and visual functions
of fruit flies, so that the proposed algorithm can
converge faster

2. Related Works

In recent years, scholars have conducted in-depth research
on abnormal traffic detection methods. The results show
that for all abnormal traffic detection data sets, deep learning
methods are better than traditional methods. Literature [18]
proposed a sliding window abnormal traffic detection
method based on the mixed dimension of time and space.
The detection algorithm adopts the combination of machine
learning and neural network. A sliding window anomaly
detection method based on network traffic was studied in
the Literature [19]. The method combined the sliding
window and deep learning architecture to analyze network
traffic, and features in each window were extracted, vectored
and then put into a deep neural network for training. Liter-
ature [20] proposed a network intrusion detection method
based on a lenet5 model, which improved the detection
accuracy. Blanco et al. used the genetic algorithm (GA) to
optimize a CNN classifier to find better input feature combi-
nation [21]. Literature [22] converts variable length data
sequence into fixed length data through LSTM and uses an
automatic encoder to process fixed length data under unsu-
pervised conditions, so as to reduce the dimension of input
data and extract reliable features at the same time. On the
basis of cross validation, the threshold is set to classify the
abnormal parts in the input traffic data series. In Literature
[23], a deep autoencoder-based intrusion detection method
was investigated with layer-by-layer greedy training to avoid
overfitting. A self-learning framework based on stacked self-
encoders for feature learning and dimensionality reduction
was proposed in Literature [24]. It applied the support vec-
tor machine (SVM) approach for classification, which shows
good performance in two-class and multiclass classification.
In Literature [25], an unsupervised deep autoencoder model
was used for training so as to learn normal network behav-
iors and generate optimal parameters. Then, the estimation

algorithm of the ADE model was introduced in a supervised
deep neural network model to efficiently tune its parameters
and classify the network traffic. Literature [26] proposed a
supervised LSTM-based intrusion detection algorithm that
can detect DoS attacks and probe attacks that have unique
time series features. Zhang et al. proposed a parallel cross
convolution neural network (PCCN) based on deep learning
[27]. By fusing the traffic features learned from the two
branches of CNN, a better feature extraction effect is
obtained. Literature [28] combines CNN and LSTM to learn
the temporal and spatial characteristics of network traffic.
The above methods are difficult to effectively mine data fea-
tures and have poor detection performance in the face of
high-dimensional data, resulting in low detection rate as well
as high false alarm rate.

3. Application Scenarios of the ProposedMethod

In the design process of the anomaly traffic detection and
analysis model, the principle of modular design is followed.
Themodular design of the anomaly traffic detection and anal-
ysis is conducive to simplifying the complex problems, which
is easy to find the problem in the design and can facilitate the
update and maintenance of the system at a later stage. The
specific functions of each module are shown as follows. As
shown in Figure 1, the whole model can be divided into four
major modules: SDN controller module, traffic collection
module, traffic analysis module and traffic cleaning module.

SDN controller can realize the centralized control of the
whole network. The floodlight controller is used to divert the
traffic from each OpenFlow switch to the traffic collection
module to collect network traffic. As illustrated in Figure 1,
the traffic in switch A, switch B, and switch C will be con-
trolled by the SDN controller and converged to the traffic
collection module through the secure channel. The traffic
analysis module is the core of the entire anomaly traffic
detection model. It uses the FCM-MFOA-GRNN algorithm
to cluster and analyze the collected traffic to separate the
normal traffic from the attack traffic with different attack
behaviors. The traffic cleaning module consists of many
physical devices that can clean different attack traffic, such
as IDS, UTM, WAF, and other physical devices.

4. The Proposed Method

4.1. Algorithm Flow Chart. Although the FCM algorithm can
cluster the data and perform mining analysis, many intru-
sion ways cannot be accurately classified because there are
many kinds of data characterizing intrusion categories in
intrusion detection systems and the differences between
these data are subtle. Therefore, combined with the charac-
teristics of GRNN, this paper proposes an improved FCM-
MFOA-GRNN algorithm based on the FCM algorithm.
The flow chart of FCM-MFOA-GRNN algorithm is shown
in Figure 2. It can be seen that the core module of the
algorithm includes five parts, which are the FCM clustering
algorithm, initial selection of network training data,
MFOA-GRNN network training, MFOA-GRNN network
prediction, and network training data selection in order.
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4.2. MFOA-GRNN Network

4.2.1. Network Structure of GRNN. Figure 3 shows the
structure diagram of the GRNN network. The input of
the network is X = ½x1, x2,⋯, xn�T , the output is Y =
½y1, y2,⋯, yn�T .

(1) The number of neurons in the input layer is equal to
the vector dimension of the learning sample and is
the same as the number of neurons in the mode layer.
The neuron transfer function in the mode layer is

pi = e − X−Xið ÞT X−Xið Þ/2σ2½ �, ð1Þ

where X is the network input variable and Xi is the learning
sample corresponding to the ith neuron.

The input of neurons is

D2
i = X − Xið ÞT X − Xið Þ: ð2Þ

(2) There are two types of summation applied in the
summation layer; the first one is

〠
n

i=1
e −D2

i /2σ
2½ �: ð3Þ

It performs arithmetic summation on the outputs of all
neurons in the mode layer, and the transfer function can
be written as

SD = 〠
n

i=1
Pi: ð4Þ

Another calculation formula is

〠
n

i=1
Yie

−D2
i /2σ

2½ � ð5Þ

It performs a weighted summation of all neurons in the
mode layer, and the connection weight between the ith neu-
ron in the mode layer and the jth neuron in the summation
layer is the jth element of the ith output sample Yi. Thus, the
transfer function can be formulated as

SN j
= 〠

n

i=1
yijPi: ð6Þ

(3) The output of the neuron corresponds to the jth
element of the estimation result, and the output
can be written as

yi =
SN j

SD
: ð7Þ

4.2.2. Network Flow of MFOA-Optimized GRNN. The per-
formance of GRNN can be directly affected by the value of
σ. This paper proposes a new MFOA-optimized GRNN,
which is named as MFOA-GRNN, for the purpose of opti-
mizing the spread value. FOA is prone to local extremes
and cannot search for the global optimum, which is mainly
caused by its fitness function. Hence, the fitness function
must be modified to get rid of the local extremes. On the
other hand, if the distance DistðiÞ is positive, its reciprocal

Flow controller module

Application

Flow acquisition
module

Flow analysis
module

Switch A

Switch B

Switch C

IDS

UTM

...

Flow cleaning
module

Figure 1: Anomaly traffic detection model based on FCM-MFOA-
GRNN.

Network attack data

FCM clustering algorithm

Initial selection of network training data

MFOA-GRNN network training

MFOA-GRNN network prediction

Data selection

Iterative
results

Clustering results

Figure 2: Flow chart of the FCM-MFOA-GRNN algorithm.

3Wireless Communications and Mobile Computing



must be positive, which is the lack of negative values of
fitness function as pointed out by many scholars. By add-
ing Si to an escape parameter, not only can the local
minima be got rid of but also the fitness function can
get negative values.

In addition, the flight area of fruit flies in real life is
three-dimensional space, which is different from the two-
dimensional search space of the original fruit fly algo-
rithm. Using the three-dimensional space search method,
the optimal spread value can be found iteratively by using
the sharp olfactory and visual abilities of fruit flies. At this
point, the mean squared error (MSE) is the smallest and σ
is the optimal concentration value for taste. The foraging
diagram of fruit flies in the three-dimensional space is
illustrated in Figure 4.

The specific implementation steps are as follows.

Step 1. Randomly generate the initial position ðXInit, Y Init,
ZInitÞ, the number of individuals, and the maximum number
of iterations of the fruit fly group.

Step 2. Define random flight direction and distance:

xi = XInit + random value,

yi = Y Init + random value,

zi = ZInit + random value:

ð8Þ

Step 3. Calculate the distance DistðiÞ between each point and
the initial point.

Dist ið Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i + y2i + z2i
� �q

, ð9Þ

Si =
1

Dist ið Þ + Δ, ð10Þ

where Si is the distribution parameter of GRNN.

Step 4. The mean square error is used as the determination
function of taste concentration:

Smell ið Þ =MSE ið Þ = 1
n
〠 ypre − y

� �
: ð11Þ

Step 5. Find the individual with the optimal SmellðiÞ in the
population, i.e., the minimal value of MSE.

Step 6. Retain the optimal taste concentration value Si and
the corresponding coordinate; the population will fly
towards that position using visual advantage.

Step 7. Repeat steps 2 to 5 to repeatedly find the best solu-
tion. If true, proceed to step 6.

Step 8. Determine whether the maximum number of itera-
tions is reached, and take the optimal spread value retained
into the GRNN model to obtain the final prediction result.

4.3. Intrusion Detection Model Based on the FCM-MFOA-
GRNN Algorithm. The intrusion detection model based on
FCM-MFOA-GRNN algorithm consists of the FCM cluster-
ing algorithm, initial selection of network training data,
MFOA-GRNN network training, MFOA-GRNN network
prediction, and network training data selection.

(1) The role of the FCM clustering algorithm is that
when a large number of network attack data streams
drained from the software-defined network enter
into the system, these data streams are preprocessed
first and then divided into n classes using the FCM
algorithm, in which the clustering center ci and affil-
iation matrix U of each class can be obtained

(2) The selection of the initial data of network training is
based on the selection of those samples closest to
each type of center from the results of FCM cluster-
ing as the initial data of network training:

(3) Randomly generate the initial position ðXInit, Y Init,
ZInitÞ, number of individuals, and maximum number
of iterations of the Drosophila population and gener-
ate the random direction and distance of flight

Step 1. First find the sample mean meani of each class in the
n classes divided from the FCM clustering separately.

Step 2. Then, for all samples X in each class, calculate their
distances to the sample mean meani separately to form a
distance matrix di.

Input layer

Mode layer

Summation layer

Output layer

...

...

...

x1 x2 xn

y1 y2

Figure 3: Structure of GRNN.
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Step 3. Find m number of samples with the shortest distance
in the matrix di, and compose them into a group. Assume
that their corresponding outputs are i. As n classes are
divided finally, a total of n ×m groups of training data
can be obtained after this step. At this point, the network
intrusion feature vector is the input, and the intrusion
class is its output.

Calculate the distance DistðiÞ between each point and
the initial point and the taste concentration determination
value Si. Let Si be the distribution parameters of GRNN.

(4) MFOA-GRNN network training. The role of this
section is to take the selected training data to train
the FOA-GRNN network. This is done in MATLAB
by using the GRNN network training function
newgrnnðÞ

(5) Based on all input sample data X, the network
output sequence Y corresponding to them can
be predicted

4.4. Evaluation Metrics. The algorithm performance is dem-
onstrated by metrics such as the detection rate (DR) and
false alarm rate (FAR). DR refers to the percentage of the
number of abnormal data correctly detected in the actual
number of abnormal data, which reflects the probability that
an attack will be detected. FAR refers to the percentage of
the number of abnormal data incorrectly detected in the
number of all detected abnormal data, which reflects the
probability of a normal behavior being treated as an attack.
These two metrics are calculated as

DR = TP
TP + FN

, ð12Þ

FAR =
FP

TN + FP
, ð13Þ

where TP is the abnormal data detected as abnormal, FN

is the abnormal data detected as normal, TN is the normal
data detected as normal, and FP is the normal data
detected as abnormal.

5. Experiment and Analysis

5.1. Hardware. The experimental platform is based on
Windows 8, configured with Intel(R) Core(TM) i7 CPU
M370 @ 2.7GHz, 16G memory, 500G hard disk. The
simulation is conducted on MATLAB R201b6 and neural
network toolbox. Hadoop is used to build a cloud comput-
ing platform. Hadoop is an open-source distributed data
processing framework and contains the functions needed
for cloud computing, mainly including distributed file
system HDFS, distributed computing model MapReduce,
unstructured file storage system HBase, relational database
transfer tool Sqoop, and distributed cluster negotiation
service software Zookeeper.

5.2. Dataset and Preprocessing. In this paper, the algorithm is
trained using the KDD CUP99 dataset with 500,000 training
subsets and 500,000 test subsets, using the training subsets as
the data for the training section of the algorithm. In the
500,000 training subsets, there are 97,278 pieces of Normal,
391,458 pieces of DoS, 52 pieces of U2R, 1,126 pieces of R2L,
and 4,107 pieces of Probe. The KDD CUP99 dataset is proc-
essed network traffic data with 41 features for each connec-
tion, including 9 basic TCP features, 13 content features of
TCP connections, 9 time-based network traffic statistics fea-
tures, and 10 host-based network traffic statistics features.

These features are character-based and numeric, where
numeric features contain discrete numbers and continuous
numbers. And the data range of each feature varies greatly,
which would make the features with low order of magnitude
lose information if the raw data is used directly. In order to
improve the accuracy of the machine learning algorithm, the
dataset is standardized and normalized, which is processed
as follows.

(1) Numerical processing: convert character-based fea-
tures to numerical features

(2) Standardization: first, the mean value of each attri-
bute and mean absolute error can be calculated as

�xk =
1
n
〠
n

i=1
xik, ð14Þ

Sk =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

i=1
xik − �xkð Þ2

s
, ð15Þ

where �xk denotes the mean value of the kth attribute, Sk
denotes the mean absolute error of the kth attribute, and
xik denotes the kth attribute of the ith record.

Fly1 (x1, y1, z1)
Smell (1)

Fly2 (x2, y2, z2)
Smell (2)

Fly3(x3, y3, z3)
Smell (3)

Dist1

Dist2

Dist3

Fly group

Iterative path

Food

x

z

y

Figure 4: Schematic diagram of the iterative search for food of the
fruit fly group.

5Wireless Communications and Mobile Computing



Next, each data record is standardized, which can be
calculated as

Zik =
xik − �xk

Sk
, ð16Þ

where Zik represents the value of the kth attribute in the ith
data record after normalization.

(3) Normalization: normalize each value after standard-
ization to the interval [0,1].

X ′ = X −min
max −min

, ð17Þ

where max and min are the maximum and minimum values
of the sample data, respectively.

5.3. Iterative Optimization Trajectory of the Proposed
Method. Let the initial position of Drosophila population
be ½0, 0:5, 0�, the population size be 8, and the number of
iterations be 150. Select 200 groups as training samples
and 10 groups as prediction samples. The models proposed
in this paper are used for prediction at the same time, and
the results are shown in Figure 5. It can be seen that the fruit
fly group in the proposed model does not follow a certain
directional path to find the optimal solution sequentially,
but there are only 6 position points in the trajectory route.

5.4. Intrusion Detection Results Based on the FCM-MFOA-
GRNN Algorithm. In order to reflect a real network environ-
ment as much as possible, a number of data are selected
from the KDD CUP99 dataset to create 5 groups of datasets,
each of which contains 3800 normal data and 100 attack
data. And these 5 groups of datasets need to be as even as
possible in selecting attack categories. Table 1 shows the
results of three simulation experiments on each dataset using
the FCM-MFOA-GRNN algorithm, respectively, and the
experimental results are taken as the average of the three
results. Among them, two parameters are important metrics
that can indicate the performance of the algorithm, i.e., DR
and FAR. As shown in Table 1, DR and FAR of the proposed
method are 91% and 1.176%, respectively.

In order to demonstrate the performance of the pro-
posed method, it is compared with the methods proposed
in Literature [27] and Literature [28] under the same exper-
imental conditions, and the comparison results are shown in
Table 2. From the experimental results, it can be noted that
DR of the method proposed in Literature [27] is only 89.24%
and FAR is 2.075%. DR of the method of Literature [28] is
90.1% and FAR is 1.237%. DR and FAR of the proposed
method are 91% and 1.176%, respectively, which are better
than those of the comparison methods. This is because the
proposed method combines the FCM algorithm with
GRNN, so as to cluster the samples to be classified in the
original space by the FCM algorithm and then use the sam-
ple closest to the FCM clustering center to train the GRNN
model and update the center point until a stable clustering
center is obtained. Therefore, it can better distinguish the

small differences of attributes in complex spatial data
and improve the accuracy of detection. In contrast, the
comparison methods do not effectively mine the features
of high-dimensional data, and therefore, the detection per-
formance is poor.

In order to compare the running time of the proposed
method with the methods of Literature [27] and Literature
[28], different amount of data are selected from the KDD
CUP99 dataset for testing. The running time of each
algorithm was compared, and the results are shown in
Figure 6. The minimum number of data selected is 200,
and the maximum number is 20000. It can be easily seen
from Figure 6 that the method of Literature [27] takes the
most average detection time during the whole experiment,
and the proposed method takes the shortest time. This is
because the parameters of the FCM-GRNN model are opti-
mized by using the global search feature of MFOA, and the
three-dimensional search method is used to find the optimal

x

z

y

1 2 3 4
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2

3

0

1

2

Figure 5: Iterative optimization trajectory of fruit flies in the
proposed method.

Table 1: Intrusion detection results based on the FCM-MFOA-
GRNN method.

Normal Attack DR FAR

Date set 1 3742 91 91% 1.175%

Date set 2 3758 93 93% 1.297%

Date set 3 3756 90 90% 1.138%

Date set 4 3697 89 89% 1.109%

Date set 5 3762 92 92% 1.161%

Average value 3743 91 91% 1.176%

Table 2: Performance comparison of different methods in
intrusion detection.

Method DR FAR

Literature [27] 89.24% 2.075%

Literature [28] 90.1% 1.237%

Proposed method 91.0% 1.176%
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spread value iteratively by using the sharp olfactory and
visual advantages of fruit flies, making the algorithm
converge faster and the time consumption be shortened.
Therefore, the FCM-MFOA-GRNN method is feasible
and efficient for processing large data volumes in cloud
computing environments.

6. Conclusion

Aiming at the poor detection performance of existing
intrusion detection methods in the environment of high-
dimensional massive data and uneven class distribution, an
anomaly traffic detection method based on deep learning
in cloud computing environment is proposed. By introduc-
ing the combination of the FCM algorithm and GRNN, the
stability of anomaly traffic detection system is improved.
Meanwhile, MFOA is used to optimize the parameters of
the FCM-GRNN method to speed up the convergence.
Experimental results show that the proposed method has
good detection ability.

The experiment only considers one intrusion detection
dataset, so more datasets can be involved to train the detec-
tion model in the future. Moreover, anomaly detection is
only one aspect. How to take mitigation measures to reduce
the damage caused by network attack is also a direction of
great research value.
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Peer-to-peer (P2P) live video streaming is an application-level approach providing ease of deployment with low cost as compared
to the IP multicast and client/server (C/S) architecture. These systems solely rely on end-hosts to disseminate the content;
therefore, their performance largely banks on end-hosts, called peers. Since peers themselves are controlled by users, users’
activities become activities of peers. In such a network, the highly dynamic behavior of users impacts the network
performance. Therefore, for performance improvement, a thorough understanding of user behavior is crucial. To explore and
understand user behavior, numerous studies have been carried out. However, user behavior is complex, having several
elements with dependency relationships, which make it difficult for a single measurement study to represent it
comprehensively. Therefore, this work takes a two-step approach. Firstly, it collects existing measurement studies and analyzes,
compares, and contrasts them to extract user behavior metrics and their relationships from them. Secondly, in light of the
observations gained, this research analyzes traces of user behavior collected from an operational system. Such an outcome is
useful, on one hand, for user behavior modelling towards performance improvement in NGWN, and on the other hand, it
provides insights for further measurements and analysis.

1. Introduction

Live video streaming is one of the Internet services that
emerged and became popular late. It is a bandwidth-
intensive service also requiring stringent playback deadlines.
Enabling such a service has been a challenge which has led to
the emergence of three major architectures. The first one,
called client/server (C/S) architecture, is a centralized model
which involves servers in order to provide video streams to
clients over unicast links. Consequently, all the burden of
broadcasting concentrates in centralized servers. Scalability
and cost are thus the prominent issues in these systems as
a surge in users’ population involves an increase in the
resource consumption of the servers. Content delivery net-
works (CDNs) are an improved form of the C/S model in
which a distributed network shares the load of content dis-

semination [1]. This architecture involves the deployment
of multiple servers at appropriate locations over the globe
in order to allow the nearest server serve the user. However,
these systems face challenges of high deployment cost and
scalability against an increasing number of users.

Concerning the network perspective, IP multicast pre-
sents an effective solution to the bandwidth issues by involv-
ing routers to duplicate one stream over several network
links. Nevertheless, due to the unavailability of IP multicast
globally, it cannot be utilized at the Internet scale. Nonethe-
less, telecom operators use this approach in their Internet
television (IPTV) systems inside their own networks.

By contrast, at application level, a P2P system is made of
peers which unlike dedicated servers have intermittent pres-
ence. Moreover, the scalability of these systems relies on the
contribution of peers. Therefore, organization of peers for

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 7564543, 12 pages
https://doi.org/10.1155/2022/7564543

https://orcid.org/0000-0003-3249-3850
https://orcid.org/0000-0002-0864-6215
https://orcid.org/0000-0002-4789-9151
https://orcid.org/0000-0002-0787-8874
https://orcid.org/0000-0002-2829-0893
https://orcid.org/0000-0003-3637-6977
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7564543


stream delivery becomes a crucial aspect of these systems
[2]. Several strategies have been proposed that suggest
various stream delivery mechanisms. These can be broadly
classified into push-based, pull-based, and hybrid strategies.

The push-based approach defines a tree structure for
stream delivery [3], in which peers are into the parent-
child relationship. A parent peer pushes the content to child
peers without requiring an explicit request. The single-tree
system is its simplest form in which an individual tree is
formed for each stream. Every parent peer pushes the stream
to all its child peers soon after it receives the stream. These
systems are a good choice in terms of efficiency and commu-
nication overhead; however, they are not robust in event of
peer departure which occurs frequently in P2P systems. Fur-
thermore, leaf nodes are deprived of using their active trans-
mission capacity that results in poor resource utilization.

In view of limitations of single-tree systems, the multi-
tree strategy [4, 5] works on the principle of dividing a single
stream into multiple substreams through using applicable
data-encoding method such as multiple description coding
(MDC) [6]. The goal is to deliver each substream over a
different tree from which a consumer peer can select the
number of trees according to its bandwidth capacity. To
ensure fair distribution of load and to decrease the impact
of peer’s departure, peers’ placement into trees is managed
in such a way that a peer becomes an intermediate node in
a tree where it can relay the stream to others and a leaf in
another tree. Hence, in case of a peer’s exit from the net-
work, the one substream is affected.

Pull-based strategy works on the mesh structure for
stream delivery. In this approach, a peer can create and
maintain simultaneous connections with multiple other
peers [7]. This is a random structure in which the flow of
stream is realized by the stream availability. The availability
of content is notified through periodic advertisements by
each peer to its neighbor peers. A provider peer only delivers
the content on explicit requests for certain blocks. Pull-based
systems provide robustness against the intermittent presence
of peers but they are less efficient than push-based systems
in terms of timely delivery of the stream.

A hybrid push-pull system [8] is aimed at mitigating the
downsides of push- and pull-based systems. It combines the
resiliency of pull-based systems and efficiency of push-based
systems. In hybrid approach, each peer may operate in both
push and pull modes. This approach attempts to deliver
most of the content through push operation while pull
operations are utilized in the start after arrival of a peer
and afterwards, to retrieve the blocks missed during push
function. An open issue within these systems is the selection
of an upstream peer to receive contents through push
operation.

P2P-based live video streaming involves low-cost instal-
lation and provides high scalability [9]; however, designing a
P2P IPTV framework is not trivial. Existing works attempt
to tackle these issues through the design of robust topologies
and efficient stream distribution strategies. A major issue in
these systems is their dependence on users in addition to
heterogeneity of end-systems and their interconnection. A
peer in these systems reflects the behavior of its user which

is highly dynamic; thus, affecting the performance such as
a sudden exit of a peer from the network stops the relying
peers from receiving the stream creating buffer underflows.

Numerous works are dedicated to study and understand
user behavior, but due to the complex nature of the subject,
any of the studies alone cannot capture all its aspects. Hence,
such different works need a thorough analysis to bring their
findings at one place for comparison and a concrete view.
This research attempts to compile all such studies performed
over IPTV systems in wired, wireless, and mobile networks
and perform their thorough analysis to identify important
metrics involved in the user behavior and also highlight
factors that impact them. Furthermore, we analyze traces
of user behavior, especially under those conditions which
have been mostly ignored in the existing literature. Results
of this work can be utilized in modelling user behavior in
IPTV systems. Furthermore, these models can be adapted
for the next-generation wireless networks (NGWNs), ant
colony optimization [10], smart cites [11], and IoTs appli-
cations [12, 13].

The highlights of this work are as follows:

(i) Collection of measurement studies aimed at user
behavior in live streaming systems

(ii) Analysis of observed variables found in different
studies

(iii) Synthesis of influential relationships among differ-
ent variables

(iv) Analysis of individual user behavior from a dataset
of user activities in an operational system

This article is organized as follows. Section 2 presents the
related work. Section 3 gives an overview of the measure-
ments by elaborating various elements focused by each of
them. This section also discusses the metrics of user behav-
ior found in analyzed works and presents the dependency
relationships among these metrics and other elements. Sec-
tion 4 presents an analysis of user behavior traces collected
from an operational system. Section 5 provides conclusion
and perspectives.

2. Related Work

Existing works on P2P IPTV user behavior can be divided
into two broad categories. The first one focuses on the
understanding of user behavior through analysis of behavior
logs. The second one is dedicated to user behavior models
intended for integration into systems for their performance
improvement. First, we discuss analysis-based works.

Reference [14] analyzes the influential factors of peer’s
stability and bandwidth contribution such as initial stream-
ing quality leads to stable user sessions. Reference [15]
analyzes arrival and departure behavior of users from IPTV
traces and concludes that if a video delivery structure
accommodates the departures, the consumption of system
resources can be reduced. Reference [16] compares user
behavior in mobile and land-line connectivity-based IPTV
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services. They remark that users’ sessions and popularity of
content have different features in the two types of connectiv-
ity. Furthermore, they also note a difference in behavior
between WiFi and 3G users

Since these mentioned works and other several contribu-
tions attempt to analyze one or a few aspects of user behavior,
[17] synthesizes user behavior measurements performed over
both live and video-on-demand users to present the consen-
sual and contradictory findings. However, further measure-
ments have been carried out after this work which may
contain new observations. A few of such works are as follows.

Reference [18] analyzes logs from a commercial mobile
IPTV service. They model browsing sessions and viewing
sessions with different distributions. Furthermore, they
notice the impact of the device type and network connection
on user’s playback patterns. Similarly, [19] analyzes users’
sessions, activities, and arrival rates. They also compare the
mobile and nonmobile and provide distribution models for
sessions and activities. Reference [20] analyzes logs to know
the causal impact of download speed on user engagement.
They discern that lower speeds have a negative impact on
user engagement in viewing longer videos

Concerning model-based works, [21] proposes a Bayes-
ian network model that estimates user departure time from
the past behavior in the current scenario from several met-
rics and parameters. They present a topology management
framework aimed at stabilizing the topology. Reference
[22] proposes a personalized channel recommendation sys-
tem for live TV channels. This system learns from user
behaviors when watching live channels using deep learning
and predicts the next channel of a user. The main goal of this
approach is to minimize channel switching by providing the
channels of users’ interest. To reduce the bootstrapping
delay, [23] proposes to integrate agents to model user behav-
ior. Aggregated knowledge of agents is distributed in the
system through sharing among the agents. Agents predict
the channels and then assign those to the users in order to
minimize the switching delay. Similarly, [24] compares dif-

ferent classifiers to predict the next channel in an IPTV sys-
tem. Reference [25] proposes to predict the QoS of neighbor
peers through neural collaborative filtering. The predicted
QoS can be used to choose a neighbor peer. Reference [26]
uses reinforcement learning in a cloud-assisted P2P stream-
ing system. The goal of using machine learning is to restrict
the cloud rental cost according to a desired QoS level. To
construct a P2P IPTV overlay, [27] uses fuzzy logic. They
define a metric “priority” to choose a parent peer which is
a combination of the peer’s age, upload bandwidth, and uti-
lization. Fuzzy logic is used to determine the overall priority
of a peer for parent selection.

As shown in Table 1, the existing works consider only
one or a few metrics while ignoring others. This work com-
plements these works in such a way that instead of propos-
ing a model or analyzing traces in isolation, we focus on
almost all measurements and provide a global state of all
observations made in different works. Based on these obser-
vations, we also present our own analysis of user behavior
traces. In the next section, we collect these measurement
metrics and thoroughly present their impact on IPTV
streaming.

3. User Behavior Measurements

In view of the crucial role played by user behavior, numer-
ous research efforts have been dedicated to measurement
studies over the past decade. These works are mainly based
on the analysis of traces collected from operational systems.
Collected traces represent user activities over long time
periods. Three different methods have been used for the
trace collection.

3.1. Log-Based Method. It is the preferred one. In this
approach, traces come from system logs which are automat-
ically created by the system itself. Such traces can only be
provided by the system operators.

Table 1: Summary of works.

Ref. Focus Limitation

Analysis-based works

[14] Influential factors of peer’s stability and bandwidth Global phenomenon

[15] Arrivals and departures of users Ignore other factors such as streaming quality

[16] Stability in mobile and fixed nodes Global behavior and missing factors

[18] Impact of device type and connection type Global behavior and missing factors

[19] Difference in mobile and nonmobile cases Global behavior and missing factors

[20] Impact of download speed on user engagement Ignore other factors

Model-based works

[21] Contextual model based on machine learning Long learning time

[22] Prediction of next channel Ignores other metrics

[23] Prediction of next channel Ignores other metrics

[24] Prediction of next channel Ignores other metrics

[25] Prediction of neighbor’s QoS Ignores other metrics

[27] Priority: age, bandwidth, utilization Considers only age for stability
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3.2. Crawlers Method. A crawler in its initial step sends a
request to the peer membership server for getting the list
of online peers. Then, it repeatedly starts sending partner-
ship request to every peer available in the list. After receiving
the partners’ list, it repeats the process for newly known
peers. In this way, a few activities such as users’ population
and presence can be monitored.

3.3. Passive Method. It monitors the communication pattern
of the local node with other peers to extract network-level
information.

These two latter methods provide less concrete information
as compared to the log-based method. Existing studies vary in
terms of the collectionmethod as well as measuredmetrics. It is
perhaps due to the particular interest in a specific metric or due
to unavailability of the required information.

3.4. Measurement Parameters. The commonly measured
user behavior metrics within these studies are given below.

3.4.1. Sojourn Time (ST). Sojourn time or session duration
represents the time duration for which a user holds a partic-
ular channel. In other words, it is the time period between
arrival and departure from a channel. A longer sojourn time
means a stable user.

3.4.2. Streaming Quality (SQ). Streaming quality is a generic
term that includes several performance parameters. A few
notable parameters are start-up time, rendering quality,
buffering ratio, rate of buffering events, and average bitrate
[28–33]. Since each work considers one or more of these
metrics as streaming quality, we aggregate all of them under
streaming quality in our work.

(1) Start-Up Time. The delay between a user request for a
stream and the time the video is played is called start-up
time.

(2) Rendering Quality. Frames per second determine the
quality of the stream which may reduce due to congestion
in the network.

(3) Buffering Ratio. It is the ratio of the whole session to the
buffering time [28, 31].

(4) Rate of Buffering Events. Buffering events distract users
from the content and it is annoying. A larger number of
buffering events means low streaming quality [28, 31].

(5) Average Bitrate. The average amount of bits transmitted
in a unit time during a session is called bitrate. The bitrate
usually varies in an IPTV session due to the bursty traffic
of the Internet [28, 31].

3.4.3. Joining & Leaving (J/L). The process of request by a
user for a channel and the system’s response to allow the
user completes the joining. Similarly, leaving demonstrates
the exit from the same which may be the result of quitting
the system or switching from current channel to another
channel.

3.4.4. Channel Switching (CS). It is the behavior event in
which a user selects a new channel while viewing one. The
time period between a user request for a new channel and
the time the channel is played is called channel switching.

3.4.5. Channel Popularity (CP). Channel popularity is mea-
sured through the number of join requests for a channel as
well as from the number of online users, also called the
instantaneous popularity.

We collect measurements that analyze one or more of
the abovementioned metrics and depict their summary in
Table 2. It is evident that each measurement focuses on
one or a few metrics. Furthermore, there are other variables
identified by these studies which have influential relation-
ships with these metrics. Such variables too are not present
in a single study as a whole which further necessitates the
analysis of these studies themselves for an abstract view.
Next, we discuss the analysis of these metrics from the
observations presented in different works.

3.5. Analysis of Metrics. Here, we present a synthesis of each
user behavior metric which has been analyzed in different
studies. Taking one metric at a time, we extract the observa-
tions regarding it, from different studies to provide an
abstract view of all works. We commence our synthesis with
the sojourn time.

3.5.1. Sojourn Time. Commonly, sojourn time is analyzed for
its lengths during different sessions. General observations
about the lengths [14, 41, 59] and fitting of statistical distri-
butions [39, 45, 60] are the major aspects analyzed for
sojourn time. According to their observations, majority of
works report short sessions in larger numbers as compared
to long sessions. A common reason for such a behavior
can be channel surfing which leads to very short sessions
as a user needs to select a channel for viewing. We tabulated
the sojourn time distributions in Table 3.

Weibull distribution dominates this list which has been
observed by a number of studies. Among other distribu-
tions, the generalized Pareto distribution is shown to fit
best with dropped tail for long sessions while lognormal
distribution for short sessions. Similarly, in the surfing
mode, Burr distribution is a best fit for sojourn time and
gamma distribution fits well with short sessions. Given
these observations, the selection of a consensual model is
not straight forward. It is due to the reason that some
external factors such as network connectivity type, device
type, and content type play a role in having an impact
on length of a session. To address that we separate works
that analyze sojourn time in the context of the device type
and connection type and show them in Table 4. It is again
evident that distributions vary according to the device type
(mobile/nonmobile) and connection type (WiFi, fixed, and
cellular). Therefore, in view of these observations, a con-
sensus on one model is not reachable.

3.5.2. Channel Popularity. Authors in [16] define channel
popularity in two ways. One is the ability to attract users that
can be determined from the users’ requests for a particular
channel. The other is to hold users in session, which can
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be perceived from the total sojourn times of users. They
observe that analyzing channel popularity on both these
parameters lead to similar results. They find Pareto distri-
bution as the best fit for popularity. Concerning other
measurements, most of them consider the frequency of
users’ requests. We show the observed models of different
measurements in Table 5. It can be seen that most of the
models observe Zipf distribution; however, most often, it
fits well with the head but not with the tail in the same
manner. Consequently, in [49], the head is modeled with
Zipf distribution and the tail is shown to fit well with
exponential distribution.

3.5.3. Peers Joining and Leaving Process. Peers independently
join and leave the system which turns the P2P network
highly dynamic. This joint effect is called churn and it has

a crucial impact on the performance of the system. Analyses
of joining and leaving by different measurement studies [41,
60] reveal high joining and leaving rates at the start and end
of a program, respectively. Furthermore, they observe stabil-
ity midway through a session; however, commercial breaks
lead to channel switching. Concerning the arrival process,
exponential distribution [60], piecewise-stationary Poisson
process [65], and nonhomogenous Poisson nature [34] have
been reported. Although the arrival process is not exten-
sively studied as sojourn time and popularity, mostly, Pois-
son distribution is used for its modeling.

3.5.4. Channel Switching. Users may hold a session in two
modes, namely, browsing and viewing. Browsing is the surf-
ing behavior while in viewing mode, a user watches the con-
tent. Surfing leads to frequent switches among the channels.

Table 2: Analysis of user behavior metrics in different studies.

Source System Provider Observation period Data
Observed metrics

ST SQ CS CP J/L

[34]

P2P

Spotify
2010–2011

Log

C C

[35] Dec. 2013–Jul. 2015 C

[36] P2P 06 months C

[37]
Unknown

2010 C C

[38] 03-Jun.-12–30-Oct.-12 C

[18] PPTV Apr 1st–14th, 2013 C

[15] Unknown Aug. 2008–Apr. 2009 C C

[39]

PPLive

Feb. to Nov. 2008
Crawler

C C

[40] Nov. 2006 (for 28 hrs) C

[41] 2006–2007 Crawler/passive C C C

[42] SopCast
Unknown

Unknown

C C

[43]
CDN Unknown

C

[44] 2-week period C C

[45] P2P PPLive, PP-stream, sop- cast, TVants Jun. 2006 Passive C

[46]

P2P

SopCast
Dec. 2008–Jan. 2009

Crawler
C C C

[47] Feb.–Mar. 2013 C

[48] Unknown Oct. 2011 to Apr. 2012

Log

C

[14] UUSee May to Jun. 2008 C

[49]

IPTV

Telco managed May 2007–Jun. 2008 C C C

[28] Unknown 2010 C

[31] Akamai

Unknown

C

[50]
CDN

Akamai C

[29] Unknown C C

[51]

P2P
PPLive

Unknown

C

[52] C

[53]
Unknown

C

[54] Hybrid CDN- P2P C

[55]

P2P

SopCast
Crawler

C

[56] Major League Baseball broadcaster In 2009 (3 hours) C

[19] PPLive Unknown Log C C C C

[57] PPStream Unknown Crawler C C

[58] IPTV Unknown 6-month period C

ST: sojourn time; SQ: stream quality; CS: channel switching; CP: channel popularity; J/L: joining/leaving.
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Surfing mode poses challenges in about all kinds of live
streaming architectures as it involves the initialization of a
new session for stream delivery and a starting delay is added.
It has been observed that users use button preference and
channel preference during channel switching. The former
is concerned on the choice of the button such as up/down
to switch frequently, and channel preference means how
often a user watches a particular channel. Work [66]
observes Zipf-like distribution for channel preference but
does not find any pattern for button-preference [66]. Under-
standably, the channel switching probability is higher in the
channel surfing mode [52].

Nonetheless, concerning button preferences, [49, 60]
observe 56–60% linear switches where majority of switches

that are 69–72% happen to be upward while 28–31% are
noted to be downward. Furthermore, [66] analyzes channel
switching behavior through using a semi-Markov process
and observes Poisson distribution for different channel
switches. Reference [67] analyzes commercial IPTV real
traces and analyzes how users select channels. They observe
that usually, users switch 4 channels on average before they
select a channel.

To conclude discussion on the analyses of user behavior
metrics, a plethora of measurement works have been carried
out. However, observations of these measurements are in
isolation and seem to depend upon the system. Therefore,
generalizing these observations is not trivial. Consequently,
as a next step, we attempt to combine the relationships
among different metrics and other factors observed in differ-
ent measurements.

3.6. Metric Relationships. The analysis has given earlier the
metrics which provide insight information utilizing models
with changing conditions. Therefore, it is critical to analyze
the impact of one metric on another and external impacting
factors that influence these metrics. Studies on the user
behavior also analyze such relationships usually for a subset
of variables. Therefore, in this section, we focus on these
relationships to put important variables of user behavior in
perspective. One again, we begin with sojourn time and
discuss its dependence on other variables.

Table 4: Sojourn time distributions based on the type of connection (TC) and type of device (TD).

Source System TC TD Sojourn time distributions

[16] CNLive

WiFi/3G
Mobile/nonmobile, nonmobile

(log-normal with σ = 1:2997, μ = 2:0738 for WiFi users),
(log-normal with σ = 1:3429, μ = 1:5808 for 3G users

[18] PPLive Pareto distribution

[19] IPTV Exponential distribution

[50] CDN Wired Quasi-experimental designs

Table 5: Channel popularity distributions.

Source Studied system Observed distributions

[16] CNLive Pareto distribution type I

[49] Telco managed Zipf-like head, exponential tail

[49] Telco managed Zipf with α = 0:5
[38] China Telecom Geometric

[64] Twitch Zipf

[60] Telco managed Zipf like

Table 3: Sojourn time distributions.

Source System Sojourn time distributions

[61] HTTP Weibull distribution

[34] Spotify Weibull, log-normal

[59] CNLive
Weibull (α = 3:1323, β = 4:5861), gen. Pareto (κ = 0:33795, σ = 605:74, μ = 601:0),

log-normal (σ= 1.6394, μ = 3:3172, γ = 6:1731)
[46] SopCast Weibull (α = 2:032, β = 0:233), log-normal (μ = 0:823, σ = 1:459)
[62] IPTV Burr distribution (α = 2:4, β = 5:06, κ = 0:81), gamma distribution (α = 0:453, β = 1192:1)
[16] CNLive Gen. Pareto (κ = 1:0259, σ = 4:0102, μ = 1), log-normal (σ = 1:3450, μ = 1:8370)
[63] IPTV Pareto, Weibull

[45] PPLive, PPStream, SopCast, TVAnts
Weibull (λ = 12:3, κ = 0:2), Weibull (λ = 322:1, κ = 0:4), Weibull (λ = 993:8, κ = 0:4),

Weibull (λ = 1572:8, κ = 0:6)

[45] PPLive, PPStream, SopCast, TVAnts
Weibull (λ = 12:3, κ = 0:2), Weibull (λ = 993:8, κ = 0:4), Weibull (λ = 322:1, κ = 0:4),

Weibull (λ = 1572:8, κ = 0:6)
[60] IPTV Lognormal (σ = 1:6394, μ = 6:351)
[34] Spotify Weibull, log-normal distribution
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3.6.1. Sojourn Time. Sojourn time is the core of user behav-
ior, and it has been observed that it is impacted by a number
of factors and metrics. These include the quality of stream-
ing, channel popularity, time of the day, peers joining and
leaving, device type, and connection type [16, 18, 50, 59].
Authors in [14] observe a strong correlation of it with the
initial quality of streaming. It means that a user receiving a
good quality stream in the start of a session tends to watch
it for longer time. Similarly, user’s sojourn time is longer
while watching popular channels as compared to unpopular
ones. Moreover, the time of the day influences sojourn time
as observed in [14]. Such an observation indicates how users
watch for longer or shorter durations over different times of
a day due to their availability for short or long periods.

Authors in [68] observe that flash crowd degrades the
streaming quality leading into an increase in early exit of
users which indicates an impact of the arrival rate on session
duration. Reference [34] remarks shorter sojourn times for
mobile users than desktop users. Similarly, 3G users have
shorter sojourn times than WiFi users. Furthermore, mobile
TV users have shorter sojourn times than IPTV users [16].
All these observations show impact of the device type and
connection type on sojourn time.

3.6.2. Joining and Leaving Process. Our extraction of findings
from different studies reveals impact of several factors on
joining and leaving rates of users. These include channel
popularity, time of day, streaming quality, device type, and
connection type. Works [16, 18, 31] have consensus on
varying joining/leaving rates over different kinds of chan-
nels. High joining rates of users are observed in popular
channels while the opposite has been noted in unpopular
contents [15]. Similarly, it has been revealed that stream-
ing quality influences the joining/leaving rates of peers
where users find it hard to view channels of low streaming
quality [19, 28, 31, 61]. Work [19] observes that due to poor
connectivity, a noteworthy number of mobile users quits the

sessions as well as the proximity in order to reconnect, there-
fore indicating an impact of the connection and device types
on arrival and departure.

3.6.3. Channel Popularity. Time of the day and joining and
leaving of users influence the channel popularity. Studies
[49, 60] observe diurnal patterns suggesting a peak of popu-
lation around noon time and another higher peak at the
beginning of the night. This clearly shows the influence of
time-of-the-day on popularity. Concerning the arrival and
departure rates, it is obvious that joining and leaving rates
influence popularity as affirmed in [40, 49].

3.6.4. Channel Switching. According to user behavior mea-
surements [51, 58, 66, 69], start-up delays, advertisements,
and channel popularity have influence on channel switching.
Start-up delay is part of the streaming quality which has an
impact on channel switching. Similarly, advertisements are
part of the content which has its own popularity so we keep
advertisements and channel popularity together.

To get an abstract view of the observations discussed
above, we place the involved variables into three groups
and term them as user, network, and the environment.
Here, sojourn time, popularity, joining/leaving, and channel
switching make the user group where all these variables rep-
resent user behavior metrics. Streaming quality and connec-
tion type are put in the network group since they determine
the network performance. Finally, we place the impacting
factors from outside the user behavior and network in the
environment which are time-of-the-day and device type.
We demonstrate these groups in Figure 1 in the form of a
causal graph. Here, the directed edge shows the impact of
an element on the other. This graph gives a global view of
all the observations made in different measurement studies
and can be used as the baseline for further measurements
and models.

connection
 type

Streaming quality
Start-up time
Average bitrate
Buffering ratio
Buffering event
Rendering quality

Sojourn time

Channel
 switching

Joining/
leaving

Channel 
popularity

Time of day

Device type

Network User Environment

Figure 1: Causal graph of user behavior metrics and external elements.
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4. Analysis Results

This section presents an analysis of P2P traces collected
from a deployed system. These traces are explained in detail
in [48]. We analyze these data in light of the observations
synthesized above and focus on those issues which have been
ignored earlier. Now, we present our analyzed metrics one
by one.

4.1. Sojourn Time. The existing studies on user behavior
analyze user behavior from mixed traces of all the users
of the system, and we are interested in individual behavior
in certain cases for crucial decisions such as topology man-
agement in P2P systems; therefore, we focus on sojourn
time of individual users. To do so, we separate data of an
individual user from the traces based on their MAC
addresses. As there are numerous users in the trace file,

we choose 8 users from it starting from one with more
observations than others. We depict a plot of sojourn time
frequency distribution in Figure 2(a). One can notice differ-
ent frequencies for different users; however, to have a fair
comparison, we also compute the percentage frequencies
to eliminate the difference appearing due to different num-
bers of total sessions.

We show the percentage cumulative frequency distribu-
tions in Figure 2(b). It clearly demonstrates the different
nature of sessions for different users, for example, the num-
ber of longer sessions is high for user 1 and user 8. By con-
trast, user 7 has all its sessions within a 50-minute limit.
Similarly, user 5 has produced the highest percentage of
short sessions which shows a user who is switching a lot of
channels.

Sojourn time is a key metric in a P2P IPTV system and it
has been extensively studied. However, these results add a
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new perspective to this area as they clearly show distin-
guished individual behavior.

4.2. Channel Popularity. We analyze the popularity from the
number of online users and user’s requests for a channel. As
shown in Figure 3, the number of online users over a typical
week period during each hour of the day reveals that the
number of users vary over different days of the week. Inter-
estingly, the number of users increases as the weekend
approaches while remaining low in the early week. To
analyze the impact of the time of the day, we depict the
population over day time in Figure 4(b). It is evident from
this figure that the population varies during a day, remaining

low early while reaching peak in the afternoon when users
come back home and turn their sets on.

To analyze the number of requests for different channels,
we choose the top 15 channels and show the number of
requests they get in Figure 4(a). Here, ch1 is the most popu-
lar channel with 6000 user requests. The curve is similar to
Zipf distribution which is a consensually used model for
channel popularity with little variations from system to sys-
tem. We also observed that the user stays longer on popular
channels as compared to unpopular channels.

4.3. Joining and Leaving. Joining and leaving of the users cre-
ate a combined effect called churn which is a hot area of P2P
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networking research. We analyzed joining and leaving dur-
ing day time and depicted the results in Figures 5(a) and
5(b), respectively. It can be noticed from the figures that
joining and leaving are time dependent just like the popula-
tion, and interestingly, both of these increase and decrease
simultaneously, along with the population. Therefore, an
important insight from this observation can be drawn for
the design of these systems to accommodate churn at peak
hours.

To sum up the discussion on analysis of dataset, we
observed that individual behavior is different than the global
behavior and analysis of popularity and joining/leaving is
consistent with other measurements. However, certain other
key points need to be investigated which could not be
accomplished from the current dataset due to its size. These
key points are the behavior analysis of a single user from
channel to channel and program to program.

5. Conclusion

User behavior in P2P IPTV is crucial for the performance of
the system, and therefore, numerous efforts are aimed at its
understanding. Each such study is restricted to a few vari-
ables due to the research interest, availability of data, and
nature of the system. Therefore, one or a few studies cannot
provide a comprehensive view of the user behavior. Keeping
in view the impact of user behavior on the performance of
the system, generalization of the user behavior in light of
the existing studies can be helpful in P2P IPTV systems as
well in other similar systems. Therefore, our work has two
main parts. Firstly, we collect and synthesize existing mea-
surements to get a comprehensive view of all works. We
found that measurements show consensus in large to model
users’ requesting frequencies for popular content. Similarly,
analyses of sojourn time remains consistent about the ratio
of short sessions and long sessions. Concerning the observed
distributions, they are shown to be varying among different
studies in terms of models and/or parameters. Nonetheless,
the behavior of individual users is not considered perhaps
due to privacy and technical issues such as identification
and tracking of individual user in the dataset. Furthermore,
this work synthesizes the relationships among different ele-
ments of user behavior. It demonstrates the dependency
insights from different measurements in a casual graph. This
graph provides a consistent view of independent studies and
it can be used for further investigation. Secondly, this work
performs an analysis of individual user behavior from logs.
It is noticeable from the results that individual users behave
differently, and therefore, applying a global behavior to an
individual user may not be reliable. Instead of considering
a generalized behavior, clustering of users for similar behav-
ior may produce better results.

6. Future Work

In future work, we intend to collect and analyze a larger
dataset and see the possibility of clusters of users based on
their behavior. This can further be extended towards
individualized models for fine tuning the NGWN systems

according to the expected behavior of users. Machine learn-
ing could be an appropriate choice to build such models.
These models could also be applicable to other areas to con-
struct user-oriented networks.
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Human activity recognition is a time series classification problem that is difficult to solve (HAR). Traditional signal processing
approaches and domain expertise are necessary to appropriately create features from raw data and fit a machine learning
model for predicting a person’s movement. This work aims to demonstrate how a hybrid deep learning model may be used
to recognize human behavior. Deep learning methodologies such as convolutional neural networks and recurrent neural
networks will extract the features and achieve the classification goal. The suggested model has used wireless sensor data
mining datasets to predict human activity. The model’s performance has been assessed using the confusion matrix, accuracy,
training loss, and testing loss. Thus, the model has achieved greater than 96% accuracy, superior to other state-of-the-art
algorithms in this field.

1. Introduction

Human activity recognition (HAR) is concerned with recog-
nizing people’s daily routines using sensor-based time-series
information [1]. Sensors, the Internet of Things (IoT), cloud
computing, and edge computing have all advanced in the
last decade. Because sensors are affordable and can be easily
incorporated or implanted in both portable and nonportable
devices, HAR research has shifted to sensor technologies [2].
Using IoT wearable devices with sensors, it is possible to
swiftly capture a variety of body movements for human
activity detection [3]. Due to the rapid growth of low-cost
smartphones and smartwatches, wearable inertial

measurement units (IMUs), which consist of accelerometers
and gyroscopes that can easily identify and pinpoint human
movements, have become widely available in recent years.
The fact that HAR based on wearable sensors can be used
to identify and document numerous daily acts including eat-
ing, drinking, brushing your teeth, and detecting sleep disor-
ders demonstrates the importance of HAR.

Actions in HAR are divided into two categories: primary
and sophisticated [4]. Brushing your teeth or dribbling a ball
is examples of complicated human activities that need two
separate actions: the simple human activity itself and the
transitional action. In machine learning, the HAR challenge
is one of multivariate time series categorization as well as
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supervised learning [5]. Traditional algorithms like SVM
and Random Forest have been combined with newer deep
learning approaches like ANN, CNN, and RNN for previous
activity recognition research [6]. With conventional algo-
rithms, feature engineering and feature extraction require a
lot of manual labor and take a long time. When it comes
to categorizing human actions, however, deep learning
approaches are better suited because they can learn features
automatically from data [7].

Deep learning models that can accurately classify 18
daily routine complex and specific human activities from
the WISDM dataset into three categories: (a) ambulation-
oriented activities such as jogging and other ambulatory
activities; (b) nonambulation-oriented activities such as
driving and other motorized activities. Writing, typing, and
other general hand-oriented activities are included in this
category [8]. Aside from that, data gathered from low-level
time series sensors, such as the accelerometers and gyro-
scops found in smartwatches and smartphones, can be uti-
lised to study hand-oriented behaviours like eating chips
and spaghetti [9].

It is possible to extract local features using a one-
dimensional convolutional neural network (CNN) [10]. An
alternative approach that takes advantage of neural networks
with built-in memory and the ability to retrieve previously
stored information is GRU. With the help of CNN and
GRU, humans can perform complex activities with great
precision. This hybrid model was compared to baseline
models like InceptionTime and DeepConvLSTM, which
were built using AutoML based on the McFly open-source
python module [11].

In this paper, hybrid deep learning model is imple-
mented by combining convolutional neural network and
recurrent neural network for analysing the human activities.
Mainly six types of body activities are recognized by using
the proposed model.

The work is presented in 6 sections. The first section
contains the introduction of the work. Section 2 provides a
literature assessment of human activity recognition algo-
rithms and methodologies. Methodology and framework
for recognizing human activities are laid out in Section 3.
Section 4 compares the performance metrics of the various
models. To compare and contrast different models, Section
5 presents the findings and conclusions drawn from those
other models’ outputs and future directions. The last section
covers the references.

2. Literature Survey

In the past, methods based on machine learning were used
to detect human activities. Decision trees are favored over
more sophisticated models because of their ease of interpre-
tation and low processing costs [12]. SVMs and K-nearest
neighbor (KNN) are two of the most common HAR classi-
fiers that use sensor data [13]. Particle swarm optimization
by Tharwat et al. [14] produced an improved k-NN classifier
that outperformed K-nearest neighbor classifiers when
applied to accelerometer data. K-next neighbor, an
instance-based learning (IBL) technique, is computationally

demanding since it compares an incoming instance with
every training example. Consequently, it is able to rapidly
react to new information and discard outdated data. For
six different indoor activities, implemented SVMs that did
not require a lot of processing power or memory to identify
them accurately.

Classifiers, such as the bagging and boosting ensemble
meta-algorithm, can be combined to increase the final classi-
fication quality. Ensemble algorithms, on the other hand,
require a larger number of base-level algorithms to be
trained and evaluated. Diverse studies have documented
deep learning algorithms’ current state-of-the-art perfor-
mance. For the opportunity dataset, Ordonez and Roggen
[15] implemented DeepConvLSTM with a convolutional
and recurrent layer combination to achieve 95.8%, whereas
Hammerla et al. [16] used bidirectional LSTM with two par-
allel recurrent layers that reach into the “future” and the
“past.”Wearable sensors are required in order to collect both
datasets, which necessitates the use of multiple sensors, mak-
ing the technology more intrusive. Human action signals
were employed in a categorization model established by Sik-
der et al. [17]. The frequency and power parameters of the
collected signals were used. Using the fast Fourier transform
(FFT) of each input channel, Ronao and Cho trained a four-
layer CNN using raw sensor data [18]. In contrast, Ignatov
[19] used a shallow CNN using raw sensor data input, 40
statistical characteristics, and a 95.2 percent success rate in
order to achieve a 95.2 percent accuracy rate. The real-time
solution would require more time and computing power
since noise filters were applied to the accelerometer and
gyroscope signal before sampling the dataset in fixed-width
sliding windows with 50% overlap (128 readings/window).

The WISDM (wireless sensor data mining) lab devel-
oped two datasets: WISDM and Actitracker. All six physical
activities (upstairs, downstairs, walking, jogging, sitting, and
standing), four of which are the same and two that are
unique, are captured by triaxial accelerometers in both data-
sets (upstairs and downstairs for the WISDM dataset and
stairs and lying down, respectively, for the Actitracker data-
set) [20]. The outcomes of these implementations are
uneven because there is no preselection of datasets for train-
ing and testing.

All previous attempts on the WISDM dataset have pro-
duced solutions that are dependent on the user, with the
exception of. Using the leave-one-out testing technique,
Kolosnjaji and Eckert [21] used hand-crafted features and
random forest or dropout classifiers on top of them to
achieve 83.46 percent and 85.36 percent f 1 scores using a
cross-validation procedure seven times with five participants
excluded from the testing dataset and the remainder
included in the training dataset. Manzi et al. [22] make use
of depth camera data to identify human activity. This tech-
nique uses a machine-learning system to distinguish human
activity. The action is represented using a different number
of clusters obtained independently from the activity
instances, in contrast to earlier methodologies. CAD-60
and TST datasets were used to train a multiclass SVM, then
used to generate these models. The SOM optimization was
used to prepare the SVM on both datasets. Depending on
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the input sequence and activity, these numbers can fluctuate,
resulting in dynamically created clusters.

Milenkoski et al. [23] trained an LSTM network to iden-
tify raw accelerometer data windows, and their accuracy was
only 88.6 percent based on an 80/20 split. Pienaar and Mal-
ekian [24] used a random 80/20 split to train an LSTM and
an RNN and achieved a 93.8 percent accuracy rate. With the
help of Microsoft Kinect data and Minkowski distances
between joint data,

Another group of researchers developed a pose descrip-
tor for differential quantities encoders and efficiently cap-
tured the information of a human joint’s posture in a
frame sequence using differential quantities encoders [25].
When joining the descriptor, they used the k-nearest neigh-
bor method, although their results were nonparametric and
had low latency recognition.

Siirtola and Röning [26] sampled the custom dataset at a
frequency of 40Hz, whereas the WISDM and Actitracker
datasets were sampled at a frequency of 20Hz. According
to the authors, 98% and 99% of the walking activity’s power
were confined below 10Hz and 15Hz. The fundamental
could only be expressed in terms of 5 percent of the total sig-
nal strength at higher frequencies. It was shown that when a
mobile device was carried at a hip region, the major frequen-
cies were lower than 18Hz. To save power and storage space,
lower sample rates can be used. The ideal window size has
been the subject of much research; however, most imple-
mentations employ window sizes between 1 and 10 seconds.
In contrast to most other implementations, which use fixed
window sizes ranging from 1.28 s to 2.56 s to 3.2 s to 10.7 s.
In comparison, Ignatov et al. tested their implementation
over a range of window sizes from 1 to 10.6 s. Most other
implementations use variable window sizes ranging from
1.2 to 10 seconds.

3. Proposed Work

In this section, the proposed work will be explained in
which wireless sensor data mining (WISDM) dataset will
be used to perform the human activity recognition. The
features will be extracted first using CNN and then classi-
fier will be done using LSTM model [27]. Figure 1 displays
the flowchart of the proposed work, let us discuss the pro-
posed work in detail.

3.1. Dataset. In this work, wireless sensor data mining
(WISDM) is the dataset cited in this work for the detection
of human activities [28]. Among the samples in the collec-
tion are 1,098,207 examples of diverse physical activities
from all around the world (sampled at 20Hz). This dataset
can also be found on the Wisdom website at https://www
.cis.fordham.edu/wisdm/dataset.php. There are mainly six
activities such as walking, jogging, upstairs and downstairs,
as well as sitting and standing, are all included in the data
collection.

3.2. Data Preprocessing. In this section, data preprocessing
approaches will be discussed. First, feature extraction is per-

formed then classification will be done by using deep learn-
ing model.

3.2.1. Feature Extraction. An example will help us compre-
hend the feature [29]. As soon as a photo is taken, the next
step is to identify it; however, in order to do so, the user
must keep vast numbers of photos that take up a lot of stor-
age space and measure each photo in terms of pixels per
inch. We must therefore do features extraction in order to
store this image. The image’s dimensions will be reduced
as a result of a feature extraction. As far as computer vision
is concerned, a “feature” is an important notion. An impor-
tant element or piece of information is referred to as a “fea-
ture.” The edges or the artefacts may be such details.

Zernike and Fourier descriptors are two examples of
extraction algorithms [30]. To put it another way, descrip-
tors are numbers assigned to describe a particular kind of
thing. There are a few of them, such as

(i) The number of form pixels in an area

(ii) The number of pixels that fall within the shape’s
boundaries

(iii) Extend the shape to fit on a smaller rectangle by
elongating a rectangle. Afterward, compute your
height and width

(iv) Rectangularity refers to how much of an object’s
surface area is contained within a rectangular shape

Wireless sensor data
mining (WISDM) dataset

Data pre-processing

Feature extraction:
convolutional neural

network

Classification: long short 
term memory

Figure 1: Flowchart of the proposed work.

Training
set images

Feature
set

Features from
invariant HU

Figure 2: Machine learning.
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This refers to the shape’s general orientation.
Recognition of human activity is accomplished in two

stages:
(1) Collecting the training set and convolutional neural

network feature extraction. Figure 2 shows the feature
extraction approach.

(i) Training Dataset. Changes to the dataset are
recorded in preparation for the training phase. Data
is comprised of five distinct gestures, with a total of
one hundred and fifty different possible outcomes.
As a result, the system is better able to deal with a
wide range of gestures consistently. Thus, it aids
comprehension of the operation under diverse
conditions

(ii) Feature Extraction. All images in training are
retrieved and saved using the HU moment set
approach, and the results are saved in a file for each
training image. Descriptor values and classification
levels for each image are stored in a matrix in the file

(iii) Normalization. The features that are measured and
processed are represented as a matrix in each row,

which represents an image. There is a distinct fea-
ture (attribute) for each matrix attribute. As a result,
the data in each column should be uniform and
unrelated to the others. The maximum amount of
data that can be kept in each column is used to save

Input Layer Bidirectional layer

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

Output layer

Xt−1 +

+

+

Xt

Xt+1

Yt−1

Yt

Yt+1

Figure 4: Architecture of recurrent neural network.

Training
set images

Feature
set

Machine learning:

Recognition:

Features from invariant 
HU moment

Resul Classified Classification Feature

Test
image

Figure 5: Recognition of the images.

Input
dataset

Convolutional
layer Pooling

layer

Feature extraction network Classifier
network

Figure 3: Architecture of convolutional neural network.
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a file that will be classified later. The largest value of
a particular characteristic (feature) is selected and
used to divide the entire matrix (feature). The values
that arise from this normalization are between 0 and
1. This greatly enhances the classification process.
This will also reduce the likelihood of bias in classi-
fications where each attribute is given equal weight

(iv) Convolutional Neural Network. A convolutional
neural network is a type of neural network designed
to analyze multidimensional data, such as picture
and time-series data (CNN). Feature extraction
and weight computation are included in the training
process. Using a convolution operator, these net-
works are referred recognized as convolutional
networks. The fundamental advantage of CNNs is
the ability to automatically extract features [2].
Figure 3 shows how the input data is first sent to a
feature extraction network, and then the derived
features are sent to a classifier network as illustrated.
Convolutional and pooling layer pairs make up the
feature extraction network. The input data is convo-
lutioned using a layer of digital filters called a con-
volutional layer. The threshold is set by the
pooling layer, which serves as a dimensionality
reduction layer. Several factors must be modified
during backpropagation in order to reduce the
number of connections in the neural network
architecture

3.2.2. Classification. Classification involves basic steps shown
in

(i) Implementation of the deep learning model using
recurrent neural network

Long-term short-term memory improvement is the
result of improved recurrent neural networks (RNNs).
When the gradient disappears or explodes, LSTM memory
blocks instead of RNN units can fix the problem. Unlike
RNNs, it adds a cell state to store long-term states, which
is its main difference. An LSTM network can maintain track
of and link data from the past with data collected in the cur-
rent time. For the LSTM, there are three gates: an input gate,
a “forget” gate, and an output gate. The input gate relates to
the current input, while the “forget” gate refers to the
previous input. The internal construction of the LSTM is

shown in Figure 4. This LSTM network layer has a total of
512 network units in its configuration. First, we employ
two blocks of tightly linked layers, each of which has a size
of 1024 network units and is activated by rectified linear
units (ReLUs). Following the activation of the ReLU, we
employ dropout regularisation with a value of 0.8. During
the training phase, dropout regularisation is used to prevent
the complicated coadaptations of the fully linked layers by
disregarding randomly picked neurons. During the training
process, this prevents overfitting from occurring. Last but
not least, a third fully connected layer with a softmax activa-
tion function to obtain predictions for the next action.
Because we want to choose the activities that are most likely
to occur in a certain sequence.

Figure 4 displays the architecture of recurrent neural
network in which X represents the inputs. These inputs are
the extracted features, and Y represents the output class of
the input features.

(ii) Recognition

The following are the steps involved in this procedure:

(a) Hu moments are used first to determine the proper-
ties of the test image, followed by a second step

(b) When compared to selecting training apps, these
characteristics are advantageous

Figure 5 shows the process of recognition of images
through machine learning approach. In order to feed the
network with such temporal dependencies, a sliding time
window is used to extract separate data segments. The win-
dow width and the step size can be both adjusted and opti-
mised for better accuracy. Each time step is associated with
an activity label, so for each segment, the most frequently
appearing label is chosen. Here, the time segment or window
width is chosen to be 200, and time step is chosen to be 100.

4. Results

The hybrid deep learning model has been applied on the
wireless sensor data mining datasets to perform the human
activity recognition. The classifier achieves the accuracy of
95%, though it might presumably be slightly improved by
decreasing the step size of sliding window. The following
graphs show the train/test error/accuracy for each epoch

Table 1: Confusion matrix.

True label

Downstairs Jogging Sitting Standing Upstairs Walking

Downstairs 0.88 0.0093 0.0061 0 0.068 0.0043

Jogging 0.0066 0.97 0.0001 0 0.016 0.0013

Sitting 0.0048 0.013 0.94 0.027 0.0031 0.001

Standing 0.021 0.0073 0.0071 0.94 0.014 0.0073

Upstairs 0.060 0.026 0.0049 0.0024 0.89 0.0026

Walking 0.0032 0.00079 0 0.0001 0.009 0.98

Predicted label
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and the final confusion matrix (normalised so that each row
sums to one). The proposed work is implemented using
Python programming language. The performance metrics
used for the evaluation of the model are confusion matrix,
accuracy, and the loss. The number of epochs used for the
training of the model is 5000. The model hyperparameters
are taken on the basis of human activities such as
downstairs, jogging, sitting, standing, upstairs, and walking.
The confusion matrix is also formed using these
hyperparameters.

Table 1 has shown the confusion matrix generated by
the hybrid deep learning model. Another parameter used
for the evaluation of the model is accuracy and the
error.

Figure 6 has represented the graph of confusion matrix.
The graph is based on the hyperparameters.

Figure 7 has shown the graph based on generated train
and test accuracy, train and test loss with respect to training
epoch. The proposed work has achieved accuracy greater
than 96%.
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5. Conclusion

Because of the positive effects on our health and well-being,
the ability to recognize our activities is increasingly in
demand. It is now an essential instrument in the fight
against obesity and the care of the elderly. The capacity to
recognize human activity is based on using sensors to under-
stand the body’s gestures and motions and derive human
activity or action. The activity recognizing systems can auto-
mate or simplify many ordinary human operations. Depend-
ing on the circumstances, human activity recognition
systems may or may not be supervised. In this work, the
human activity has been recognized using hybrid deep learn-
ing model, i.e., combination of convolutional neural network
and the recurrent neural network. The parameters used for
the evaluation of the model are confusion matrix, accuracy,
and the errors. The results of the proposed model have
shown that it has outperformed the existing models. In the
future, the work can be improved by using Capsule Network
in which we can take multiple convolutional neural net-
works for performing the activity recognition with different
number of dropout layers, max pooling layers, and activa-
tion function.
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Mobile robots belong to mechanical devices. Mobile robots are commanded by humans and restricted by the principles
established by artificial intelligence technology, mainly to assist humans in dangerous tasks. Intelligent mobile robot is a system
that integrates perception, analysis, and decision-making, and it integrates a number of high-end technologies. It is currently
the most active field of technological development. Infant sport is essentially a process of cultivating and caring for the
physical fitness of children. This article aims to explore the auxiliary role of intelligent mobile robots in the standard training
of children’s sports movements. The physique of the early childhood stage is closely related to the entire life stage. Once there
is a deviation in the early childhood training stage, there will be very serious consequences. Therefore, the mobile intelligent
robot is combined with children’s physical training, and it is expected that it will give correct guidance to improve children’s
physical fitness. This article briefly designs the mobile robot, uses two independent wheels and a robotic arm with degrees of
freedom, and analyzes the forward and inverse kinematics of the chassis and the robotic arm, which provides a theoretical
basis for the design of the control algorithm. This article will focus on the training of children’s sports, explore the current
deficiencies in children’s sports, and analyze the reasons and the role that intelligent mobile robots can provide in sports
training. The experimental results in this paper show that the balance ability of children standing on one foot with eyes open
is mainly distributed in the second, third, and fourth levels. Among them, the second level has the largest number of people,
accounting for 52%, the third level accounts for 27%, the fourth level accounts for 22%, and the other levels are less
distributed. When the intelligent mobile robot assists children’s movement, the child’s balance ability is generally distributed in
the fourth and fifth levels. Among them, the fourth level has the largest number of people, accounting for 52%, followed by the
fifth level, accounting for 26%, and the third level accounting for 14%. This shows that the intelligent mobile robot is effective
in guiding the movement of young children.

1. Introduction

The robot integrates a number of high-end technologies and
has a very high work efficiency. It can replace humans in work
and save labor costs. Intelligent mobile robot technology
covers structural design, visual calibration, SLAM (real-time
positioning and map construction), path planning, multisen-
sor information fusion, and other technologies. Intelligent
mobile robots have become a hot spot in the field of robotics
research. There are many tasks in dangerous environments
that humans cannot complete, but robots do not have this

concern. Intelligent robots can complete various tasks orga-
nized and planned in various environments, which also
enables intelligent robots to have vigorous vitality in various
fields. For example, it can help with housework, complete
diagnostic work in a hospital, complete explosion-proof work
in a hazardous environment, and so on. With the continuous
improvement of residents’ living standards, it is the common
wish of parents to promote the healthy development of chil-
dren. Children are an important stage of individual intellectual
development and movement development, and movement
training is closely related to physical fitness. However,
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compared with movement training, parents pay more atten-
tion to intellectual development and standardized movement
training. This has also led to a lack of scientific coaches for
children’s sports activities in the market. Due to the lack of sci-
entific quantitative standards, the scope of physical fitness
research mainly focuses on three aspects: body shape, physio-
logical function, and physical fitness. There have been few
studies on psychological conditions so far, so the current phys-
ical fitness testing is only limited to the physical aspect. How-
ever, the movement training of young children is closely
related to their physical fitness, and scientific methods must
be formulated to enhance their physical fitness. This article
combines the intelligent mobile robot with the standard train-
ing of children’s sports movement and hopes that it can play a
role in the training of children and enhance the physical fitness
of children.

The current training of young children is concentrated
in the field of intellectual development, and there is a lack
of necessary research on the physical function and physique
of young children, which leads to a lack of scientific and rea-
sonable training for young children. Combining intelligent
mobile robots with standard training for children’s sports
movements can provide scientific guidance for children’s
sports training, enhance their physique, promote their
healthy growth, improve their quality of life, formulate cor-
rect training patterns for children, and exercise properly.

China has been practicing the “people-oriented” policy,
and society is paying increasingly attention to people. As a
disadvantaged group, young children have become the focus
of attention. Due to the lack of children’s sports training
mechanisms in the market, a large number of experts and
scholars have carried out research in this field. Tang et al.
proposed a new classification-based virtual machine place-
ment (CBVMP) algorithm for MCC, which aims to improve
the efficiency of virtual machine (VM) allocation in large
cloud data centers and the unbalanced utilization of under-
lying physical resources. In recent years, cloud computing
services based on mobile terminals such as smart phones
have developed rapidly. Cloud computing has the advan-
tages of massive storage capacity and high-speed computing
capabilities, which can meet the needs of different types of
users. In this context, mobile cloud computing (MCC) is
booming. Through simulation experiments based on the
CloudSim cloud platform, the experimental results show
that the new algorithm can improve the efficiency of VM
placement and the utilization of underlying physical
resources [1]. Li et al. proposed a hybrid intelligent algo-
rithm for wheeled mobile robots (WMR) to achieve trajec-
tory tracking and path tracking navigation tasks. A new
control scheme combining kinematics and TSK fuzzy con-
trol was developed to track the required position, linear
velocity, and angular velocity, so that WMR is affected by
system uncertainty and interference. The TSK fuzzy control-
ler he proposed deals with general dynamic models and has
good antidisturbance capabilities. For the path following
problem, the improved D∗lite algorithm determines the
appropriate path between the initial position and the desti-
nation. The derived path is transformed into a tracking tra-
jectory through a time function. The asymptotic stability of

the whole system is proved by Lyapunov theory. Finally,
real-time experiments using the proposed hybrid intelligent
algorithm on the figure-eight reference trajectory and long-
distance movement proved the feasibility of actual WMR
maneuvering [2]. Dayal aims to explore the possibility of a
two-wheeled mobile robot (TWMR) generating an
obstacle-free real-time optimal path in a cluttered environ-
ment, driven by two DC motors. During the exploration
process, a new motion planning strategy called DAYANI
arc contour intelligent technology was proposed, which is
used for the navigation of a two-wheeled self-balancing
robot in a global environment with obstacles. The developed
new path planning algorithm considers five weight functions
from the arc profile to evaluate the best next feasible moving
point based on five independent navigation parameters.
Through a series of calculations of path length and time,
the authenticity of the proposed navigation algorithm is
proved. Simulation and experimental verification found that
the average error percentage is about 6%. This data proves
that the two-wheel mobile robot can analyze the optimal
path [3]. Karakaya et al. proposed a wheeled mobile robot
navigation toolbox for Matlab. The toolbox includes algo-
rithms for 3D map design, static and dynamic path plan-
ning, point stabilization, positioning, gap detection, and
collision avoidance. The toolbox can be used as a test plat-
form for developing custom mobile robot navigation algo-
rithms. The toolbox allows users to insert/remove
obstacles, upload/save custom maps, and configure simula-
tion parameters in the robot workspace, such as robot size,
virtual sensor position, Kalman filter, parameters for posi-
tioning, speed controller, and collision avoidance settings.
It can simulate data from a virtual laser imaging detection
and ranging (LIDAR) sensor to provide a map of the sur-
rounding environment of the mobile robot. The differential
drive forward kinematics equation and the positioning
scheme based on the extended Kalman filter (EKF) are used
to determine the position of the robot in each simulation
step. The lidar data and navigation process are visualized
using the developed virtual reality interface [4]. Karamipour
et al. introduced the dynamic equations of reconfigurable
nonholonomic mobile robots for space exploration and res-
cue operations. The dimensions of mobile robots generally
remain the same, while they are programmed to determine
new paths around obstacles. The purpose of developing this
robot is to upgrade the mechanical structure so that its struc-
ture can be adapted to pass obstacles without path deviation.
In addition, through the above reconfiguration, less motor
power is required, thereby optimizing energy consumption.
To this end, the longitudinal and lateral adjustment of the
robot is defined. In view of the movement limitations of tra-
ditional wheels, the robot structure adopts omnidirectional
wheels, and its characteristics are considered when deriving
the motion equation. Therefore, the robot can move in the
direction of the wheel axis. To evaluate the designed mecha-
nism, the system was simulated in ADAMS, and the results
were compared with the derived equations of motion. The
research results proved that the system is practical [5]. Sun-
jin proposed an object tracking algorithm that can be
applied to mobile robot systems based on Android. The
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advantage of the Android system is that it can be low-cost,
portable, and versatile. To achieve this, the author imple-
mented a particle filter-based algorithm to track objects in
the input image from the smartphone camera in real time
on the Android system. The proposed algorithm transmits
the motion signal in the form of a data packet to the mobile
robot by Bluetooth communication, so that the mobile robot
can track the moving object. In addition, when a moving
obstacle is detected and the object is completely occluded,
an ultrasonic sensor will be used to suspend robot’s motion,
so as not to reduce robot’s tracking accuracy. In the experi-
mental results, the author proposed an optimal algorithm for
his system by comparing the performance of other tracking
algorithms [6]. Satoshi proposed a new mechanism that uses
a single actuator to control the manipulation of a wheeled
robot. The design uses the elements of snake board and
two-wheeled skateboard propulsion. Two passive wheels,
i.e., casters that can control the direction, are installed on
the front and back of the robot’s body. The rotor rotates
above the body and uses its reaction torque to induce the
body to advance. Three degrees of freedom of movement,
namely, the direction of each of the rotors and the two
casters, are mechanically coupled to a single actuator
through a torque limiter. The stopper is used to limit the
angle of the caster direction, and the torque limiter allows
the rotor to continue to rotate without being restricted by
stopper’s range of motion. Experiments show that the rota-
tion of the sinusoidal rotor can push the robot forward,
and adding an increased or reduced offset to the rotation
of the sinusoidal rotor can bend the motion of the robot
[7]. Although these theories have discussed intelligent
mobile robots and infant sports training to a certain extent,
the combination between the two is not enough, resulting
in insufficient practicability.

At present, children’s movement training lacks corre-
sponding scientific standards. Combining intelligent mobile
robots with children’s training can standardize children’s
sports movement training. In addition, the robot uses a
general-purpose single-chip microcomputer to realize
wheeled movement. The robot motor drive and closed-
loop speed regulation technology can enable the intelligent
mobile robot to effectively avoid obstacles, and the intelli-
gent mobile robot integrates motion control and other tech-
nologies to make the robot cool and enjoy the benign control
ability.

2. The Auxiliary Function Method of Intelligent
Mobile Robot in the Standard Training of
Children’s Sports Movement

2.1. Overview of Smart Mobile Robots. With the continuous
development of industrial technology, the demand in the
production field is increasing. The opposite is the increasing
degree of population aging and the decline in the number of
labor forces [8]. To solve the labor problem, it is possible to
put robots in industrial production. Robots have the advan-
tages of flexible operation, improved production efficiency,
labor cost savings, and improved product quality, and have

been widely used. Although the current robotics industry is
very advanced, easy to operate, and has a high level of pro-
duction, the robotics industry has gone through a certain
stage of development to achieve such an achievement [9,
10]. The first stage of the robot was in the middle of the last
century. At that time, the robot was relatively simple and
only repeated an action according to the code design. The
second stage of the robot can complete different actions
according to the teaching program and start to officially
put it in the factory. In the third stage of the rapid develop-
ment of robots, robots have certain feedback and perception
capabilities. With the continuous development of industrial-
ization, robots cover a number of high-end technologies and
possess certain logical decision-making capabilities [11]. At
present, it belongs to the stage of intelligence, manufactur-
ing, upgrades, industrial automation, and robots replacing
humans. To make robots more environmentally adaptable
and independent, robots are required to have logical think-
ing and decision-making capabilities. As a representative of
the robotics field, intelligent mobile robots have also become
a current research hotspot. It can not only replace human
work in harsh natural environments but also has different
functions according to changes in human needs [12]. For
example, in a medical service robot, it can observe patient’s
physical status in real time and provide treatment advice,
and it can also deliver water, food, medicine, newspapers,
and magazines to people, which greatly improves hospital’s
service level. Figure 1 shows the basic model of an intelligent
mobile robot.

With the continuous development of industrial technol-
ogy, the demand in the production field is increasing. The
opposite is the increasing degree of population aging and
the decline in the number of labor forces [8]. To solve the
labor problem, it is possible to put robots in industrial pro-
duction. Robots have the advantages of flexible operation,
improved production efficiency, labor cost savings, and
improved product quality and have been widely used.
Although the current robotics industry is very advanced,
easy to operate, and has a high level of production, the
robotics industry has gone through a certain stage of devel-
opment to achieve such an achievement [9, 10]. The first
stage of the robot was in the middle of the last century. At
that time, the robot was relatively simple and only repeated
an action according to the code design. The second stage
of the robot can complete different actions according to
the teaching program and start to officially put it in the fac-
tory. In the third stage of the rapid development of robots,
robots have certain feedback and perception capabilities.
With the continuous development of industrialization,
robots cover a number of high-end technologies and possess
certain logical decision-making capabilities [11]. At present,
it belongs to the stage of intelligence, manufacturing,
upgrades, industrial automation, and robots replacing
humans. To make robots more environmentally adaptable
and independent, robots are required to have logical think-
ing and decision-making capabilities. As a representative of
the robotics field, intelligent mobile robots have also become
a current research hotspot. It can not only replace human
work in harsh natural environments but also have different
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functions according to changes in human needs [12]. For
example, in a medical service robot, it can observe patient’s
physical status in real time and provide treatment advice,
and it can also deliver water, food, medicine, newspapers,
and magazines to people, which greatly improves hospital’s
service level. Figure 1 shows the basic model of an intelligent
mobile robot (Figure 2).

China’s research on robots started late, but the country
has given a lot of support to high-end technologies in this
century, so generally speaking, certain achievements have
been made in robot research and development [13–18], tak-
ing the multifunctional outdoor mobile intelligent robot as
an example. This series of robots covers multiple technolo-
gies such as path planning and information fusion, laying a
foundation for the development of robots. In 2016, Xiaomi
released a self-developed sweeping robot, which covers the
SLAM algorithm inside. It can construct a room map based
on the collected data and then complete the cleaning work
according to the cleaning path. The robot has an automatic
charging function. Compared with the previously developed
robot, the degree of intelligence has been qualitatively
improved [19]. Figure 3 shows the model of the multifunc-
tional intelligent mobile robot system.

2.2. Robot Dynamics. In essence, the research on robots still
needs to explore its power support. Understanding the inter-
nal motion correlation of the robot can provide theoretical
support for the exploration of control algorithms [20]. The
most fundamental problem of motion planning is to allocate
robot’s speed reasonably based on the current position,
direction, and speed of the robot, so that it can quickly
achieve the desired position, direction, and speed. The goals
that the control algorithm expects to achieve include time
optimization and path optimization. Figure 4 is a schematic
diagram of the motion model of the intelligent mobile robot.

φ = ∂ γ ιð ÞR: ð1Þ

Among them, φ represents the position and posture of
the intelligent robot; ∂ and γ represent the seat position.

_φ = _∂ _γ _ι
� �R

, ð2Þ

where _φ represents the speed of the intelligent robot.

input interface

Information fusion

Information
processing

Planning

Target

Purpose

Output Interface

priority

Behavioral choice

Environmental
information
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Figure 1: The basic model of an intelligent mobile robot.
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Figure 2: Mobile robot system model.

Remotely

Wi-Fi

Master

Masterpower supply
External sensor

environment
Internal sensor

computer system

Drive System

Figure 3: Multifunctional intelligent mobile robot system model.
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W ιð Þ =
cos ι sin ι 0
‐sin ι cos ι 0
0 0 0

0
BB@

1
CCA: ð3Þ

Among them, WðιÞ represents the orthogonal rotation
angle of the intelligent robot.

−2 0Ið ÞW ιð Þϕ + Fℵ = 0: ð4Þ

Formula (4) indicates that the speed of the robot in the
left direction is zero.

−2 0 Ið ÞW ιð Þϕ + Fℵt = 0: ð5Þ

Formula (5) indicates that the speed of the robot in the
right direction is zero.

_a

_b

_ι

0
BB@

1
CCA = 3

4

cos ι cos ι
sin ι sin ι

−
1
ι

1
ι

0
BBB@

1
CCCA: ð6Þ

Among them, formula (6) is a summary of formula (4)
and formula (5).

ι = ι0 +
1
ι

ð1
0
s ∂1 − ∂2ð Þdu,

a = a0 +
s
3

ð1
0
cos ι ∂1 + ∂2ð Þdu,

b = b0 +
s
3

ð1
0
sin ι ∂1 + ∂2ð Þdu:

8>>>>>>>>><
>>>>>>>>>:

ð7Þ

Among them, ι0, a0, and b0 indicate the position of the
robot at different times.

q =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
_a2 + _b

2
q

,

e1 =
2q + αι

3s ,

e2 =
2q − αι

3s :

8>>>>>><
>>>>>>:

ð8Þ

Formula (9) represents the reverse motion speed of the
robot.

Current inverse motion solving methods include alge-
braic methods and neural network algorithms [21]. In gen-
eral, the algebraic method is the simplest; the algebraic
method is simple to operate and has strong versatility, but
requires a lot of iterative operations, is low in efficiency,
and cannot get a convergent solution in the singular posi-
tion, and its specific function expressions are as follows:

R =
b1b23 b1d23 −d1
d1b23 d1d23 b1

0 0 0

0
BB@

1
CCA, ð9Þ

Ri =
b4b5b6 + d4d6 ‐b4b5b6 + d4d6

−d5b6 d5b6

b4b5b6 − d4d6 ‐b4b5b6 − d4d6

0
B@

1
CA:

ð10Þ
R represents the position of each joint of the robot. bi

= cos ∂, di = sin ∂, and the motion equation of the robot
proportion is W = R ∗ RI ∗ bi ∗ di.

b23 = cos ∂1 − ∂2ð Þ = b2b3 + d2d3, ð11Þ

Figure 4: Intelligent mobile robot motion model.
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d23 = sin ∂1 − ∂2ð Þ = d2b3 + b2d3: ð12Þ
According to formula (11) and formula (12), we make

the robot’s wrist as:

w =

e11 e12 e13

e21 e22 e23

e31 e32 e33

0 0 0

0
BBBBB@

1
CCCCCA
: ð13Þ

From this, the coordinate position of the wrist can be
calculated:

a = b1b23 f − b1b23s + b1 f b + fð Þ, ð14Þ

g = d1b23 f − d1d23s + b1 f b + fð Þ, ð15Þ
j = d23 f − b23s + b1 f b + fð Þ: ð16Þ

According to the coordinate axis of the wrist, the coordi-
nate position of the chest of the robot can be obtained:

y1 = x1x23 x1x2x3 + d4d5ð Þ − x1d3x3d6, ð17Þ

y2 = x1x23 x1x2x3 + d4d5ð Þ + x1d3x3d6, ð18Þ
y3 = x23 x1x2x3 + d4d5ð Þ: ð19Þ

Among them, y1, y2, and y3 represent the 3 typical char-
acteristic points of the chest.

Without considering that the robot encounters obstacles,
the optimal solution is as follows:

S = ∑4
H=1 j αh g + 2ð Þ − αh gð Þj j

∑4
H=1 j

, ð20Þ

where j represents the length of the joint.

2.3. Children’s Sports Training.With the improvement of liv-
ing standards, people pay increasingly attention to physical
health, so sports training is very popular [22]. There are
many sports activities on the market today, and each sports
item has a focus. Therefore, there is no unanimous view on
“children’s sports training” [23, 24]. However, one thing is
not controversial; infant sports is the cultivation of chil-
dren’s physical health. It is fundamentally different from
the competitive sports mentioned in our daily lives, and it
is also different from children’s regular outdoor activities.
Based on its particularity, the state incorporates children’s
sports into the health field in the form of games [25]. In
terms of academic concepts, children’s sports include basic
movements, sports games, and basic gymnastics. Although
sports activities have not been fully defined academically,
from the content of previous researchers, they include basic
movements and gymnastics [26]. Basic movements for chil-
dren include walking, running, jumping, throwing, balan-
cing, drilling, and climbing; basic gymnastics includes
changing formations and queues. This experiment is also

carried out around the basic movements, Figure 5 is a sche-
matic diagram of children’s sports training:

Basic movements have a developmental process [27].
The so-called development refers to the change of things
from small to large, from simple to complex, and from
low-level to high-level. The development of basic work for
children is related to age, and the development process is
continuous and uninterrupted. The development of chil-
dren’s basic movements is a prerequisite for their normal life
and learning [28, 29].

Children are in a stage of continuous learning. In this
process, they need to be instructed in their physical training.
The so-called guidance is pointing and leading. Guidance in
the adult world refers to the advice of elders to younger gen-
erations. In the world of young children, guidance refers to
support, pointing, and helping behavior in daily life [30].
Figure 6 shows the exploration route of this article on the
basic movements of children.

3. The Auxiliary Function Experiment of
Intelligent Mobile Robot in the Standard
Training of Children’s Sports Movement

3.1. Experimental Subjects. For the special experimental
objects of the infant group, the choice of experimental
actions needs to be scientific and rigorous, and it is operabil-
ity under the premise of ensuring the norms of the actions.
Table 1 is the related information about the subjects of this
experiment.

According to the data in Table 1, two classes in two
schools were investigated in this experiment. In the first
school, there are 9 boys and 5 girls in class A, a total of 14
people; class B has 7 boys and 11 girls, a total of 18 people;
the two classes have a total of 32 students. In the second
school, there are 7 boys and 9 girls in class A, a total of 16
people; class B has 12 boys and 7 girls, a total of 19 people;
the two classes have a total of 35 students.

3.2. Physical Activity Guidance. The basic sports training of
young children is essential, and it will have an important
impact on the subsequent growth of children. Although
there is a certain understanding of this theory, there is still
a lack of guidance in real life.

According to the data in Table 2, among the 75 items of
actual action guidance, 40 items do not pay attention to the
basic work instruction of young children, accounting for
53%. There is no corresponding guidance when performing
these exercises, or even no exercise. Only 47% pay more
attention to action guidance. These data show that the cur-
rent exercise guidance for young children is very irregular.

According to the data in Table 3, out of the 45 unguided
actions surveyed, 15 lacked emphasis on sports rules,
accounting for 33.3%; 18 sports did not provide safety tips
for young children, accounting for 40%; there are 5 items
that do not provide guidance on children’s communication
principles, accounting for 11.1%; other aspects that do not
provide guidance account for 15.6%.
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3.3. Intelligent Mobile Robot Parameters. The robot parame-
ters used in this experiment are shown in Table 4.

4. The Auxiliary Role of Intelligent Mobile
Robots in the Standard Training of
Children’s Sports Movements

4.1. Balanced Items. In infants, the balance ability is gener-
ally poor, and young children are a relatively active group,
often an imbalance in daily activities, causing different
degrees of injury to the knee or other parts. Strengthening
balance training is conducive to coordinating children’s
sense of space.

According to the data in Figure 7, the experimental
results are divided into 7 levels in the experiment. This
experiment process divides the experiment objects into an
experiment group and a control group. In the experimental
group, the balance level of children before the experiment
was generally in the third and fourth levels. Among them,
the third level accounted for 32%, the fourth level accounted
for 27%, the second level accounted for 15%, and the fifth
level accounted for 14%, but there are fewer people in other
levels. After the experiment, the fifth level accounted for the
largest proportion, which was as high as 42%; it was followed
by the fourth level, accounting for 28%. The sixth level
accounted for 13%, the third level accounted for 12%, and
the number of other levels was relatively small. According
to these data, it can be found that after the professional
coaching training of intelligent mobile robots, the balance
ability of children improves very quickly.

Figure 5: Sports training for young children.

Pre-test test subject test

planRetest
Data

collation

analyze
data

in
conclusion

Figure 6: The exploration route of children’s basic movements.

Table 1: Experimental subject information.

Category Classes
Number of
people

Number of experiments

Male Female
Total number of

people

1
a 18 9 5 14

b 24 7 11 18

2
a 20 7 9 16

b 26 12 7 19

Table 2: Distribution of movement instruction content.

Category Number Proportion

Ignore the action 40 53

Movement instruction 35 47

Total 75 100

Table 3: Specific cases of lack of guidance.

Category Number Proportion (%)

Rules 15 33.3

Safety 18 40

Principles of interaction 5 11.1

Other 7 15.6

Total 45 100
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In the control group, the balance ability of the children
before the experiment was generally concentrated in the
third and fourth levels, which was consistent with the data
of the experimental group. After the experiment, the balance
ability of the children in the control group is still concen-
trated in the third and fourth levels, which shows that the
balance training of the children has not achieved the effect.

According to the data in Figure 8, we also divided the
balance of children into 7 levels and set up an experimental
group and a control group. In the information of the exper-
imental group, we can see that before the experiment, the
balance ability of children standing on one foot with eyes
open is mainly distributed in the second, third, and fourth
levels. Among them, the second level has the largest number
of people, accounting for 52%, the third level accounts for
27%, the fourth level accounts for 22%, and the other levels
are less distributed. After the intelligent mobile robot coa-
ched the children’s movement, it was found that the chil-
dren’s balance level has been significantly improved. After
training, the balance ability of young children is generally
distributed in the fourth and fifth levels. Among them, the
fourth level has the largest number of people, accounting
for 52%, and the fifth level is closely followed, accounting
for 26%, the third level accounts for 14%, and the distribu-

tion of other levels is relatively small. From the perspective
of the balance level distribution before and after the experi-
ment, the intelligent mobile robot is still very effective in
guiding the movement of children.

The basic information of the control group before train-
ing was consistent with that of the experimental group, and
the balance ability of the children was also concentrated in
the second, third, and fourth levels. Among them, the sec-
ond level has the largest number of people, accounting for
50%, the third level accounts for 25%, the fourth level
accounts for 20%, and the other levels are less distributed.
The infants in the control group were given general action
instructions. After training, infants’ balance ability distribu-
tion levels were still concentrated in the fourth and fifth
levels. Among them, the fourth level accounted for the larg-
est proportion, as high as 47%, the fifth level accounted for
26%, and the third level accounted for 14%. Although the
balance level of infants has improved compared with before
training, there is still a certain gap compared with the data of
the experimental group, which also shows that the intelligent
mobile robot is effective in guiding children’s movement.

Children stand upright on one foot with eyes open and
closed, which can adjust children’s visual influencing factors.
It enables children to carry out movement training under the

Table 4: Intelligent mobile robot parameters table.

Category Parameters Category Parameters

Lengths 40 cm Drive wheel width 7 cm

Width 60 cm Linear speed 80 cm/s

Wheelbase front and rear 45 cm Angular speed 260 cm/s

Drive wheel length 18 cm Weight 50 kg
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Figure 7: Standing on one foot with eyes open.
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influence of visual factors and removal of visual interference,
so that children can complete movement training more
freely and promote the development of their own balance.

4.2. Differences in Balance Ability. According to the data in
Figure 9, we divided the experimental results into 7 levels
and set up the experimental group and the control group
during the training of stepping with closed eyes for children.
The experimental group uses intelligent mobile robots for
guided action training, while the control group uses routine
guided action training. Before the experiment, the balance
ability of the children in the experimental group was con-
centrated in the third and fourth levels. Among them, the
fourth level accounted for the largest proportion, as high as
33%, the third level followed by 27%, the second level
accounted for 18%, the fifth level accounted for 11%, and
the other levels had fewer people. After the intelligent mobile
robot provides action guidance, the balance ability of young
children is concentrated in the fourth and fifth levels.
Among them, the fifth level accounted for the highest pro-
portion, reaching 42%, the fourth level accounted for 28%,
and the other levels were less distributed. From this data, it
can be seen that the level of children’s stepping with closed
eyes has been qualitatively improved.

In the control group, the balance level before training
was similar to that of the experimental group, and the bal-
ance ability of young children was concentrated in the third
and fourth levels. Among them, the fourth level accounted
for the most, up to 30%, the third level followed by 25%,
the second and fifth levels accounted for 18%, and the other
levels had fewer people. After regular training, the balance
ability of young children is concentrated in the fourth level,
accounting for as much as 52%. It can also be seen from the
amplitude of the curve in Figure 9 that the level of children
after routine training has not improved to a large level, and
there is a certain gap compared with the results of the exper-

imental group. These data also illustrate the effect of intelli-
gent mobile robots in training.

The upward and forward movement is to adjust and
control the dynamic training intensity of young children in
different motion planes such as the coronal plane and the
sagittal plane by changing the direction of movement. It
can increase the movement form and exercise intensity of
the limbs in the dynamic movement training of young
children.

4.3. Vestibular Step Level. According to the data in Figure 10,
it can be seen that the experimental process is the same as
the previous experiment. Before the vestibular step training,
children’s vestibular step levels are mainly distributed in the
fourth and fifth levels. Among them, the fifth level accounted
for the largest proportion, as high as 35%, the fourth level
accounted for 13%, and the third level accounted for 11%;
the distribution of other levels is relatively small. When the
intelligent mobile robot provides action guidance, the chil-
dren’s vestibular step level has been greatly improved. From
the data in Figure 10, it can be seen that the number of peo-
ple in the first four levels has decreased significantly com-
pared with that before the experiment. The proportion of
the fifth level has reached 68%, and the number of people
in the sixth and seventh levels has also increased compared
with that before the experiment.

The data of the control group before the experiment was
consistent with that of the experimental group, and chil-
dren’s vestibular step levels were mainly distributed in the
fourth and fifth levels. Among them, the fifth level accounted
for the largest proportion, up to 50%, the fourth level
accounted for 13%, the third level accounted for 11%, and
the other levels were less distributed. According to the
experiment of the control group, it can be seen that chil-
dren’s vestibular step level did not change significantly
before and after the experiment, which shows that the
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Figure 8: Standing on one foot with eyes open.
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conventional training has no effect. These data also illustrate
the effect of intelligent mobile robots in the vestibular step
training program.

5. Conclusions

Technical development will not only bring progress to the
production field but also have a significant impact on daily
life. The continuous development of robot technology and
the continuous improvement of capabilities have enabled
the continuous expansion of the scope of use of robots,
and they can replace humans in completing many dangerous

and complex tasks. Because young children are in the learn-
ing stage, motion training requires professional guidance,
but the current market lacks such professional guidance, so
people have turned their attention to robotics. This article
is based on this background and aims to explore the auxil-
iary role of intelligent mobile robots in the standard training
of children’s sports movements. In this article, the following
work has been mainly completed: (1) by analyzing the phys-
ical structure of the wheeled mobile robot, the motion model
of the mobile robot is obtained. (2) A brief overview of chil-
dren’s easy sports guidance was given, and the conclusion
was drawn that intelligent mobile robots can effectively assist
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Figure 9: Stepping in place with closed eyes.
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children in sports movement training. (3) Children’s move-
ment training programs should be in line with their age, and
safety education must always be given during training.
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The development of multimedia technology and the rise of mixed teaching modes have introduced new forms of teaching
organization to the field of education, the traditional teaching methods have been improved, and the advantages of the
traditional teaching methods have been brought into play. At the same time, the development of online courses has also
provided a new basis for teaching and improved the current teaching environment. The current rapid development of
intelligent technology and wireless communication networks provides opportunities for the innovation of multimedia
technology and also provides technical support for offline and online teaching in a hybrid teaching mode. What this article
needs to discuss is the application of hybrid teaching mode in the English reading teaching of college students under the
background of intelligent wireless communication network multimedia technology and explore whether the combination of
hybrid teaching mode and intelligent technology can improve the teaching level of college students’ English reading, etc. This
paper shows through experimental research that under the teaching organization form of the mixed teaching mode under the
background of intelligent wireless communication multimedia, college students’ interest in the course of English reading has
increased significantly, and their English reading scores will increase by at least 93%, which can improve students’ autonomous
learning ability for college English reading courses.

1. Introduction

The development of intelligent technology and wireless
communication network has made multimedia technology
unprecedented development, and it has been widely used
in various fields. Especially the application in the field of
education has promoted the informatization of education
and has also promoted the birth of online courses, providing
an opportunity for the innovation of traditional classroom
teaching models. The combination of online teaching and
traditional teaching has given birth to a hybrid teaching
model. The hybrid teaching model combines online teaching
and traditional teaching together, which greatly promotes
the quality and level of teaching. Moreover, the rise of the
mixed teaching model is highly respected by people from
all walks of life in the education field. It is hoped that this
teaching mode will change the teaching mode of the

teacher-led college English reading course, improve the stu-
dents’ main position in the English reading class, and stim-
ulate the students’ initiative in the college English reading
course.

The hybrid teaching mode combined with the applica-
tion of intelligent technology and multimedia technology
in the teaching field can improve teachers’ teaching
methods, update teachers’ teaching concepts, enable college
students to gradually realize the goals of resource sharing,
timely communication, and personalized learning in English
teaching, make students’ English learning develop towards
individualization and independent learning, and improve
students’ enthusiasm for English learning. Combining wire-
less communication network and multimedia technology,
improve the teaching organization method of the mixed
teaching mode and have a positive impact on improving
the reading ability of students through the mixed teaching
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mode. And on this basis, stimulate students’ interest in
learning English reading, improve students’ self-learning
ability in English reading and change students’ learning con-
cept of English reading; the blended teaching model breaks
through the limitations of learning time and learning space;
among them, the online course platform in the hybrid teach-
ing mode realizes the whole process of evaluating students’
English reading learning, so that teachers can intelligently
manage the students’ English reading learning, promote
the reform of English reading teaching, and realize a
student-centered teaching model.

In order to promote the organizational innovation of
college English teaching, change teachers’ teaching concepts,
enhance students’ dominant position in the classroom, and
stimulate students’ autonomous learning and innovation
capabilities, and many scholars are interested in improving
the teaching methods of English reading and how to
improve students. A lot of research has been carried out
on the enthusiasm and initiative of English reading and
learning. Among them, Zhang studied the application of
the flipped classroom in college English learning based on
the mastery of learning theory and cooperative learning the-
ory, using computer network language teaching auxiliary
technology, and experiments show that the computer net-
work flipped classroom teaching is beneficial to improve
the teaching and learning of college English [1]. Sun pro-
posed that the blended teaching mode has the advantages
of combining traditional teaching methods with online
teaching, explored cloud-based college English teaching
based on the blended teaching mode, and found that this
teaching mode enables students to participate more in class-
room activities and gradually realizes autonomous learning
[2]. Ma proposed that there is a certain relationship between
English reading and schema theory. Teachers should make
full use of schema theory to improve teaching strategies
and focus on cultivating students’ schemata, thereby
improving students’ English reading ability and information
processing ability [3]. Ge and Zhang analyzed the applica-
tion of EAP mode in college English teaching in China and
believed that EAP can simulate the actual situation of
English academic communication and stimulate students’
initiative and creativity in professional English learning [4].
Yeon explored the direct and indirect contributions of col-
lege students’ English acceptance and productive vocabulary
knowledge to second language reading and explored the
impact of vocabulary knowledge on English reading, reveal-
ing the relationship between second language receptive
vocabulary and productive vocabulary knowledge and sec-
ond language reading ability [5]. Jung explored the feasibility
of extensive courses at the university level and explored an
effective teaching model to motivate students. The research
results show that cooperative English reading courses can
help improve students’ English reading ability and stimulate
students’ English reading motivation [6]. However, none of
these studies mentioned that teachers should change the
dominant position of teachers in the English teaching class-
room and give full play to the main role of students in the
teaching of English reading; in addition, it did not discuss
how to update teachers’ teaching concepts and students’

learning ideas and failed to fundamentally change the defects
in traditional teaching. There is no detailed elaboration on
how to improve students’ autonomous learning ability in
English reading, ignoring the shortcomings of traditional
teaching.

The research of this article has the following innovations:
(1) this article combines wireless communication network
on the basis of analyzing the influence of multimedia tech-
nology on college students’ English reading teaching. Mak-
ing the online course platform intelligent, which can
intelligently record students’ learning, intelligently assess
students’ English reading ability and intelligently test the
improvement of students’ English reading ability online,
(2) this article combines multimedia technology and intelli-
gent technology and applies it to examples of college stu-
dents’ English reading resources and mixed teaching mode
and further analysis and improvement in actual teaching
practice, in order to improve the positive influence of the
mixed teaching mode in college students’ English reading
teaching; (3) realizing the sharing of English reading
resources through intelligent wireless communication net-
work and multimedia, so that students can take classes in
multimedia classrooms, adopt a hybrid teaching mode, and
use multimedia equipment to learn and teach independently
in the classroom, and (4) students can use multimedia
equipment to search for materials and discuss on the Inter-
net in real time in the classroom, give full play to their main
role, let teachers play the role of guidance, and allow tradi-
tional teaching methods to maximize their strengths and
avoid weaknesses.

2. The Teaching Method of College Students’
English Reading Supported by
Modern Technology

2.1. Intelligent Wireless Communication and
Multimedia Technology

2.1.1. Smart Wireless Communication.Wireless communica-
tion network refers to a network that can realize the inter-
connection of various communication devices without
wiring. It breaks the limitations of time, space, and objects,
enables humans to communicate with people anytime and
anywhere, and greatly improves the quality and level of
human life, work, and learning [7]. In the field of education,
the openness of intelligent wireless communication net-
works, and the rich resources stored in science and technol-
ogy such as big data, enable students to obtain them through
wireless networks, allowing students to share learning
resources. The wireless network is shown in Figure 1.

The intelligent wireless communication network is to
optimize the network infrastructure on the basis of the wire-
less communication network and effectively add storage and
voice technology to the wireless network terminal. Based on
the wireless communication network, our teaching equip-
ment needs to be intelligent. That is, the multimedia tech-
nology we use for teaching needs to be intelligent. The
realization of the intelligent wireless communication net-
work requires corresponding programs to be set between
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the devices to realize remote control. For example, we need
to use network equipment before the college English reading
class. If the equipment fails, the technician can repair it
remotely. The control principle is as follows:

A remote control system is set up between two devices.
One is the server, and the other is the control. The principle
of this system is as follows:

A ⟶
exp

Qt

s
π2

� �
∗φ
B: ð1Þ

Among them, t is the network speed of the wireless com-
munication network, s is the recording time of the remote
control repair, A is the server, B is the client, and φ is a cor-
relation coefficient matrix:

φ =
A1, B1ð Þ ⋯ A1, BNð Þ
A2, B1ð Þ ⋯ A2, BNð Þ

( )
: ð2Þ

Through remote control and wireless communication
network, the equipment can be repaired through remote
control, saving a lot of time, avoiding problems with multi-
media equipment, and ensuring the progress and efficiency
of the classroom [8]. With the development of wireless com-
munication technology and the popularization of mobile
phones and computers, the mobile computers we use daily
have basically realized wireless communication, and the
emergence of video conversation and live broadcast func-
tions that can realize long-distance communication also rep-
resents the continuous deepening of the intelligent trend of
wireless network communication technology [9]. The intelli-
gent wireless network is shown in Figure 2.

The smart device and wireless network shown in
Figure 2 constitute a smart wireless network. The so-called
smart wireless communication network means that smart
devices can connect and communicate through the wireless

network. Just like the 5G network, we are currently develop-
ing, it is becoming smarter and smarter.

2.1.2. Intelligent Multimedia Technology. Multimedia tech-
nology has been in the field of teaching for many years. Early
multimedia devices need to be wired through the network to
be able to use. However, with the development of wireless
networks, such as the development of 5G networks, multi-
media devices can be used through wireless networking,
and there is no need to worry about short-term network
physical lines, which also brings convenience to teaching.
Multimedia is composed of media. These information media
include the following: text, sound, graphics, images, anima-
tion, and video. Intelligent multimedia is centered on the
central control host, and the wireless touch screen is the con-
trol terminal, using big data, sensors, and other technologies
to intelligentize the media, such as the application of our
intelligent video in multimedia technology. Multimedia
technology has the characteristics of multidimensionality,
integration, interactivity, and digitization.

The characteristic of multimedia multidimensionality
means that multimedia technology can extend data informa-
tion spatially and transform, classify, and integrate the infor-
mation in multimedia memory [10]. The principle of its
internal drive information conversion is as follows:

A = xf i
2

∑x
t G

2
i −G ∗ f i

, ð3Þ

A = 2f 2

∑xG
2
i

∗ f i ∗ ϖ = B: ð4Þ

Among them, x is the amount of information that needs
to be transformed, t is the length of time required for intel-
ligent calculation of the transformation, f is the weight of
the internal information transformation of the multimedia

Figure 1: Wireless network.
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technology, G is the number of information streams in the
multimedia memory, i is the smart label in each information
stream, and ϖ is a parallel matrix that can only be generated
to ensure the balance of the amount of information during
data information conversion:

ϖ =
t A i

G f x

g B s

2
664

3
775: ð5Þ

This matrix is a homogeneous coordinate. The homoge-
neous coordinate is convenient for the conversion operation
of image information. When the image is converted into
ratio, rotation, symmetry, and crosscutting, the multimedia
technology will intelligently select the matrix part:

T1 =
t A

G f

" #
: ð6Þ

If the image information is translated, the multimedia
technology will intelligently select the following parts:

T2 = gB½ �: ð7Þ

If it is to project the data information, the multimedia
technology will intelligently convert according to the com-
mand instructions, and the selected matrix form is as follows:

T3 =
i

x

" #
: ð8Þ

If it wants to make a total ratio transformation of data
information, multimedia technology will intelligently select
the following matrix parts:

T4 = s½ �: ð9Þ

The characteristic of multimedia integration refers to the
ability to obtain, store, organize, and synthesize information
in a multichannel unified manner [11]. Multichannel acquisi-
tion means that the information needs to be obtained uni-
formly through multiple roads through the wireless network.
If there are multiple channels, the principle of multichannel
unification of information is

W1 = 〠
t1

s1

x1
D1

∗ σ, ð10Þ

W2 = 〠
t2

s2

x2
D2

∗ f ∗ σ, ð11Þ

Wn = 〠
tn

sn

xn
Dn

∗ f n−1ð Þ ∗ σ: ð12Þ

The principles of information organization and synthesis
are as follows:

Figure 2: Smart wireless network.
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W1 +W2+⋯+Wn

= 1
n
∗ σ ∗ 〠

t1

s1

x1
D1

+ 〠
t2

s2

x2
D2

∗ f+⋯+〠
tn

sn

xn
Dn

∗ f n−1ð Þ
 !

:

ð13Þ

Among them, t represents the time for the information to
be unified from multiple channels, s is the network speed of
the wireless communication network, f is the threshold of
the multimedia system generated during information integra-
tion, σ is a matrix, and its form is as follows:

σ =
W1 ⋯ Wn

t1 ⋯ tn

s1 ⋯ sn

8>><
>>:

9>>=
>>;: ð14Þ

The interactive feature of multimedia refers to that multi-
media technology allows people to independently select the
information they need and control the use of multimedia
equipment [12]. The principle is as follows:

Pdemand ⟶
Yt
s

∗〠
i

f
x
∗ ϖ⟶M: ð15Þ

Among them, P is the command issued by the person, ϖ is
the matrix mentioned above, andM is the information gener-
ated by the multimedia receiving the command instruction, so
that people can actively select and control the information.

The characteristic of multimedia digitization refers to the
existence of media in digital form. Digitization refers to that
in a multimedia computer system, and various media infor-
mation is stored in a computer in digital form and proc-
essed. The principle is as follows:

R digitalð Þ = E ∗ 〠
t

s

f ∗Wn ∗ i

" #
: ð16Þ

The use of multimedia technology in the teaching field
can help teachers change the teaching style. The use of intel-
ligent multimedia can use big data, cloud computing, and
other technologies to simplify the difficult-to-understand

teaching materials, and convert the materials into the forms
we need to make students understandable. It can make
teachers’ teaching resources more vivid and interesting, can
also make students feel the happiness brought by different
teaching methods, and stimulate students’ interest in learn-
ing [13]. The intelligent multimedia classroom is shown in
Figure 3.

As shown in Figure 3, a smart multimedia classroom
uses smart wireless communication networks and multime-
dia technologies. The smart multimedia classroom imple-
ments five functions: centralized control and hierarchical
management, educational resource management cloud plat-
form, classroom interaction, real-time attendance and feed-
back, and big data platform analysis [14], enabling students
in the classroom to use multimedia equipment to find the
learning resources they need on the Internet in real time.

2.2. College English Reading Teaching with Blended Teaching
Mode. The blended teaching mode is a mode that combines
the advantages of online teaching and traditional teaching.
Through the organic combination of the two forms of teach-
ing organization, learners’ learning can be guided from shal-
low to deep to deep learning [15]. The current mixed
teaching mode is shown in Figure 4.

The blended teaching model described in Figure 4 com-
bines traditional teaching methods with online courses. Tra-
ditional teaching methods are used in class, and online
teaching methods are used after class. In college English
reading teaching, a hybrid teaching mode combining online
and offline can be realized, but it is impossible to conduct
both online and offline at the same time. Because our current
teaching equipment is still unable to realize online learning
in the classroom, we can only carry out independent online
learning after class, but there is no guarantee that every stu-
dent will independently participate in the course learning on
the online platform after class [16]. Although the current
mixed teaching model reflects the student’s dominant posi-
tion to a greater extent, the teacher’s dominant position is
still stronger. Although the resources are wired in the class-
room, due to the lack of multimedia equipment, only the
teacher uses the multimedia equipment to display. The stu-
dents just sit in the classroom and stare at the teacher and
teach according to the multimedia display screen. The stu-
dents only read and learn based on the online English

Figure 3: Smart multimedia classroom.
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reading resources provided by the classroom. It is difficult to
get the students’ own ideas from it.

In addition, if online teaching is conducted, the learning
atmosphere is also insufficient, which will directly affect stu-
dents’ learning enthusiasm. Although online teaching can
communicate with teachers online, it cannot guarantee con-
stant interaction between teachers and students, which will
lead to insignificant learning effects. Therefore, we need to
make the online and offline classrooms of the hybrid teach-
ing mode proceed on time at the same time to ensure that
students interact with the classroom at all times, but also
allow students to communicate more in offline classrooms.
In fact, the so-called mixed teaching model is mostly stu-
dents sitting in offline classrooms, but watching a teacher’s
live broadcast or recording on the computer. When there
is a problem, there is an on-site teaching assistant to tutor
the students. Although this method is similar to the blended
teaching model, it is actually a dual-teacher teaching.

At present, teachers always believe that traditional teach-
ing methods should be used in college English reading
courses, but the main obstacle to students’ English reading
is not the difficulty of words, and the difficulty of reading
materials is not just English words and grammar [17]. In
order to overcome the shortcomings of the traditional
English teaching model, we can use a blended teaching
model to innovate in English reading teaching. Before the
class, the teacher can provide a video about reading the text.
Then students submit their confused questions or content to
the class for discussion with the teacher. The extracurricular
reading content can be uploaded to the online classroom in
the form of text or video, through online discussion and
solution of typical problems, and the discussion can be com-
pleted in the classroom [18]. Teachers post videos and addi-

tional learning resources, such as listening materials or
readings of new words and phrases, to public online plat-
forms, which can be used by all students to realize resource
sharing. In this way, students not only keep their English
reading learning on the surface but also enable students to
achieve deep learning in their college English reading learn-
ing. The process of the mixed teaching mode is shown in
Figure 5.

As shown in Figure 5, the blended teaching model is that
teachers allow students to study, discuss, and communicate
online before and after class and then use traditional teach-
ing methods in the classroom. Online and offline courses
cannot be paralleled at the same time.

2.3. Hybrid Teaching Mode Based on Intelligent Wireless
Communication Multimedia. Online teaching needs to use
the multimedia technology we mentioned above; so, the
intelligent multimedia classroom provides equipment sup-
port for the hybrid teaching mode. In the smart multimedia
classroom, students can equip a multimedia device in the
classroom to collect information about the content of the
classroom teacher’s explanation online. Then, the students
integrate and understand by themselves, and then the
teacher can let the students share the information they col-
lect with the classmates, so that the dominance of the stu-
dents in the classroom can be realized, and the students
can also participate in the entire classroom independently.
The process of mixed teaching mode under intelligent mul-
timedia is shown in Figure 6.

As shown in Figure 6, in the hybrid teaching mode of the
intelligent multimedia classroom, teachers only need to run
out the topic of this English reading course before class.
Then, students can use the multimedia equipment in the
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classroom to search for relevant materials through the wire-
less network according to the theme. Because college stu-
dents are individuals who already have independent
consciousness, their own understanding of the curriculum
is also different. After the students find and discuss the
materials in the classroom, they will explain the content by
themselves on the podium. The teacher only needs to listen
carefully to the students’ explanation and then comment
on the students’ performance and correct the inappropriate
places that the students have said. In this way, students can
play their main role in the classroom and exercise their
innovative consciousness and independent learning ability
[19]. Then, the teacher can further deepen the class based
on the students’ understanding and the teaching content
prepared by himself and finally make the same summary.
This teaching mode can promote students’ learning from
shallow to deep and realize students’ deep learning of
English reading courses.

In addition, the blended teaching model not only realizes
the blending of online and offline courses of college English
reading courses but it can also realize the blending of teach-
ing resources and the blending of evaluation methods [20].
The hybrid teaching mode can integrate various learning
resources. As shown in Figure 6, students can freely use mul-
timedia and wireless networks to find learning resources for
English reading courses, enhance the interoperability of
resources on the same platform and different platforms,
and improve the utilization rate of English reading learning
resources. The evaluation method of blended teaching is dif-
ferent from that of traditional teaching. Blended teaching
can evaluate the results of students’ learning, as well as the
process of students’ learning, so that it will be more fair
and just [21–23].

With the development of wireless networks, many online
courses for college English reading are also appearing one
after another. It can learn only with electronic devices.
Therefore, teachers use multimedia classrooms in the class-
room, and after class, they can also arrange some content
for students to learn online and ask questions and exchange
learning experiences on the online platform. In addition, in
order to ensure students’ extracurricular learning of English
reading courses, the students’ academic performance
recorded on the online background can also be included in
the final assessment, and the students’ assessment results
can be evaluated in an all-round way. For example, our
MOOC platform will record students’ study time in the
background, launch intelligent online tests to consolidate
students’ knowledge points, and make intelligent assess-
ments of students’ learning situation every time they study.
Based on multiple forms of objective, fair, comprehensive,
and systematic mixed assessments, the online platform can
feed back the learning results to students in a timely manner,
so that students can understand their deficiencies in English
reading and learning, and they can also clarify their own
advantages in this course. Therefore, they can improve their
own shortcomings in a targeted manner and clarify their
strengths in the English reading course. Combining the
two, learners can choose a learning method that is more suit-
able for them, so as to enhance their motivation and confi-

dence in learning, and improve their enthusiasm and
initiative in learning.

Therefore, modern education must make full use of
wireless networks and multimedia equipment, broaden stu-
dents’ horizons, change the traditional teaching mode, and
let students have a sense of participation in the classroom,
so as to stimulate their enthusiasm for learning English read-
ing courses. Especially for college English reading courses,
the teachers’ teaching concepts and the leading role in the
classroom are changed, and the students’ main role in the
classroom is fully stimulated, so that students have a sense
of classroom participation, so as to stimulate their enthusi-
asm for English reading and learning. In this way, the educa-
tion quality and level of college English reading courses can
be comprehensively improved.

3. Experiment and Analysis of Intelligent
Multimedia and Hybrid Teaching Mode on
College Students’ English Reading Teaching

3.1. Experimental Design. In this experiment, three classes
with the same number of students and majors will be
selected in a college. These three classes are the first, second,
and third classes of English translation for juniors, and these
three classes are all taught by the same teacher, with a total
of 20 students in each class. In this experiment, the teacher
explained the reading article First Inaugural Address by John
F. Kennedy in the Advanced English textbook. Teachers will
use different teaching methods to teach, one class uses a
combination of intelligent multimedia and hybrid teaching
methods, the second class uses a mixed teaching method,
and the third class uses a traditional teaching method.

This experiment will compare three classes of students’
mastery of the knowledge points of this English reading arti-
cle and changes in students’ learning abilities, students’ par-
ticipation in class, and the participation of each class in
group cooperative learning. Of course, in order to better
compare the changes in the teaching situation of these three
classes before and after the implementation of different
teaching modes, before the experiment, we learned about
the teaching situation of the three classes, as shown in
Table 1.

From Table 1, the teaching levels of the three classes are
relatively close, the teaching effectiveness of the teachers is
not very high, the outstanding rate of the students in the
class is relatively low, and the students’ classroom participa-
tion and enthusiasm for learning are relatively low.

3.2. Experiment and Analysis

3.2.1. The Mastery of the Knowledge Points of the Students in
the Three Classes. Dividing the three classes into four groups
with five people in each group, after the teaching is over, the
students will be tested uniformly and then compare the aver-
age scores of the five students in each group to compare the
three classes’ mastery of the knowledge points of this text.
Then, the average score of each group in the three classes
is shown in Table 2.
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It can be seen from Table 2 that the average score of each
group in a class is higher than that of his two classes. Among
them, the average scores of three groups reached excellent,
while only one group of the second class reached excellent,
and the average scores of the third group were basically at
a good stage. Therefore, it can be seen that the teaching
method of a class using intelligent multimedia combined
with a hybrid teaching mode can enable students to master
the knowledge points of this article. The test results are
stronger and better than the other two classes. However,
the test scores of the students in the third class using the tra-
ditional teaching method are obviously inferior to those of
the students in the first and second classes. It can be seen
that the knowledge points are not very solid, and the ideal
teaching effect has not been achieved.

3.2.2. Comparison of the Influence of Different Teaching
Modes. In the classroom, we observed the students’ partici-
pation in the classroom learning of this text and deeply
understood the sense of classroom participation of the stu-
dents in the three classes. The results are shown in Figure 7.

Judging from Figure 7, the overall sense of class partici-
pation in class one is relatively good, reaching 93%, while
class two is slightly inferior. The proportion of class partici-
pation in class reaches 79.42%, only 67.7% of the students in
the third class participated in the class. From the perspective
of the group situation, the group of class one is the most
active to participate in class discussion, the group of class
two is slightly inferior, and the group of class three is not
very active in participating in class discussion.

In addition, we also conducted in-depth exchanges with
students in three classes. The students in class one said that

the use of a hybrid teaching model in intelligent multimedia
teachers gave us more sense of participation. They can col-
lect a lot of information about this article from the Internet,
discuss it, and share it on stage, making the study of this arti-
cle more in-depth. The students who adopt the blended
teaching model said that they will study online before class,
but the effect of online learning is not very good. Because in
the offline class, teachers still lecture on the podium. They
just take the stage to teach what they learn online step by
step, and there is not much discussion among students.
The students in class 3 said that they only need to listen to
the teacher’s lecture on stage, copy notes, and review the
notes when they have time after class. They do not feel that
they are in class at all, and they just passively receive knowl-
edge. The comparison of all aspects of the three classes and
the comparison before and after the implementation of the
intelligent multimedia classroom combined with the hybrid
teaching mode in the first class are shown in Figure 8.

The comparison before and after the implementation of
the mixed teaching mode in the second class and the com-
parison of the autonomous learning ability of the students
in the three classes are shown in Figure 9.

It can be seen from Figure 8(a) that the teaching situa-
tion of class one is better than the other two classes.
Although the proportion of students in class three with good
grades is higher than that in class two, class two is in excel-
lent grade. The proportion of students in the school has
increased significantly compared with the original, and it is
also 25% higher than the excellent rate of the third class.
Looking at the comparison of a class before and after the
implementation of the new teaching model in Figure 8(b),
it can be clearly seen that after the implementation of the
new teaching model, all aspects have improved, especially
in the excellent rate, which has increased by 45%, classroom
teaching efficiency has also increased by about 50%, and stu-
dents’ sense of participation is stronger than before. Looking
at the comparison of the changes before and after the imple-
mentation of the mixed teaching model in the second class
from Figure 9(a), it can be found that the excellent rate of
the second class students has increased. However, the ratio
of the good stage has dropped, but the overall teaching effect
has risen, and all other aspects have risen. From Figure 9(b),
the learning ability of the students in the first class is greatly
improved, and the learning ability of the students in the sec-
ond class is slightly inferior to that of the first class, but the
learning ability of the students in the third class is not signif-
icantly improved.

3.3. Experiment Summary. A series of experiments show that
the combination of intelligent multimedia and hybrid

Table 1: Teaching situation.

Class
Proportion of excellent

grades
Proportion of students with

good grades
Student participation

in class
Students’ learning

enthusiasm
Teacher’s teaching

effectiveness

First 25% 86.6% 40% 45.75% 47.45%

Second 30% 85.7% 35% 42.3% 46.43%

Third 25% 86.6% 45% 43.45% 48.12%

Table 2: Average results of the group.

Class Study groups The average scores

First

1 87.6

2 88.4

3 82.4

4 79.8

Second

1 82.5

2 77.6

3 76.5

4 68.9

Third

1 77.5

2 72.6

3 71.4

4 66.5
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teaching mode has great effects on students’ teaching and
can improve the teaching efficiency and teaching level of col-
lege students’ English reading courses. From the perspective
of the performance, teaching effectiveness, and improve-
ment of students’ learning ability in the three classes in the
experiment, the improvement of the class that implements
the intelligent multimedia combined with hybrid teaching
mode is the most obvious. Therefore, it can be found that
the combination of intelligent multimedia and hybrid teach-
ing mode is beneficial to improve college students’ interest in
college English reading courses and promote students’ par-

ticipation and sense of participation in English reading clas-
ses. It can also improve students’ teaching ability and self-
learning enthusiasm and let students learn how to use wire-
less networks to improve college English reading courses.

4. Discussion

This article first discusses the intelligent wireless network
and multimedia technology, fully discusses the application
of wireless network and multimedia in the field of education,
and then proposes to combine the two to propose an
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intelligent multimedia classroom. Compared with tradi-
tional classrooms, intelligent multimedia classrooms have
more modern equipments. These equipments can search
for learning resources in the classroom through wireless net-
works, so as to fully provide students with learning resources
on various network platforms. After that, this article dis-
cusses the promotion and implementation of the mixed
room teaching model in the education field, which improves
the enthusiasm of students and the teaching level of teachers.
This article describes the mixed teaching mode, which pro-
vides a theoretical basis for the following teaching methods
that combine intelligent multimedia and mixed teaching
mode.

The proposal of implementing a hybrid teaching model
in intelligent multimedia classrooms proposed in this paper
can give full play to students’ subjective initiative in college
English reading courses and at the same time can fully stim-
ulate students’ interest in English reading courses. Students
can give full play to the main role of students in the class-
room, allowing them to integrate their own resources in
the classroom and then teach themselves at the podium.
Teachers can comment and correct the content of the stu-
dents’ lectures and play an auxiliary role. Under this new
teaching model, students can find various college English
reading materials on the Internet in the classroom and dis-
cuss and share them in the classroom, allowing teachers to
comment and correct in time, effectively improve teaching
effectiveness, and introduce students to deep learning in col-
lege English courses.

The experiments in this article show that this new teach-
ing model not only combines the advantages of modern sci-
ence and technology but also fully combines the advantages
of traditional teaching methods. This new teaching model

has more advantages than the traditional blended teaching
model. In addition to online learning outside of class, stu-
dents can also perform in-depth learning in the classroom,
which can fully stimulate students’ enthusiasm for learning
and improve students’ performance and independent learn-
ing ability. In addition, teachers’ teaching concepts can be
changed. Teachers and teachers fully consider the main role
of students in the classroom, so that teachers are more
inclined to adopt mixed teaching methods with the help of
multimedia classrooms.

5. Conclusions

This article discusses the application of the hybrid teaching
mode in the English reading teaching of college students
under the background of intelligent wireless communication
multimedia. First, the intelligent wireless communication
network and multimedia technology are combined. Next,
intelligent multimedia is proposed, which allows college
English reading courses to implement a hybrid teaching
mode in intelligent multimedia classrooms. Experiments
show that this new teaching model is more suitable for col-
lege English reading courses, can fully stimulate students’
interest and enthusiasm for college English reading courses,
improve the teaching efficiency and teaching level of college
English reading courses, and change teachers’ traditional
teaching concepts and the traditional teaching methods of
teachers. Therefore, the implementation of the hybrid teach-
ing mode under the background of intelligent multimedia
has great practical significance for the teaching of college
English reading courses. However, what this article is study-
ing is a blended teaching model in college English reading
courses. It is hoped that the teaching of more subjects can
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be involved in future research, and the teaching level and
quality of the entire education sector can be improved.

Data Availability

Data sharing is not applicable to this article as no new data
were created or analyzed in this study.

Conflicts of Interest

The author states that this article has no conflict of interest.

References

[1] Y. Zhang, “An empirical study on computer network flipped
classroom teaching model in college english learning,” CeCa,
vol. 42, no. 5, pp. 2227–2231, 2017.

[2] Q. Sun, “The application of "Yunban class" for college English
based on blended teaching mode,” Sino-US English Teaching,
vol. 16, no. 11, 2019.

[3] Y. Ma, “The application of schema theory in the teaching of
English reading in senior high schools,” Region - Educational
Research and Reviews, vol. 3, no. 3, pp. 17–20, 2021.

[4] X. Ge and X. Zhang, “Research on the application of eap mode
in Chinese college english teaching,” Boletin Tecnico/Technical
Bulletin, vol. 55, no. 11, pp. 157–163, 2017.

[5] H. Yeon, “Roles of receptive and productive vocabulary knowl-
edge in L2 writing through the mediation of L2 reading abil-
ity,” ENGLISH TEACHING, vol. 72, no. 1, pp. 3–24, 2017.

[6] S. Jung, “Extensive reading through collaborative approach,”
The Journal of Mirae English Language and Literature,
vol. 22, no. 2, pp. 295–320, 2017.

[7] L. Zhang, “The application of online and offline hybrid teach-
ing mode in college physics classroom,” Creative Education
Studies, vol. 9, no. 2, pp. 451–455, 2021.

[8] M. A. Hoque, J. Rios-Torres, R. Arvin, A. Khattak, and
S. Ahmed, “The extent of reliability for vehicle-to-vehicle com-
munication in safety critical applications: an experimental
study,” Journal of Intelligent Transportation Systems, vol. 24,
no. 3, pp. 264–278, 2020.

[9] O. A. Saraereh, L. Al-Tarawneh, and A. Ali, “Design and anal-
ysis of a novel antenna for THz wireless communication,”
Intelligent Automation and Soft Computing, vol. 31, no. 1,
pp. 607–619, 2022.

[10] C. Yuen, G. C. Alexandropoulos, X. Yuan, M. D. Renzo, and
M. Debbah, “IEEE TCCN special section editorial: intelligent
surfaces for smart wireless communications,” IEEE Transac-
tions on Cognitive Communications and Networking, vol. 7,
no. 2, pp. 336–339, 2021.

[11] Y. Qi-Yue, “intelligent radio for next generation wireless com-
munications: an overview,” Wireless Communications, IEEE,
vol. 26, no. 4, pp. 94–101, 2019.

[12] Y. Yuejue, S. Xinze, L. Bingyue, and X. Wang, “Construct a
teaching system combining image linguistics and multimedia
technology,” Wireless Communications and Mobile Comput-
ing, vol. 2021, Article ID 6699010, 11 pages, 2021.

[13] D. Xin, “Application value of multimedia artificial intelligence
technology in English teaching practice,” Mobile Information
Systems, vol. 2021, Article ID 3754897, 11 pages, 2021.

[14] Y. Niu, “Penetration of multimedia technology in piano teach-
ing and performance based on complex network,”Mathemat-

ical Problems in Engineering, vol. 2021, Article ID 8872227, 12
pages, 2021.

[15] K. Dong, “Multimedia pop music teaching model integrating
semifinished teaching strategies,” Advances in Multimedia,
vol. 2022, Article ID 6200077, 13 pages, 2022.

[16] Y. Lu andW. Lizhi, “Construction of multimedia assisted legal
classroom teaching model based on data mining algorithm,”
Scientific Programming, vol. 2021, Article ID 9948800, 11
pages, 2021.

[17] P. K. Sahoo, Y. K. Prajapati, and R. Tripathi, “PPM- and
GMSK-based hybrid modulation technique for optical wireless
communication cellular backhaul channel,” IET Communica-
tions, vol. 12, no. 17, pp. 2158–2163, 2018.

[18] T. Ernest, A. S. Madhukumar, R. P. Sirigina, and A. K. Krishna,
“Hybrid-duplex communications for multi-UAV networks: an
outage probability analysis,” IEEE Communications Letters,
vol. 23, no. 10, pp. 1831–1835, 2019.

[19] S. H. Won, S. S. Jeong, and S. Y. Cho, “Method and apparatus
for managing congestion in wireless communication system,”
Dental Traumatology, vol. 17, no. 2, pp. 93–95, 2018.

[20] N. Dey and V. Santhi, “Studies in Computational Intelligence,”
in Intelligent Techniques in Signal Processing for Multimedia
Security Volume 660 || StegNmark: A Joint Stego-Watermark
Approach for Early Tamper Detection, pp. 427–452, 2017.

[21] I. Butun, P. Österberg, and H. Song, “Security of the Internet of
Things: vulnerabilities, attacks, and countermeasures,” in IEEE
Communications Surveys & Tutorials, vol. 22, no. 1, pp. 616–
644, 2020.

[22] O. I. Khalaf and G. M. Abdulsahib, “Frequency estimation by
the method of minimum mean squared error and P-value dis-
tributed in the wireless sensor network,” Journal of Informa-
tion Science and Engineering, vol. 35, no. 5, pp. 1099–1112,
2019.

[23] X. Li, H. Jianmin, B. Hou, and P. Zhang, “Exploring the inno-
vation modes and evolution of the cloud-based service using
the activity theory on the basis of big data,” Cluster Computing,
vol. 21, no. 1, pp. 907–922, 2018.

12 Wireless Communications and Mobile Computing



Research Article
A Federated Deep Learning Empowered Resource Management
Method to Optimize 5G and 6G Quality of Services (QoS)

Hemaid Alsulami ,1 Suhail H. Serbaya,1 Emad H. Abualsauod ,2 Asem Majed Othman,3

Ali Rizwan ,1 and Asadullah Jalali 4

1Department of Industrial Engineering, Faculty of Engineering, King Abdulaziz University, Jeddah 21589, Saudi Arabia
2Department of Industrial Engineering, College of Engineering, Taibah University, 41411, Madina Almonawara, Saudi Arabia
3Department of Industrial and Systems Engineering, College of Engineering, University of Jeddah, Jeddah 21959, Saudi Arabia
4American University of Afghanistan, Kabul, Afghanistan

Correspondence should be addressed to Asadullah Jalali; ajalali@auaf.edu.af

Received 11 January 2022; Accepted 9 February 2022; Published 23 March 2022

Academic Editor: Shalli Rani

Copyright © 2022 Hemaid Alsulami et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

The quality of service (QoS) in 5G/6G communication enormously depends upon the mobility and agility of the network
architecture. An increase in the possible uses of 5G vehicular network simultaneously expands the scope of the network’s
quality of service (QoS). To this end, a safety-critical real-time system has become one of the most demanding criteria for the
vehicular network. Although different mathematical and computation methods have traditionally been used to optimize the
allocation of resources, but the nonconvexity of optimization issues creates unique type of challenges. In recent years, machine
learning (ML) has emerged as a valuable tool for dealing with computational complexity that involves large amounts of data in
heterogeneous vehicular networks. By using optimization and cutting-edge machine learning techniques, this article gives
readers an insight about how 5G vehicular network resources can be allocated to reinforce network communication.
Furthermore, a new federated deep reinforcement learning- (FDRL-) based vehicle communication method is presented as a
new insight. Finally, a UAV-aided vehicular communication system based on FDRL-based UAVs is proposed as a novel
resource management technique to optimize 5G and 6G quality of services.

1. Introduction

Nowadays, it is imperative to develop a robust 5G new radio
(NR) system [1] because of exponential increase in cellular
mobile devices and automobiles. On one hand, people’s lives
are improved in a variety of ways due to wide range of appli-
cations, but on the other hand, the required quality of ser-
vices (QoS) also need to be ensured. In this regard,
optimization of resources like computing power, sum-rate
maximization, and delay minimization has been the focus
of optimization problem formulations [2, 3]. Meanwhile,
simple convex optimization also suffices as one of the basic
scenarios to fulfil these aims. It is observed that wireless
resource management issues tend to be nonconvex and poly-
nomial, thus creating unique type of challenges. Due to com-
plexity of mathematical calculations, it is difficult to find

algorithms that are effective or powerful enough to reach
suboptimal locations. Although the vehicular network
increases the range of new services and mobility options, still
producing a massive volume of data that is difficult to com-
prehend. To address these problems, new and more power-
ful methods of calculation are required. In addition, the
DRL algorithm may be used without sharing the vehicle’s
dataset via federated deep reinforcement learning, besides
eliminating the delay issues. As a flying BS in vehicle net-
works, drones are utilized to ensure that all vehicles are con-
tinually connected. An FL technique, specifically a UAV-
aided vehicular network proposed FDRL approach, to
improve connection and minimize latency is also being stud-
ied. Proposals have also been made for an FDRL-based vehi-
cle communication system. As a flying BS in-vehicle
network, drones are utilized to ensure that all vehicles are
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continually connected. All vehicle-to-vehicle, infrastructure
(V2I), and other interconnections like 5G heterogeneous
vehicle networks are included in this concept (V2X) as
shown in Figure 1.

Vehicle-to-vehicle (V2V) communication (SRC) chan-
nels are known as DSRCs (dedicated short-range communi-
cation). It is possible to expand the variety of services
available to VUEs by using macro-BSs and RSUs in conjunc-
tion with a cellular vehicular network. In space, satellite
communications and air-to-air communications commonly
take place in which exchange of data and information is car-
ried out. For UAVs to communicate with each other, they
must fly lower in the sky. Communicating with planes and
with the ground is the primary function of these unmanned
aerial vehicles (UAVs). For heterogeneous 5G and 6G vehi-
cle networks, the requirements for quality of service (QoS)
have increased. For ultrareliable and low-latency connectiv-
ity, 5G NR supports a wide variety of new QoS criteria. Data
sent and received by machines is referred to as massive
machine-type communications (mMTC) and mobile broad-
band (MBB). Similarly, in case of dependability, the URLLC
service requires an end-to-end (E2E) latency of one millisec-
ond (ms) and can support up to one million devices per
square metre (km2).

2. Historical Background

A machine learning technique known as “deep reinforce-
ment learning” (DRL) is used to train computers to learn,
in which reinforcement learning (RL) and deep learning
(DL) are part of it (DL).

2.1. Reinforcement Learning. Sequential decision-making
can be addressed by limiting the reward when dealing with
an unfamiliar environment. Because it does not require
many datasets to train, the method is well-suited for use in
5G and 6G vehicle networks, which have more dynamic
environments [4, 33]. In this regard, an agent is a person
or organisation that performs a task for compensation. Con-
sequently, the agent’s activities take place in the physical
world. Whenever an agent interacts with the environment,
it is presented with a representation of the environment’s
current state. In this way, a list of activities is selected by
an agent. After completing the task, the agent is given a
prize. Q-learning is a popular algorithm in the field of rein-
forcement learning. Kisacanin has highlighted the way to
calculate the reward value, which is Q, while the learner’s
rate is one, and the discount factor is also one [5]. The letter
“r” denotes the award.

2.2. Extensive Education and Training. Deep learning (DL) is
based on artificial neural networks (ANNs), which are also
known as “deep networks” (ANN); a completely linked deep
network is shown in Figure 2.

Neuron cells in the deeper layers of a densely coupled
network are known as LSTM cells in this paradigm. Deep
Q-learning makes use of DL networks (e.g., RNN models)
to estimate the Q value. Inputs to a DL network can include,
for example, the states’ S and Q values of all potential

actions. Fully connected neural networks (FCNNs) are arti-
ficial neural networks whose architecture connects all nodes
(neurons) in one layer. CNNs are trained to find and extract
the best characteristics from photos. Their primary asset and
the classifier strength of a CNN’s last layers connect them
all. As CNNs integrate FC layers, these two topologies are
not competitors. Unconnected convolutional layers are sub-
stantially more specialised and efficient. Fully linked layers
have connections to all preceding layers, and each connec-
tion has its own weight. It is just feed forward neural net-
works. Fully connected layers are the network’s final layers.
The final pooling or convolutional layer output is flattened
and fed into the fully connected layer.

3. QoS Requirements in 5G and 6G
Mobile Networks

3.1. Service Excellence Requirements. A 5G vehicle network
large MMTC (machine-to-machine communications) is
one of the three categories that 5G is planned to include,
along with ultrareliable, low-latency connectivity (URLLC).
The V2X application scenario is defined in the new 5G
V2X service standard. Some of the more advanced uses
include vehicle platooning and remote driving. The 5G net-
work is built on top of the 4G network. In information-
centric networks, the notion of a packet data unit (PDU) ses-
sion was born.

Each PDU session has many Qualities of Service (QoS)
flows. The granularity of a PDU session’s QoS distinction
is described here. In most situations, QoS metrics are speci-
fied by a set of parameters like PER (percent) and GMB
(kps). PER stands for the percentage of packets that fail to
arrive at their destination. Vehicle platooning services must
meet E2E latency norms of 10ms and be 99.99% reliable.
Advanced driving services necessitate larger bandwidth and
reduced E2E latency, whereas ordinary driving services
necessitate higher dependability and a bit rate of up to one
gigabit per second. Figure 3 shows the model that is an oper-
ation on edge computing, and fog computing is also playing
a very important role in the process of calculation of fog in
the cars.

The physical infrastructure is identical to that used by
the MVNOs (mobile network providers) (MNO). Queue
length distributions are modelled using the extreme value
theory (EVT). A method known as the maximal likelihood
estimate (MLE) is employed to ascertain this information.
To reduce signalling overheads, a distributed FL is utilized.
Transmissions at an optimal power level remove the backlog
to improve vehicle-to-vehicle communication system that
lowers signalling costs while maintaining high reliability
and low latency [6]. The distribution of resources in area
of information (AoI) is discussed. If the volume of data
grows too large, it might create an issue of information
piracy. This research examines the trade-off between grow-
ing network knowledge and lowering AoI over a particular
threshold. To predict the future of AoI, a Gaussian process
regression (GPR) is applied. It is observed that unsupervised
learning performs well in the dynamic vehicular network,
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which is a good thing, but the training data for ML models is
challenging to collect especially in dynamic situations.

A DRL approach represents optimal resource allocation,
which is used to provide safe and secure vehicle communica-
tion. These challenges are interwoven with vehicle network
spectrum and computation power allocation challenges.
Then, the optimum solution is found using a combination
of single-agent and multiagent RL. Low-latency communica-
tion might be problematic due to high latency and security

and privacy problems. Using a fog computing network helps
lower the latency of cloud computing networks for cars.

Fog computing is a subset of fog networking. There are
fog servers that can execute calculations and store resources
in place of cloud servers. It provides service to a wide range
of different and scattered devices. Fading computer networks
are seen in Figure 4. The other option is to connect RSUs
and BSs to fog computing servers through wired transmis-
sion. Fog servers are more convenient for end users than

PSU
BS

Car

PSU
BS Pedestrian

Traffic
light

Figure 1: A 5G heterogeneous vehicular network.

Reward

Action

Observation table
DL algorithmAgent

ML model

Figure 2: A completely linked deep network.

Edge computing

Figure 3: A computer model for calculating fog in a car.
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cloud servers (e.g., VUEs). When compared to cloud com-
puting, this speeds up the transmission of data. This strategy
reduces the time it takes to respond to end VUEs, especially
during busy periods [7].

3.2. Theories and Applications of Optimization. A combined
optimization examines user association, radio resource allo-
cation, and power consumption. It describes a cloud and fog
network cross-computing layer as a technique of assigning
computing resources to clouds and fog. It controls traffic sig-
nal and traffic management on a global scale. Contract-based
incentives and matching-based computation work assign-
ments [8] will also be implemented. Fog computing vehicle
networks may be established without orthogonal multiple
access, or NOMA, according to the proposed design [9,
10]. There is also the possibility of using RL to address the
issue of user mobility. Two methods used to optimize the
subchannel and power allocation: CRO and RCCRO (real-
coded chemical-reaction optimization). Researchers inte-
grate user association with resource allocation [11]. The
joint optimization problem is solved using a mixed-integer
nonlinear algorithm. The Perron-Frobenius theory helps
minimize transmission delays. The mentioned study also
incorporates resource allocation and distributed computa-
tion offloading to allow vehicle networks [12]. Joint optimi-
zation is a nonconvex and NP-hard issue that might be
solved by outsourcing computing tasks to dispersed com-
puters and allocating resources accordingly (CCORAO). As
a result, both the communication time and the utility of
the system are improved [13]. The DNN method, on the
other hand, is limited to short-term predictions of traffic
flow. Having additional information about traffic patterns
helps the network system to improve distribution of
resources. The LSTM algorithm has been used to develop a
time-series traffic flow prediction technique [14]. The LSTM
may be used to depict both short-term and long-term traffic
flow projections. As a result, gathering of data with a pur-
pose to train the ML model is a huge undertaking. Because
missing of data makes it impossible for the machine learning
system to accurately anticipate traffic flow. As a result,

resources are being preallocated incorrectly. For both autos
and network infrastructure, radio resources are ineffective.

For traffic flow prediction with lacking data, an LSTM
approach is proposed in this study. The missing data is dealt
with using multiscale temporal smoothing. It uses an LSTM-
DNN algorithm [15], which predicts traffic flow and parking
conditions. The data on traffic has been used to allocate
resources for vehicular fog communication throughout the
short- and long-term future (VFC). To allocate spectrum
across automobiles, RSUs analyse the forecasted data and
utilize it as a guide. Data transmission and computation
times are reduced by this suggestion. As stated in the study,
the RL-based radio resource allocation algorithm proposed
in the study takes the network’s future state into consider-
ation as specified in the study [16]. This choice is also influ-
enced by future network circumstances. The agent’s
compensation is maximized based on predicted outcomes.
In terms of throughput, the results are better than the vehicle
network. Packet loss has also been reduced to a minimum.
As previously stated, learning methods can be used for both
supervised and unsupervised learning. Various ways can be
used to reduce latency. Obtaining training data in a diverse
vehicular network is quite tough. Because of this, DRL is
being used to deal with this problem. An algorithm called
DRL has been developed to address this issue.

The optional QoS level measurement equals the number
of mapped 5QIs. This statistic indicates the proportion of
unconstrained DL data volume for UEs in the cell, i.e., when
all data can be transported in one slot and no UE throughput
sample can be determined. To calculate the UE data volume,
multiply the number of primary carriers by the number of
supplementary carriers. The measurement can be subdi-
vided by QoS level. Wireless transmission bandwidth and
predicted vehicle power contribution are explored in depth
in the work [17]. Markov decision process (MDP) models
demonstrate the incorporation of processing and storage
capacity in a comparable situation [18]. Perception-
reaction time refers to the length of time it takes for a driver
to react in a safe manner. This research examines the
integration of fog resource virtualization (FRV) with

Figure 4: UAV-assisted vehicular communication model.
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information-centric networking (ICN). Deep neural networks
are employed in combination with an actor-critic (A3C)
(DNN) to maximize the utilization of computing resources.

Similarly, fog node is helpful for mobile customers, it
supports different operations in varied senarios [19]. In the
current world, a car’s mobility is a significant feature. Choos-
ing the optimal fog node for clients is an important consid-
eration. This study offers an effective allocation of resources
to cars so that they can better serve their customers. Once
the problem is solved, the nondominated sorting genetic
algorithm is applied. MDP was first proposed as a tool for
making resource decisions [20]. In order to better understand
fog computing, researchers are looking at SDV-F (software-
defined vehicular-based fog computing). Consequently, a
method known as DRL is used to shorten the amount of time
it takes for fog servers to accomplish operations. BSs employ a
wide range of mission-oriented strategies. Each BS has its own
edge computing server. The vehicle network may benefit from
edge computing since it is both long-term and cost-effective.
To maximize fog layer processing capacity, this is done. Con-
sequently, according to the article, a method known as DRL is
used to shorten the amount of time it takes for fog servers to
accomplish operations. BSs employ a wide range of mission-
oriented strategies. Each BS has its own edge computing
server. The vehicle network may benefit from edge computing
since it is both long-term and cost-effective.

3.3. Resource Allocation. An adaptive and online resource
allocation has been created to improve the user experience
[21]. Communication loss can be reduced in a vehicular
edge computing network. An examination of radio and
computer resources has been initiated by the discovery of
unknown network statuses. A mobility-aware greedy algo-
rithm has also been studied [22].

These methods are effective in reducing latency and
maximizing energy efficiency. Nonconvex and NP-hard
optimization problems, on the other hand, are extremely
challenging to solve [23]. Then, it is a real challenge to deci-
pher them. This challenge was solved using a machine learn-
ing method. In this way, the complexity of a nonlocal
computer system is minimized. If the QoS criterion in a
vehicle network is not met, a distributed user association
algorithm is being evaluated. By allocating radio resources
intelligently, the network load may be balanced while latency
is decreased. Furthermore, two game theories [24] were used
to test the load balancing scheme’s effectiveness. Within the
limits of maximum allowable delays, the idea of reducing the
processing time of vehicles is examined. An SDN-based task
offloading system for FiWi (fiber-wireless interconnect)
approaches is then developed. As a result, network perfor-
mance is improved while latency is kept to a minimum.
The radio resource management challenge for the 5G vehicle
network is developed with an age of information (AoI)
awareness [25]. An LSTM and a DRL are used to conduct
online decentralised testing at the VUE pairings. It gives
RSUs the ability to allocate bandwidth and make decisions
about packet scheduling. Even though just a portion of the
network’s state can be viewed, this method nonetheless man-
ages to maximize the efficient use of available resources

without requiring any prior knowledge of the network’s
dynamics. The DNN model incorporates a convolutional
neural network (CNN) [26]. A rough approximation of the
offloading scheduling strategy and value function is made
using this technique. A DRL was then added.

DRLOSM’s goal is to reduce energy consumption while
also maximizing the number of retransmitted activities and
costs. Researchers are examining the ADMM, or alternate-
direction method of multipliers. The algorithm is dispersed.
Content caching and computation are made possible by
information-centric heterogeneous network infrastructure.
Users with diverse virtual services can share communication,
processing, and caching resources on the intended network
system. Also, in the work of [27], mobility-based approach
VEC servers are used to do conscious task offloading.

Entry points are being investigated. But, when a server is
overloaded, a second server can be assigned the overloading
duty. In this manner, the processing and computing delays
are decreased, while the vehicle’s performance is improved.
However, due to difficulties in obtaining the training data
set, the DRL technique has been adopted.

Figure 5 shows the comparison of centralised and feder-
ated learning, in which a server-side machine learning
method is employed in a distributed model. Data from
VUEs is first processed and analysed by servers. It is found
that machine learning methods are used at every level in dis-
tributed federated systems. VUEs also use server and ML
techniques, where the only information sent to the server
is information specific to the VUEs’ local ML algorithms.
As a result, privacy may be assured. A distributed machine
learning model reduces latency and improves accuracy. On
the other hand, FL is a distributed machine learning
approach in which a shared model is trained by several vehi-
cles. Instead of transmitting all the raw data to the central
server, the vehicles just communicate the updated parame-
ters of the common model to the central server using their
own local data. This approach was used to reduce congestion
in the transportation sector, where UAVs are being deployed
[28]. In order to acquire information about their surround-
ings, imaginary automobiles are equipped with cameras
and GPS systems. RSUs [29] receive the sensing data from
the vehicles and relay it to the servers. The vehicle network
can survive jamming attempts due to a hill-climbing UAV
relay device. In this way, the utility of vehicle communication
is increased by lowering the bit error rate. Moreover, energy-
conscious dynamic power optimization for each vehicle’s
energy usage has been developed [30], in which the optimal
dynamic power is found by examining vehicle collaboration
and noncooperation while maintaining the privacy of the
vehicle’s information based on FL techniques [31, 32].

4. Methodology

Despite a lack of resources, the usage of multiaccess edge
computing and software-based network services is devel-
oped to increase the diversity of traffic patterns using this
strategy. 5G and 6G mobile network QoS standards are
diverse and need further research to ensure that they can
be met.
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4.1. Challenges, Unanswered Questions, and Future
Directions. SDN (switch function virtualization) and net-
work function virtualization (NFV) are two terms used
interchangeably. In 5G NR, there is a large-scale and diverse
vehicle ad hoc network. Because of these features, ML algo-
rithms cannot be used successfully. Network slicing and
software-defined networking (SDN) have lately been pro-
posed as solutions for the 5G automobile network. All kinds
of various QoS services and heterogeneous networks are not
an issue for this programme. With technologies such as SDN
and NFV, it is possible to meet the QoS requirements of 5G
NR, which depicts a multiaccess edge computing solution
that addresses the demand for processing capacity, resource
allocation, and storage capacity. A wide range of quality of
service (QoS) demands may be met by the 5G vehicle net-
work [31]. The 6G vehicle network features ultralow latency
and high data transfer speeds, as well.

4.1.1. Unmanned Aerial Vehicle Assistive Vehicle Cargo
Network. In today’s more complex automotive environment
and computing requirements, mathematical optimization
methods have been around for a long time are not up to
the task. For machine learning models, obtaining training
data is a huge challenge because the vehicular network is
always evolving. In the absence of data, a DRL approach

and training are required. The use of a DRL algorithm in
the local training models of the end vehicles of 5G and 6G
automotive networks is regarded as a potential option for
reducing latency and enhancing privacy needs.

4.1.2. Caching and FL Communication Technique. End-user
automobiles benefit from reduced computation and process-
ing time due to MEC servers that use relevant FL techniques.
BSs and RSUs have been discussed. MEC servers and even-
tually automobiles use DRL algorithms that have been
trained to perform a specific task. Communication, process-
ing, and caching strategies of the FL model must be thor-
oughly examined to increase network efficiency while
preserving the heterogeneous QoS standards of the FL
model.

The third aspect is the ability to share information with
others. Cars, RSUs, BSs, drones, edge servers, and so on
are all part of the vehicular network. Using the FL method-
ology, an effective resource allocation method for these het-
erogeneous devices must be investigated for 5G and 6G
vehicle networks. One of the most important characteristics
of the vehicle network is its high mobility. The activities of
unmanned aerial vehicles (UAVs) have a significant impact
on their effectiveness. By using the FDRL protocol, it can
be possible to circumvent the problem of UAV servers

Figure 5: Improved federated deep reinforcement learning model.

1. The main server, at the start of the decision period t = 0, set the global DRL model Qf to a random value of f = 0
2. Vehicles owned and operated by the local community, local DRL models Q and N should be initialised to a value of n = 0 for all of
the models

3. Obtain a copy of f0 from the central server and set n to a value between 0 and 1
4. Initiate D’s replay memory, in each decision period t = 0 to T , perform the following:
the FLZ function calculation, vehicles owned and operated by the public:
t > 0 do while
5. for each car n in parallel, perform the following:
Get ft from the controller.
In this case, let t ≥ ft
6. On the present service requests Qnt, train the DRL agent locally using nnt
7. upload the weights that have been trained to the central server
8. Receive all weight updates, not just the most recent onesexecute federated averaging for this step.
Broadcast weights ft + 1″ averages
9. Until then, we are out of time

Algorithm 1: Improved FDRL method.
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requiring different kind of data from other vehicles having
limited resources. Self-learning and reporting back to central
servers, such as MEC servers that are placed on UAVs, is
possible while utilizing this technology. By allocating radio
frequencies, the UAVs, as flying BSs, are obligated to give
VUEs the bandwidth they need. As a result, the employment
of unmanned aerial vehicles (UAVs) is essential. A method
that concentrates on the core area may cause latency. With
an FDRL strategy, VUEs will always have access to enough
spectrum resources. To construct an accurate prediction
model, UAVs can collaborate with each other and use data
from previous spectrum allocations.

Table 1 indicates that FDRL algorithm performs better
than theoretically possible lower constraints on optimality.
Two distinct limits can be employed, in which it is assumed
that each UFB can support a set of MTC devices with a total
utilization of at most 1, while the minimum bandwidth
required for allocation of the MTC devices is defined as
the inverse of its period; i.e., p and the inverse of its jitter p
/2, respectively, to ensure that the MTC devices are allocated
in an equitable manner. There are two effective bounds for
implicit deadlines and synchronous device situations. These
theoretical limitations represent lower bounds on the opti-
mality of the associated situations; therefore, it is important
to keep this in mind. The results of simulations are shown
for a range of cluster sizes, from 11 to 22. The proposed
model represents the iterative convex optimization tech-
nique with low complexity, and maximum energy efficiency
algorithm shows the strategy which may maximum energy
efficiency [26]. The energy efficiency is defined as the ratio
of total sum rate to overall utilized power of all D2D
connections.

Table 2 shows the correlation between the objective
function value and the bit rate requirement. An increase in
D2D link bit rate simultaneously increases the objective
function values from 14.1227 to 33.2101. For federated deep
reinforcement learning model, data ratios vary from 48.25 to
51.68, and admission gain increases 11.25 to 36.35 that
shows the good performance. Unmanned aerial vehicle
capacity UAV trajectory planning must be appropriately

established due to the battery’s limited computing, storage,
processing, and energy capabilities. The mobility and energy
of UAVs must be shared in order to maximize resources for
all VUEs in air-to-air communication (i.e., UAV-to-UAV
communication). Because of privacy issues, a decentralised
learning technique like FDRL may be used to learn about
local energy consumption and estimate future demand.
Using this method, UAVs may choose their own path.

4.1.3. Assistive UAV-Based Vehicular Network. MEC servers
use macro-BSs, RSUs, and UAVs to reduce the amount of
time it takes to do computation and processing tasks. There
are five specific conditions that must be met when using a
distributed FDRL for vehicular communication. For a vari-
ety of technological reasons, edge devices (e.g., VUEs) can-
not send data to the cloud. Another aspect is that the
training model must be fast enough, since the global model
and its local models must often swap parameters (e.g., in
VUEs). Because of this, it is imperative that all the models
can communicate with each other in a timely manner. Data
from edge devices must be labelled fast and accurate on the
same machines. Similarly, to train their local data models
efficiently, edge devices must have enough processing power
and storage capacity to handle the workload.

5. Conclusions

The research is aimed at examining the most advanced tech-
niques in traditional optimization theory, machine learning,
and specifically DRL-based resource management. A wide
variety of quality of service (QoS) criteria are examined in
the cloud, fog, and edge layers. An FL technique, specifically
a UAV-aided vehicular network proposed FDRL approach,
is examined to improve connection and minimize latency.
Proposals have also been made for an FDRL-based vehicle
communication system. It also explains 5G’s existing diffi-
culties and possible future paths in vehicle networks. The
initial step is to examine a multiaccess edge computing
method to generate ideas for more study. This study pro-
vides new opportunities for future researchers to work on

Table 1: Optimality performance of Fdrl model.

# of clusters
Bound 1 Bound 2

δ = p δ = p/2 δ = p δ = p/2
11 2.01 2.77 2.01 2.97

12 2.02 2.83 2.02 2.35

13 2.02 2.85 2.02 2.54

14 2.04 2.94 2.04 2.42

15 2.03 2.86 2.03 2.65

16 2.04 2.87 2.04 2.78

17 2.03 2.86 2.03 2.69

18 2.03 2.88 2.03 2.85

19 2.03 2.76 2.03 2.67

20 2.05 2.86 2.05 2.63

21 2.04 2.76 2.04 2.69

22 2.03 2.87 2.03 2.74

Table 2: Performance in terms of bit rate requirement, admission
gain, and objective function of the proposed FDRL model.

Bit
rate

Admission
gain

Data
ratio (%)

Federated deep reinforcement
learning objective function

4 11.25 50.63 14.1227

4.25 15.87 49.25 16.6546

5 16.58 49.47 18.1553

5.25 36.25 48.25 20.6424

6 28.25 51.23 21.5115

6.25 11.69 52.05 24.0631

7 25.35 51.68 25.4336

7.25 22.87 49.98 28.0442

8 13.68 50.61 30.5231

8.25 12.28 49.36 31.3984

9 14.68 50.27 33.2101
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FDRL-based UAV-assisted 5G and 6G vehicular communi-
cation issues. Consequently, 5G and 6G vehicle networks
can meet a wide range of quality of service (QoS) standards.
Open study areas include an FDRL technique-based vehicu-
lar network, an FDRL technique-based unmanned aerial
vehicle (UAV), and an FDRL technique-based drone. By
using FDRL-based UAVs, any possible delay or reduction
can be handled with the help of UAV-based vehicular com-
munication using the FDRL technique. Furthermore, ML
algorithms can manage all the communication challenges
that were previously difficult to handle. As future work, for
6G networks, integrated aerial-terrestrial communication
can be expanded for channel modeling and routing. In order
to improve deployment tactics and UAV payloads, addi-
tional information is needed on the signal transmission
between the user on the ground and the flying base station.
There presently exist a multitude of channel models that
handle wireless propagation in an urban context. No chan-
nel models consider UAV-to-vehicle connectivity which is
crucial for UAV-enabled ITS. Moreover, the variants acces-
sible include restricted frequency range, fixed base nonmo-
bile end-users, or stations. A model that corrects these
flaws can lead to a better grasp of the fading effects between
buildings and properly plan drone deployment. Also, mobile
BSs and mobile vehicles can help determine the ideal drone
load-out. Lastly, the link multihop infrastructure loss may be
calculated more precisely. In this way, DRL and FDTL tech-
niques are helpful to meet a wide range of quality of service
(QoS) standards involving 5G and 6G vehicle networks.
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Issues such as inefficient encryption architectures, nonstandard formats of image datasets, weak randomness of chaos-based
Pseudorandom Number Generators (PRNGs), omitted S-boxes, and unconvincing security metrics leading to increased
computational time and inadequate security level of chaos and Deoxyribonucleic Acid- (DNA-) based image encryption
schemes need careful examination towards the development of more stable encryption schemes in terms of efficiency and
reasonable security. A new taxonomy of image encryption based on chaotic systems, hyperchaotic systems, and DNA is
propounded to assess the impact of these issues on the performance and security metrics. The primary emphasis of this
research is to study various recent encryption architectures centered on a variety of confusion and diffusion methods. It is
aimed at assessing the performance and security of various ciphers using a cipher rating criterion that categorizes ciphers into
different classes. The parameters that are included in the rating criteria are information entropy, chi-squared goodness of fit
test for histogram uniformity analysis, encryption efficiency, key space, differential attacks (Number of Pixels Change Rate and
Universal Average Changing Intensity), key sensitivity analysis, encryption time, randomness tests such as NIST-R (a statistical
suite for validating the randomness designed by the National Institute of Standards and Technology), correlation coefficient
analysis, contrast analysis, energy analysis, homogeneity analysis, Mean Absolute Error, peak signal-to-noise ratio, and
robustness to noise and occlusion attacks.

1. Introduction

Digital images are the most attractive and valuable type of
data in social networks owing to the sufficient supply of
information. The information about people, Electronic
Patient Records (EPRs), things, places, and lifetime events
can be documented in the form of images and are frequently
used in the world of the internet for communicating sensi-

tive and confidential data. Over the past few years, govern-
ments and organizations have taken serious concern for
the confidentiality and integrity of data at rest or in transit.
In this respect, cryptography as a solution is playing an emi-
nent role. Modern chaos and DNA-based cryptography
must guarantee security with low computational needs;
otherwise, the proposed cryptosystems would be discarded
by the potential users. Chaotic systems are nonlinear
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dynamical systems having sensitive dependence on initial
conditions. The properties of chaotic systems such as sensi-
tive dependence on initial conditions, randomness in the
generated sequence, and complex behaviors have been
attracting the researchers to implement it in encrypting
and decrypting the images, and its efficient implementation
with efficient encryption architectures produces excellent
results as compared to existing cryptographic algorithms
such as Data Encryption Standard (DES), 3DES, and
Advanced Encryption Standard (AES). To improve the secu-
rity and encryption efficiency, numerous gray and color
image cryptosystems have emerged recently with excellent
results. The work presented by [1] uses 2D alteration models
to encrypt images, audios, and videos. This scheme provides
high security features with low correlation, ideal entropy
value, and faster encryption speed for gray-level image
encryption. An image encryption scheme by [2] uses Piece-
wise Linear Chaotic Map (PWLCM) and Hyperchaotic
Lorenz System (HLS) for DNA encoding, permutation, and
diffusion. The test results of this scheme have shown a rea-
sonable level of security with faster encryption speeds for
gray-level and small-sized color images. Another image
encryption/decryption algorithm proposed by [3] uses two
rounds of permutation-diffusion by using two chaotic sys-
tems, dynamic DNA coding and sequencing operations.
This scheme can resist statistical, plaintext, brute force, and
differential attacks, but the encryption efficiency is degraded
for larger dimensions and sizes of color images. Novel chaos
and bit-level permutation proposed by [4] has good security
and faster encryption speed advantage. But the special
formats and size of the color images are not mentioned in
the experimental results.

In this study, a systematic review with new taxonomy of
image encryption based on chaotic systems, hyperchaotic
systems, and DNA computing is propounded to assess the
impact of the mentioned issues on the performance and
security metrics. Moreover, some criteria are also selected
to judge and quantify the worthiness of any cryptosystem.
Issues such as inefficient encryption architectures, nonstan-
dard formats of image datasets, weak randomness of
chaos-based PRNGs, omitted S-boxes, and unconvincing
security metrics leading to increased computational time
and inadequate security level of chaos and DNA-based
image encryption schemes need careful examination
towards the development of a more stable encryption
scheme in terms of efficiency and reasonable security. Addi-
tionally, there is a need to quantify and classify the encryp-
tion schemes into different classes by using some criteria.
To this end, our specific contribution investigates the
encryption architectures along with the findings of various
symmetric image ciphers; a taxonomy of image encryption
and cipher rating criteria to judge and quantify the worthi-
ness of any cryptosystem is propounded.

The rest of the paper is structured as follows. Section 2
deals with definitions depicted in the taxonomy. Related
work comprising encryption architectures of various image
encryption schemes is given in Section 3. The encryption
efficiency of some recently published cryptosystems is
presented in Section 4. A review of chaotic and biometric-

based substitution box is given in Section 5. And some pro-
posed criteria to judge the cryptosystems are given in Section
6. Conclusion with future directions is given in Section 7.

2. Definitions and Taxonomies

In this section, definitions related to modern cryptography are
presented. An extended taxonomy of modern cryptography is
shown in Figure 1. Modern cryptography is comprised of
asymmetric, symmetric, quantum cryptography, and hash
functions, while symmetric cryptography is further decom-
posed into block and stream cipher. Block cipher is further
divided into chaotic, hyperchaotic, and cosine/sine transform-
based cryptography. And stream cipher can be subdivided into
synchronous, asynchronous, and one-time pad.

2.1. Asymmetric Cryptography. In asymmetric cryptography,
two different keys are created for encryption and decryption,
i.e., at the sender’s side, the sender encrypts the plaintext
with a key called public key and sends it to the communica-
tion network. The receiver on the other side decrypts the
encrypted text with another key called secret key which is
only known to the receiver (see Figure 2). Examples of asym-
metric cryptography include Diffie-Hellman and RSA.

2.2. Symmetric Cryptography. In symmetric cryptography, a
single key (same key) is used to encrypt and decrypt the data
(see Figure 3). In order to safeguard the symmetric key, the
asymmetric cipher can be used to share it among sender
and receiver. Symmetric cryptography is further divided into
block ciphers and stream ciphers. Block ciphers encrypt and
decrypt the plaintext by taking a block of data, e.g., 32-bit
and 64-bit, while stream ciphers process a single bit or byte
at a time. Stream ciphers are further subdivided into
synchronous ciphers, self-synchronizing (asynchronous),
and one-time pad (OTP). In synchronous ciphers, an inde-
pendent keystream is produced from the plaintext and
ciphertext. Any character modification in the ciphertext does
not influence the decryption process for the rest of the
ciphertext, but insertion or deletion of character from the
ciphertext will result in the failure of synchronization as well
as the decryption process. In contrast, asynchronous ciphers
generate their keystream from a particular number, say p, of
former ciphertext digits and the key. Therefore, this scheme
can handle the insertion or deletion of ciphertext character
problems as was present in synchronous cipher. One-time
pad is also called one-time encryption.

2.3. Chaotic Cryptography. It is the efficient implementation
of mathematical chaos theory in the form of chaotic maps or
systems to encrypt and decrypt the data (text, image, audio,
and video) to transmit or preserve it in a secure way. The
control parameters and initial conditions of chaotic maps
are used as secret keys that are shared between transmitter
and receiver. The secret key can then be again encrypted
by using stream ciphers such as RSA for secure communica-
tion. The initial conditions can be generated by some mech-
anism from the input data. Many chaotic systems with
varying dimensions until now have been implemented for
the encryption of gray and color images. Chaotic systems
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can be subdivided into continuous and discrete time chaotic
systems. For example, Chua’s circuit (continuous time cha-
otic physical system) is the simplest electronic circuit that
reveals chaotic behavior. Other continuous time chaotic
systems are Duffing equation, folded-towel hyperchaotic
map, Hadley chaotic circulation, Rossler attractor, etc. While
the discrete time chaotic maps include logistic map, Arnold’s
cat map, Baker’s map, Bagdonov map, and Henon map. The
chaotic maps generate a random sequence that can further

be improved to make it PRNGs. The intrinsic random
sequence generated by the chaotic map is used for confusion
or diffusion of the input image. Various cryptographic algo-
rithms have been developed since 1989 to ensure the security
of data at rest or in transit. Till 1995, cryptography used one-
time pad with a chaotic system, though it is not suitable for
encryption of image, audio, and video data. Later, the
ergodicity property of chaotic maps is the focus of
researchers towards designing cryptographic algorithms.

Modern
cryptography

Chaotic
cryptography

Asymmetric Symmetric

Synchronous

Examples
of
assymetric :
Diffie

3DES
DES RC4 MD5

SHA etcSEAL etc
AES
Blowfish
etc

Hellman
RSA etc

Examples
of block
ciphers :

Examples
of stream
ciphers :

Examples
of hash
fuctions :

Asynchronous

Block cipher Stream cipher
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Figure 1: A taxonomy of modern cryptography.
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However, cryptosystems were not considered better due to
being less efficient and less secure [5].

2.4. Hyperchaotic Cryptography. The tasks of cryptography
are done through hyperchaotic systems. Hyperchaotic
systems show complex dynamical behavior and high sensi-
tive dependence on initial conditions with more than one
positive Lyapunov exponents (λ) as compared to chaotic
systems. Sensitive dependence is quantified by calculating
Lyapunov exponents. The sequence generated by hyperch-
aotic systems has better randomness as compared to chaotic
systems and can be used for image scrambling and diffusion
[6]. Some hyperchaotic systems’ sequences can be used as
PRNGs. Therefore, give better encryption results [7], a
hyperchaotic map with higher dimensions has better ergo-
dicity, more complex dynamic behavior, better randomness,
and more than one positive Lyapunov exponents than low-
dimensional hyperchaotic systems [8].

2.5. DNA Cryptography. Deoxyribonucleic Acid (DNA)
shown in Figure 4 is biological DNA which is located in
the cell’s nucleus and carries genetic information about all
the organisms. DNA is basically a double helix (double-
stranded) structure formed by base pairs attached to the
sugar-phosphate back bone. Replication is an important
property of DNA. The 4 chemical bases, i.e., adenine (A),
guanine (G), cytosine (C), and thymine (T), on a single
strand form a specific sequence called a genetic code. These
bases are connected to the bases of the opposite DNA strand,
i.e., A with T and C with G called base pairs. The group of
base, sugar, and phosphate is called a nucleotide. DNA can
be used in cryptography for storing, encrypting, key genera-
tion, and transmitting the image data by using digital DNA
datasets available on NCBI. Using biological DNA for stor-
ing, processing, and encrypting information demands
higher technical laboratory requirements. To this end, cryp-
tography based on biological DNA is still in its infancy and
needs further theoretical discussions and experiments. For
the sake of simplicity, digital DNAs are being used for
encrypting and decrypting the data and information by
mimicking the biological DNA operations such as Conser-
vative Site-Specific Recombination (CSSR), DNA pairing,
DNA annealing, and DNA replication (Figure 5). DNA-
based cryptography is done by using the DNA mapping
rules and DNA operations [9–16].

2.6. Sine and Cosine Chaotic Maps. Cosine or sine chaotic
maps are considered more complex chaotic maps due to
the simplicity in structure and high chaotic behavior with
an infinite chaotic range thus leading to large key space
and unpredictability. Sine- and cosine-based chaotic maps
may be used as general frameworks for the existing chaotic
maps. For example, a one-dimensional discrete cosine poly-
nomial chaotic map (Equation (1)) is used for image encryp-
tion in two phases, i.e., row phase and column phase. Row
and column phases do permutation-substitution based on
pseudorandom sequence generated by 1D-DCP. The
authors replaced the sequential permutation-substitution
architecture with parallel permutation-substitution architec-

ture and reduced the processing time while encrypting an
image and showed better security metrics results [17]:

f : −1 ; 1½ �⟹ −1 ; 1½ � xn+1 = f xnð Þ = μ x3n + xn
� �� �

: ð1Þ

The DCP scheme is shown in Figure 6. According to this
figure, the sequence generated by 1D-DCP is used for the
permutation and substitution of row and column pixel
values simultaneously in T number of rounds. Similarly,
the one-dimensional sine transform-based chaotic map
(1D-STBCM) proposed by [18] gives a larger chaotic range
and more complex behavior and gives excellent perfor-
mance. 1D-STBCM (Equation (2)) [18] can be used as a
general framework for any two existing chaotic maps:

xi+1 = sinsin π f a, xið Þ + g b, xið Þð Þð Þ, ð2Þ

where f ða, xiÞ and gðb, xiÞ are two existing chaotic maps also
called seed maps which may or may not be the same. a and b

Figure 4: Biological DNA.
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are the control parameters, and xi signifies the input in each
iteration. The input xi along with control parameters a and b
is supplied to two seed maps, i.e., f ða, xiÞ, and gðb, xiÞ in
each iteration, and then, the sine-based transformation is
executed. Last but not least, a large number of chaotic maps
with different chaotic behaviors can be generated by extend-
ing Equation (2) to three or more seed maps. Therefore, the
extended system may have a higher degree of randomness
and unpredictable output sequences.

The author in [19] proposed a 3D sine map to per-
mute an image and obtained high security, fast speed,
and resistivity against some common attacks. A second-
order nonlinear differential equation with cosine transform
is employed to generate chaotic S-box which was found to
be much better in Strict Avalanche Criterion (SAC) and

nonlinearity and can be used for encrypting the input
image by using some substitution processes such as the
Rijndael substitution process [20].

2.7. Quantum Cryptography. Peter Shor’s 1994 algorithm for
factoring large prime numbers is one of the main motives to
divert the attention of security experts to make use of quan-
tum computing towards quantum cryptography. Quantum
cryptography is dependent on quantum computing which
is still in its infancy stage and cannot be considered true
quantum architectures. True quantum computing will
further transform the current cryptography into new amaz-
ing dimensions. Quantum cryptography is based on the
principles of quantum mechanics (quantum superposition,
quantum annealing, and quantum entanglement) to encrypt

Secret key :
Sequences generating by

1-DCP map

Sequences :
Ep, Y, Z

Plain
image

T-rounds

Cipher
image

Rows simulataneous
substitution and

permutation

Columns
simulataneous

substitution and
permutation

x1, x2, x3, x4,
𝜇1, 𝜇2, 𝜇3, 𝜇4,

Figure 6: Flowchart of the DCP image encryption scheme [17].

Biometric

BehaviouralPhysical

BiologicalMorphological

Face recognition

Iris recognition

Body temperature

DNA

Voice recognition

Usage of objects

Walk

Inclination

Movement speed

Keystroke

Gesture

Blood
Saliva

Sweat

Finger print

Finger geometry

Hand geometry

Figure 7: Biometric subdivisions [52].
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Table 1: Different forms of permutation-substitution.

Ref Encryption architecture Findings

[19]

3D permutation method: in this architecture, 3D orthogonal Latin squares and
matching matrices generated from 3D sine map are combined to permute the
plain image; then, each component of the permuted matrix is subdivided into
subblocks of the same size. The corresponding blocks of each component are

linked and shifted (cyclic shift) according to the sorted position matrix generated
by the 3D sine map chaotic sequence. In addition, singular value decomposition
(SVD) is also applied on the 3rd chaotic sequence to produce three more matrices,

namely, u1, s1, v1. Finally, the cyclic shifted matrix is modulated with u1 to
produce the encrypted version of plain image.

It saves encryption time as Latin squares are
composed of integers only. It has resistivity
against various attacks, fast speed, and high

security.

[20]

Chaotic S-box-based substitution: in this architecture, 2nd order nonlinear
differential is employed to generate chaotic S-box which was found to be much
better in Strict Avalanche Criterion (SAC) and nonlinearity. The input image is
rotated clockwise by 90°, a random column is added to the left of the rotated
image, and values are substituted with S-box by using the Rijndael substitution

process.

The rotation and addition of random columns
increased the immunity against plaintext attacks
(PTAs). The encrypted image passed most of the

NIST randomness tests.

[25]

Key substitution architecture (KSA): it includes one round of key scheming and
novel substitution method. The key scheming phase is based on a logistic chaotic
map whose initial conditions are calculated from the weighted summation
method. And the substitution is composed of random grouping, chaotic S-box
construction, and random substitution.

Yielded satisfactory encryption performance,
better security, and computational efficiency as
compared to traditional substitution-
permutation architectures. But encryption time
increases for large-sized color images.

[26]

Cross-plane permutation and nonsequential diffusion process: in cross-plane, a
single operation shuffles randomly all the RGB pixel positions. And in

nonsequential diffusion process, the pixels are permuted according to the chaotic
sequence generated by using 2D-Logistic Tent Modular Map (LTMM).
Nonsequential diffusion process takes two rounds for good diffusion.

The encryption speed is rapid as it employs
simple implementations of encryption structures
and chaotic map. It can mitigate the data losses
and noises, i.e., robust against noise attacks and
resists differential, chosen-plaintext attacks, and
statistical attacks and is extremely sensitive to its
secret key. It can serve real-time applications in

an efficient way.

[27]

Cyclic shift-based scrambling and diffusion based on household decomposition
method: in this architecture, the number of left shifts for the rows and columns is
determined by the chaotic sequence; then, the cyclic shift algorithm is performed

on rows and columns. After this, diffusion is employed by using household
orthogonal decomposition. In the end, XOR operation is performed between the
chaotic sequence and the output of diffusion based on household orthogonal

decomposition.

The encryption speed is not mentioned in the
paper. It has better entropy, NPCR, UACI, and
correlation coefficients and is robust to occlusion

attacks up to 25% and salt & pepper noise
attacks up to 0.01.

[28]

Lorenz-based diffusion and Rossler-based confusion: Lorenz chaotic map is used to
scramble the input image. In scrambling, RGB pixel positions are rearranged by
using the histogram equalized Lorenz chaotic sequence. And pixel substitution

based on Rossler system is achieved through XOR operation.

The encryption time is not mentioned in the
paper. It has better entropy, NPCR, UACI, and
correlation coefficient results and is robust to
classical attacks to some extent. The encrypted

image also passed the NIST SP 800-22
randomness tests; therefore, it can be used as

PRNG.

[29]

Latin square-based confusion and diffusion: in diffusion phase, pixel permutation is
achieved in two steps: step 1: shuffle the pixel rowwise to a new coordinate

x, LSQ x, yð Þð Þ, where LSQ is a Latin square. An intermediate permuted image is
produced in this step; step 2: similarly, shuffle the pixels of the intermediate

permuted image columnwise to new coordinate LSQ x, LSQ x, yð Þð Þ, LSQ x, yð Þð Þ,
while in the confusion phase, the pixel values are modified according to this
equation c nð Þ = k nð Þ ⊕ p nð Þ + k nð Þ½ � mod 256f g ⊕ c n − 1ð Þð Þ, where k nð Þ, p nð Þ, c
nð Þ, c n − 1ð Þ are the current key value, current pixel, cipher pixel, and previous

cipher pixel.

Although the cryptosystem demands less
computational complexity, the cryptosystem can
be broken by chosen-plaintext attack (CPA)

combined with chosen-ciphertext attack (CCA)
[29]. Moreover, the cryptosystem used the same

key in each round of encryption.

[30]

Logistic map-based permutation: in this cryptosystem, the architecture for
permuting the input color image is based on 1D logistic map. A chaotic sequence
is first generated by using initial values, sequence is sorted, and finally, the input

image is scrambled using the sorted sequence.

The cryptosystem gave high probability of
resisting brute force attacks and better

encryption effect and is able to recover images
that were 25% covered with some other pixels.
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and decrypt the messages with guaranteed security. The
cryptographic tasks require a quantum computer. The quan-
tum computer with its immense power can break the RSA’s
2048-bit asymmetric algorithm in a few seconds on a mature
quantum architecture; otherwise, it will take billions of years
on classical computing architecture [21]. Quantum comput-
ing uses qubits to encode the information. Unlike a classical
bit, the qubit is the basic building block in quantum comput-
ing (see Figure 7). The quantum superposition principle is
used to set a qubit to form a quantum state. Several combi-
nations of 0’s and 1’s can be processed on quantum architec-
tures at the same time at a very less computational time. A
qubit can exist in a state of ∣0⟩, ∣ 1⟩ and in a combined state
of 0 and 1 called a superposition state and is denoted by ∣ψ
⟩ a ∣ 0⟩+b∣1⟩. The qubit’s superposition state can be
entangled with another quantum bit to make a new valid
state. The qubits in quantum architecture are probabilistic

as compared to classical bits which are deterministic [22].
The branches of quantum cryptography including Quan-
tum Secret Sharing (QSS), Quantum Key Distribution
(QKD), Quantum Secure Direct Communication (QSDC),
Quantum Signature (QS), Quantum Private Query (QPQ),
Quantum Anonymous Voting (QAV), Quantum Sealed
bid Auction (QSA), Quantum Public Key (QPK) cryptosys-
tem, Quantum Key Agreement (QKA), and Quantum Iden-
tity Authentication (QIA) needs further development,
review, and experiments to mature the field of quantum
cryptography [23].

3. Related Work

In this section, the encryption architectures along with their
findings of various image encryption schemes are presented.
Various improvements in permutation-substitution

Table 1: Continued.

Ref Encryption architecture Findings

[31]

Random permutation-substitution based on modular function: in this lightweight
encryption architecture, a set of random permutation-substitutions through
modular function at bit level followed by image rotations is performed. The

encryption structure is scalable, i.e., any number of key sizes with any number of
rounds may be used.

The smaller overhead with minimum number of
rounds and simple structure reduces encryption
time and energy consumption without reducing

security level.

[32]

12 × 12 S-box-based substitution with linear permutation: 12 × 12 S-box is
constructed through chain ring method R12; then, it is extended to 24-bit extended
lookup table. The 24-bit lookup table is decomposed into three cells of 8 bit each
called L, M, R. Red, green, and blue components of input image are substituted
with L, M, and R. Then, linear permutation is applied to produce permuted

matrices. In the end, XOR is applied between permuted matrices and L, M, and R
to get the encrypted image.

The ciphered image passed the NIST
randomness tests. Less computational

complexity and near to 8 bit/pixel entropy and
resistance to some common attacks are the
encouraging features of this encryption

architecture.

[33]

Lifting scheme-based permutation and substitution: pseudorandom chaotic
sequence (S) of about half the size of the input image is generated and is circularly
shifted called as A and substituted with S-box called as B. Then, input image after
splitting, repeat predicting and updating steps of lifting scheme by making use of B
for the purpose of permutation and substitution. The prediction and update repeat

four times.

The proposed cryptosystem is faster and secure
for three loops but becomes a little slow with a
little bit more security level when it is run for
more than three loops. It is also scalable for

workstations and supercomputers and can run
on resource-constrained devices with a

minimum number of loops and rounds. It can lie
in the category of lightweight ciphers as it takes

less number of cycles per byte NCPBð Þ =
276:8842.

[34]

Kronecker product-based confusion-diffusion: input image is mapped to finite fields
called P; then, scrambling and diffusion of P based on Kronecker product over

finite field is done to produce R. Then, DNA operations based on Chen’s
hyperchaotic system are applied on R to produce an encrypted image.

Permutation-substitution over finite fields using
Kronecker product makes the cryptosystem

capable of resisting known-plaintext attacks and
chosen-plaintext attacks. The cryptosystem also
has a good randomness, uniform histograms,
and better entropy, NPCR, and UACI values.

[35]

Fusion of two maps and transformation: a new chaotic map is produced by the
fusion of two maps. The chaotic sequence of new map is exploited in the

mathematical transformation function to convert the plain image into cipher
image.

The obtained results in terms of NPCR, UACI,
PSNR, entropy, histogram variances, correlation,
and attacks are comparable to most of the recent

studies.

[36]

Image scrambling by using a mix of random, rotation, and zigzag permutation: in
this approach, plain image is splitted into nonoverlapping subblocks. These

subblocks are permuted by zigzag, rotation, and random fashion. Finally, XOR
operation is performed between a key and scrambled image to get the encrypted

image. Here, key is generated by using logistic map.

The simulation on 170 images of JPG type each
having dimensions 512 × 512 reveals the

efficiency of the proposed approach in terms of
security and time complexity.

The time complexity of the proposed approach
comes out to be O M ×Nð Þ.
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architecture and permutation only architecture have been
done after the classical chaos-based architectures [24].
Encryption architecture is a way or a method of doing
substitutions, permutations, and transformations in the
encryption algorithms by exploiting an encryption key.

The key can be generated from a chaotic or hyperchaotic
system. While encrypting an image whether color or gray,
a good encryption algorithm strictly follows the principles
of confusion and diffusion. Encryption architectures include
substitution-permutation network (SPN), Feistel Network

Table 2: Comparison of some recently published cryptosystems with the prime focus of NCPB.

Ref Image Size (kB) ET Entropy NPCR, UACI Corr (Avg) KS NCPB

[38]

256 × 256 111 0.021 s 7.9971 99.56, 33.28 <0.01
2231

314.0836

512 × 512 284 0.093 s — — — 543.6427

1024 × 1024 768 0.387 s — — — 1147.879

[39]

256 × 256 111 0.0759 7.9971 99.55, 33.27 -0.0026

2277
1135.188

512 × 512 284 0.3156 s 7.9971 99.59, 33.28 0.0082 1844.878

1024 × 1024 768 1.3153 s — — — 3899.292

[17]

256 × 256 111 0.0111 s 7.9992 99.64, 33.43 0.0004

2392
166.0156

512 × 512 284 0.036 s 7.9993 99.66, 33.45 — 210.4423

1024 × 1024 768 0.1342 s 7.9989 — — 397.8446

[40]

256 × 256 111 0.3422 s 7.9996 99.62, 33.45 0.0057

2180
5118.067

512 × 512 284 0.9232 s — — — 5396.677

1024 × 1024 768 1.9133 s — — — 5672.102

[33]

256 × 256 111 — —

2512512 × 512 — 49.18Mbps 7.997 99.60, 33.46 <0.001 276.8842

1024 × 1024 1238 — —

[41]

256 × 256 111 0.0491 s 7.9942 99.50, 33.32

21773
734.3574

512 × 512 284 0.0921 s 7.9951 99.45, 33.34 <0.0063 538.3817

1024 × 1024 1238 2.3541 s 7.9841 — 6978.882

[42]

256 × 256 111 — 7.9977 99.60, 33.35 0.0102

2256512 × 512 263 0.9872 7.9990 99.59, 33.42 -0.0165 6231.583

1024 × 1024 1238 — — — —

[38]

256 × 256 268 0.079 s 7.9971 99.56, 33.28 <0.01 2231 488.755

512 × 512 768 0.096 s — — — 210.978

1024 × 1024 1238 1.212 s — — — 2832.189

[43]

256 × 256 268 — — — — 2256 —

512 × 512 — 44.93Mbps 7.9991 99.60, 33.46 <0.0005 302.6931

1024 × 1024 1238 — — — — —

[44]

256 × 256 268 — — — — 2170 —

512 × 512 — 31.97Mbps 7.997 99.59, 33.46 <0.0003 425.3988

1024 × 1024 1238 — — — — —

[45]

256 × 256 — 0.097 s 7.9992 — — 2200 147.3328

512 × 512 768 0.276 s 7.9993 99.62, 33.68 <-0.0003 583.6487

1024 × 1024 1238 0.664 s 7.9993 — — 890.4231

[46]

256 × 256 260 8.2 s 7.9992 99.64, 33.4 0.00106 2 × 1047 × 25665536×3
� �

52358.77

512 × 512 768 16.43 s 7.9998 — — 35516.1

1024 × 1024 1238 38 s — — — 37547.96
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(FN), Generalized Feistel Structure (GFS), and its different
variants. Different forms of improved permutation-
substitution techniques proposed by various researchers are
listed in Table 1.

4. Encryption Efficiency of Cryptosystems

Another most important criterion of analyzing the crypto-
graphic algorithms is encryption efficiency, especially for
evaluating the cryptosystems for real-time internet applica-
tions. Based on the encryption time ðETÞ, the encryption
efficiency [37] in terms of encryption throughput ðEThÞ
and number of cycles per byte ðNCPBÞ is calculated by

ETh =
PIsize
ET

, ð3Þ

NCPB =
CPUspeed

ETh
, ð4Þ

where PIsize, ET, and CPUspeed are the plain image size in
bytes, encryption time in seconds, and processor speed in
Hertz, respectively, while NCPB is the number of cycles
per byte. For example, 1-DCPIE proposed by [17] takes
36:1ms to encrypt a 512 × 512 grayscale image of size
263 kB. Its encryption efficiency in terms of NCPB according
to the abovementioned formulas will be 228 cycles per byte.

In this section, some recently published cryptosystems
with minimum encryption time and encryption efficiency
in terms of minimum number of cycles per byte (NCPB)
are focused, and NCPB is computed. NCPB is computed
on a 1.7GHz processor with 2GB RAM. The basic purpose
is to identify the cryptosystems for real-time internet appli-
cations. The identified cryptosystems having better NCPB

may be selected as lightweight ciphers, and improvements
in these cryptosystems can be done.

The effort to attain a desired state or value of any crypt-
analysis metric may affect the other cryptanalysis metrics such
as encryption speed and robustness against noise attacks. Too
much trade-off among security metrics may be caused by
inefficient encryption architectures having multiple rounds
and extensive formatting operations and using multiple cha-
otic systems, extensive DNA encoding, decoding, inefficient
looping structures, inefficient source codes, etc.

A good cipher maintains a balance among these metrics
by keeping an eye on the encryption architecture, type and
size of input data, etc.; for example, the author in [9] pro-
posed a hybrid model of DNA computing for encrypting
the grayscale images of different sizes. The experimental
results indicate that the proposed cryptosystem gives a
good encryption effect, resists against known attacks, and
is sufficiently fast for practical applications. In this regard,
we have implemented this algorithm for color images of
different sizes. The experimental results for color images
of larger sizes greater than or equal to 512 × 512 degrade
the performance of the algorithm in terms of encryption
time by keeping the security level maximum. Therefore, it
is not suitable in terms of speed for practical real-time
applications that deal with color images of larger size. Many
researchers while developing cryptosystems achieve a suffi-
cient level of security by making encryption architectures
too much complicated which results in increased encryp-
tion and decryption time and makes them inapplicable for
real-time communications especially in IoT. Therefore, the
scrutinizing of the cryptosystems based on minimum
encryption time (ET) by considering other cryptanalysis
metrics such as entropy, NPCR, UACI, encryption effi-
ciency (EE), correlation (Corr), key space (KS), and robust-
ness is done and listed in Table 2.

Plaintext Bio-cryptosystem

Bio-key

Fingerprint

Iris

DNA Face

Blood

VoiceBio-key generation

Ciphertext

Figure 8: A depiction of biocryptography.
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Table 3: Selected criteria to rate various cryptosystems.

Analysis metrics Class Condition Weight

ET (s)

VH >50 and <100

VH = 1, H = 2, M = 3, L = 4, VL = 5
H >20 up to 50
M ≥10 and ≤20
L ≥1 and ≤9
VL <1

EE (NCPB)

H <1000

H = 4, M = 3, L = 2, VL = 1M ≥1000 and ≤10000
L >ten thousand and <25000
VL >25000

NIST-R
P ≥50% P = 1, F = 0
F <50%

Entropy
H ≥99% and ≤100%

H= 3, M = 2, L = 1M ≥98% and <99%
L >95% and <98%

Corr
S Close to 1 S = 0, W = 1
W Close to 0

HistU
U U = 1 (if chi-squared statistic lies in the accepted region)

NU = 0 (if chi-squared statistic does not lie in the accepted region)NU

NPCR
H ≥99% and <100%

H= 3, M = 2, L = 1M ≥98% and <99%
L >95% and <98%

UACI
H ≥33%

H= 3, M = 2, L = 1M ≥30% and <33%
L >28% and <30%

MAE

H ≥80

H = 4, M = 3, L = 2, VL = 1M ≥70
L ≥65
VL ≥60 and <65

KS

H ≥2300

H = 4, M = 3, L = 2, VL = 1
M ≥2200

L ≥2100

VL ≥280 < 2100

KSn/avalanche
H ≥0.5

H= 3, M = 2, L = 1M ≥0.45
L >0.38 and <0.45

RbN (up to 10%)

H PSNR > 30

H = 4, M = 3, L = 2, VL = 1M PSNR > 20
L PSNR > 10 and ≤20
VL PSNR ≥ 8 and ≤10

RbO (up to 50%)

H PSNR > 30

H = 4, M = 3, L = 2, VL = 1M PSNR > 20
L PSNR > 10 and ≤20
VL PSNR ≥ 8 and ≤10

PSNR (E-D)

H Infinity

H = 4, M = 3, L = 2, VL = 1M ≥80
L ≥70
VL ≥50 and <70
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5. Novel S-Boxes

No doubt, S-box as a nonlinear lookup table plays a pivotal
role in obscuring the relationship between the key and
ciphertext. Although it has been adopted in some chaos-
based ciphers, it is very rarely adopted in DNA-based image
ciphers [47]. Numerous researchers have seriously neglected
the importance of S-boxes in their chaos and DNA-based
image encryption algorithms [26, 39, 48–51]. Uniqueness
of the values and no correlation between the values in S-
box are the indicators of a good S-box. The methods such
as heuristic, Pseudorandom Number Generators (PRNGs),
finite field inverse, and finite field exponent have been used
for generating S-boxes to further enhance the security level
of image cryptographic algorithms [52]. Chaos theory has
also been implemented in designing S-box. For example, 8
× 8 S-box based on chaotic maps is used in an image cryp-
tographic algorithm [53]. The design of dynamic S-box by
using the Zhangtang chaotic system is proposed in [54].
A 3D controlled chaotic plasma-based algorithm is pre-
sented in [55] to generate S-box. Artificial Bee Colony
(ABC) and 6D hyperchaotic system are utilized in the gen-
eration of S-box [56]. An optimal S-box based on the firefly
algorithm and discrete chaos is created in [57]. Multiple
chaotic systems can be exploited in designing optimal S-
boxes. The author in [58] used two chaotic systems, i.e.,
Chen’s and Henon maps for creating chaotic S-box with
improved randomness. The chaotic system called Logistic
Sine System (LSS) having a wider chaotic range and better
chaotic properties is employed in creating a single S-box
of size 16 × 16 [59].

Biometric subdivisions are shown in Figure 8. The bio-
metric subdivisions such as face, fingerprint, iris, and DNA
can be utilized to generate initial conditions for hyperchaotic
systems and to generate cryptographic keys that will aid in
constructing the novel S-boxes in the cryptographic algo-
rithms. To this end, fingerprint-based S-box with minimum
execution time is generated in [52] by using ridge ending
features of the fingerprints. The iris dataset is used by [60],
to create the initial conditions for logistic map and sine
map for creating crypto S-box. The crypto S-box contains
unique values.

Similarly, biological DNA can be converted into digital
DNA, and digital DNA can be used in designing S-boxes.
A 16 × 16 S-box generated from the two DNA sequences
(DS1 and DS2) taken from GenBank is proposed in [61].
The DS1 is converted into 16 × 16 S-box where each cell
consists of four nucleotide bases equivalent to 1 byte. The
DS2 is used to compute (row, col) pair. The DS1 DNA
values are picked sequentially and placed in the third empty
S-box according to the (row, col) pair computed from DS1.
The S-box is generated by splitting the numbers (0-255) into
four sets, and each set is independently coded into a DNA
strand. In this way, four DNA strand sets are obtained. Per-
form the reverse Watson Crick on all the DNA strand sets.
Another DNA strand is taken from GenBank, and XOR
operation between DNA strand sets and GenBank DNA
strand is performed. And finally, central dogma is applied
to get the entries of DNA-based S-box [62]. Another

approach to construct an S-box with nonrepeating values is
composed of DNA coding, DNA addition and subtraction,
XOR and arithmetic operations, and finally, the search pro-
cedure to eliminate the duplicate values [63]. In order to
increase the level of confusion in cryptographic algorithms,
the concept of multiple DNA or RNA-based S-boxes has
also been proposed by the researchers. For example, [64]
accomplished this task in three steps: (1) user string is con-
verted into DNA string by using DNA mapping/coding
rules, (2) DNA string is transformed into mRNA by simulat-
ing the biological replication and transcription processes, (3)
mRNA size is reduced by splitting, addition, subtraction,
and XOR operations, and (4) the reduced mRNA is used
to construct S-box with 256 different hexadecimal values.

Cryptography based on physical and behavioral biomet-
rics can be called as biocryptography. Biometric parameters
(iris, DNA, fingerprint, etc.) can be exploited to generate a
secret key while designing cryptographic algorithms.
Biometric-based secret keys can lessen the demand for key
storage and generation. Another concept of biohashing can
be used to make secret keys in which biometric parameters
are combined with hash algorithms such as MD5 and
SHA-512.

6. Proposed Criteria to Evaluate Cryptosystems

Comparing cryptosystems’ performance and cryptanalysis
parameters without noting image size and format is not
rational. To the best of our knowledge, criteria to quantify
the cryptosystems are not proposed. In this section, some
criteria to quantify some recently published color image
cryptosystems are proposed which are indicated in Table 3.
Based on these criteria, we allocate weights to various crypt-
analysis parameters, and overall scores of a cipher in the
sense of security and robustness can be computed. The cri-
teria include encryption time (ET), encryption efficiency
(EE) in terms of NCPB, National Institute of Science and
Technology-Randomness Test (NIST-R), entropy, correla-
tion (Corr), histogram uniformity (HistU), Number of Pixels
Change Rate (NPCR), Universal Average Changing Inten-
sity (UACI), Mean Absolute Error (MAE), key space (KS),
key sensitivity (KSn), robustness against noise (RbN),
robustness against occlusion (RbO), and peak signal-to-
noise ratio between encrypted and decrypted images (PSNR
(E-D)). The proposed judgement criteria given in Table 3
can be used for gray-level and color images and can be
extended by including other metrics as well. The scores of
some recently published ciphers based on the chosen criteria
of Table 3 are given in Tables 4 and 5.

Similarly, Cipher Rating Taxonomy (CRT) to rate vari-
ous ciphers is designed as a next proposal that can facilitate
security researchers to assess the trustworthiness of their
ciphers in double figures. The ratings of cryptanalysis
parameters given in Table 3 can be extended, i.e., from 1
to 5 or 1 to 3. For example, to rate the entropy, we can rate
it as ≥7.9999 (rating 5), ≥7.999 (rating 4), ≥7.99 (rating 3), ≥
7.9 (rating 2), and <7.9 (rating 1). We have also introduced a
critical marking factor or weight, which represents the sig-
nificance of the cryptanalysis parameter, and it ranges from
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1 (least significant) to 3 (most significant). Other than crypt-
analysis parameters, other vulnerabilities such as Insecure
Data Storage, Broken Cryptography, Insecure Data Trans-
port, Cryptographic Flaw, and Privacy Concerns (secret
key sharing, key management, etc.) can be added in the
proposed CRT to assess the cryptosystems. Furthermore,
CRT is an effort to further classify the past, present, and
future ciphers and security systems in different classes and
to bolster the transparent examination system. The proposed
CRT shown in Table 6 presents the ratings and classifica-
tions of some recently published ciphers. We have divided
the ciphers into 5 classes, namely, lower class, working class,
lower middle class, upper middle class, and upper class. The
criteria to classify the ciphers are the following: percentage
count ðpcÞ of a cipher is ≥90 (upper class), pc ≥ 80 (upper
middle class), pc ≥ 75 (lower middle class), pc ≥ 70 (working
class), and below 70 (lower class). Like so, lightweight
ciphers can also be categorized by using the similar rating
or modified rating method. The potential benefit of propos-
ing CRT is that we can judge the cipher in a single shot, i.e.,
to (i) which class it belongs, (ii) which test metrics it has
passed and which test metrics it has not passed, and (iii)
which test metrics it has not performed. For example, a
stakeholder needs a security algorithm for some application
scenarios and demands moderate-level security with higher
encryption speed to encrypt the bulk of image data. So, in
this case, he/she can consult the CRT chart to match his/
her demands.

7. Conclusions and Future Directions

We have covered the various aspects of chaotic and DNA-
based cryptography. Assessment of various recently pub-
lished cryptosystems based on encryption architectures,
encryption efficiency, average encryption time, and number
of cycles per byte is also done. Moreover, Cipher Rating
Taxonomy (CRT) to rate various ciphers is also proposed
that can facilitate security researchers to classify and assess
the trustworthiness of their ciphers. For example, a stake-
holder needs a security algorithm for some application
scenarios and demands moderate-level security with higher
encryption speed to encrypt the bulk of image data. So, in
this case, the organization can consult the CRT chart to
match its demands by considering its resources. The inclu-
sion of hyperchaos-based confusion and diffusion in the
cryptographic algorithms produces excellent security results
but needs optimization to create an optimal trade-off
between security and encryption efficiency and to make it
lightweight. Moreover, hyperchaos coupled with genetic
codes may advance the security of cryptographic practical
applications besides the stoppage of side channel attacks.

No doubt, modern cryptography has transformed
human existence and will continue to do so in communica-
tions, e-commerce, smart phones, digital signatures, and
digital rights management (DRM) in the most advanced
forms. Moreover, the proposed criteria may be extended,
refined, and modified according to the classes of perfor-
mance and cryptanalysis metrics under study.
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“Speculation” is considered to be one of the important qualities that modern students should possess, and it is also the goal of
modern education. With the advent of the Internet age, teaching models have been continuously combined with technology.
From mixed teaching to flipped classroom, teaching with different methods of information transmission can achieve the best
results. This paper is aimed at studying the curriculum design of college students’ English critical thinking ability in the
Internet era. On the basis of analyzing the significance of cultivating college students’ critical thinking ability and the
curriculum design of critical thinking ability, the flipped classroom mode is used for teaching practice through the
experimental method and questionnaire survey method. The personality tendency and the cultivation of students’ critical
thinking ability in the flipped classroom were analyzed statistically. Finally, it was concluded that the students’ critical thinking
skills have been improved to a certain extent through the various links set in the flipped classroom teaching.

1. Introduction

In the global economy, the competition for talents is fierce,
and exercising the practical ability of applying English can
better improve the international competitiveness of our tal-
ents. Due to the long-term test-oriented education, college
students lack the ability to think critically and creatively in
English, and the content is monotonous. Therefore, how to
effectively cultivate college students’ English critical thinking
ability is extremely important [1, 2].

More and more experts and scholars are interested in the
research of speculative ability. Quattrucci introduced a new
method of teaching advanced laboratories at the undergrad-
uate level. The purpose of this method is to allow students to
participate more in laboratory experience and apply specula-
tive skills to solve problems [3]; Matos et al. stated that spec-
ulative skill education has always been a growing concern in
the context of Portuguese higher education. The field is
designed to meet the demands of the labor market and the
most demanding and complex social challenges. However,

there is a lack of systematic literature review studies to
describe teachers’ use of different speculative education
practices [4]; Ulger proposes that problem-based learning
methods are implemented. A one-semester treatment
method for higher education visual arts students was pro-
posed. One examines its influence on the creative thinking
and critical thinking tendency of these students. The prob-
lematic learning method has a significant influence on crea-
tive thinking, but has little influence on critical thinking
tendency [5]; Colln-Appling and Giuliano said that the abil-
ity to succeed in speculative skills has a significant impact on
the decision-making process. Critical ability is a concept that
is difficult to embed in nursing courses, and it needs contin-
uous practice to improve professional ability and improve
professional future ability [6]. The research on the problem
of English critical thinking at home and abroad is still in
its infancy. In the teaching of English as a subject, articles
on how to cultivate students’ critical thinking ability,
improve the effectiveness of English teaching, and promote
students’ long-term development are still relatively few.
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Therefore, this paper intends to study this topic in depth,
hoping to give scientific guidance to the future teaching
practice.

Compared with foreign researchers, this paper mainly
analyzes and practices the significance of cultivating college
students’ critical thinking ability and the course design of
critical thinking ability. The flipped classroom model is used
for teaching practice, and the students’ thinking personality
tendency and the cultivation of students’ critical thinking
ability in flipped classroom are carried out. Through statisti-
cal analysis, it is concluded that students’ critical thinking
skills have been improved to a certain extent through the
various links set up in the flipped classroom teaching.

2. Curriculum Design of College Students’
English Critical Ability in the Internet Age

2.1. The Significance of Cultivating College Students’
Thinking Ability

2.1.1. Help Stimulate Students’ Interest in Learning. English
teachers cultivate students’ thinking skills in the classroom,
so that all students can fully integrate into the classroom
and actively participate in classroom activities, so that stu-
dents have a strong interest in English courses. The most
taboo in English teaching is that teachers blindly explain
and preach. In order to make the classroom full of vitality
and make students feel happy, English teachers need to con-
stantly inspire and motivate students in the classroom, stim-
ulate students’ interest in learning, use speculative teaching
methods to activate the original boring English, analyze the
meaning of things, and look at things dialectically [7, 8].

2.1.2. Help Students Consolidate Their Internalized English
Subject Knowledge. English teachers cultivate students’
thinking skills in English classes, help students consolidate
their knowledge of ideological and political issues, and
actively establish a knowledge system. On the basis of think-
ing and analysis, he constantly processes and processes the
knowledge he has learned and constantly internalizes him
to form his own independent and stable cognitive structure
and way of thinking. Teachers do not need unnecessary
guidance. The teaching content in students’ hearts has been
internalized and externalized into action, and students’
thinking ability has also been improved [9, 10].

2.1.3. Help Students Develop the Spirit of Questioning and
Innovation. Teachers should guide and cultivate students’
logical thinking ability in English class, let our students par-
ticipate personally, and make our students truly become the
main body in the classroom based on students’ practice. This
is conducive to the performance and display of the students’
personality and give play to their strengths. Teachers must
first focus on stimulating and guiding students to think inde-
pendently and provide some incentives for their students’
logical thinking and put forward their own views, and culti-
vating students’ logical thinking ability is conducive to pro-
moting the democratic equality between students and

teachers, promoting students’ sense of innovation, and
enhancing students’ challenge spirit [11, 12].

2.2. Curriculum Design for Cultivating Thinking Ability

2.2.1. Preclass Learning Task Design

(1) Task List for Self-Study before Class. The preview before
the flipped classroom is a task assigned by the teacher, such
as completing exercises related to the content of the video
resource. However, students may not be able to complete
the exercise correctly after watching the microclass video.
This is okay, because the purpose of this exercise is to tell
the teacher that the student has a problem, just like giving
the student a pulse. The homework completed by the stu-
dents must be handed over to the teacher before the class,
which can be achieved with the help of an information tech-
nology platform. As an expert in a certain field, teachers may
have forgotten the difficulties that beginners face when they
are exposed to new knowledge, so the task before flipping
the classroom is to help teachers understand the problems
of students.

(2) Students Study Independently before Class, and Teachers
Collect Feedback on Questions. After students receive the
preclass self-study materials and self-study homework list,
follow the instructions in the preclass self-study homework
list to watch the instructional video and complete the home-
work on the self-study homework list. Teachers can track
and guide students’ autonomous learning through the net-
work platform and understand the problems students face
when participating in classroom learning. The teacher col-
lects the tasks completed by the students and the related
exercises of the self-study task list, summarizes the prob-
lems faced by the students and the suggestions made by
the students, and prepares for the next step of classroom
teaching.

2.2.2. Organization of Teaching Activities in Class. In this
paper, the teaching activities in the flipped classroom are
designed as the following links, and the process is shown
in Figure 1.

(1) Warm-Up before Class. The warm-up activities before
class enable students to prepare themselves and learn some
new knowledge well and to participate in the following
learning activities wholeheartedly, attracting the interest
and attention of the majority of students. Teachers can fully
attract the interest and attention of teachers and students by
quoting content and methods that are closely related to the
content of the course teaching, mobilize their interest and
curiosity, and promote the initiative and enthusiasm of
teachers and students to participate in classroom activities.
At the same time, in the warm-up and exploration part of
the preclass content in this flipped classroom, teachers can
guide students to carefully review all self-study content
before class through oral questions and form a feedback
for students through reflection and feedback to prepare for
occasional problems.
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(2) Problem Explanation. When a student starts self-study
before class, due to the differences in the knowledge struc-
ture and the level of their cognitive abilities between differ-
ent students, the different knowledge of the students may
also be different, which leads to some cognitive errors and
imbalances between them. In the flipped education class-
room of this article, students can be the main participants
in classroom teaching and activities. The teacher will use
our students in the whole process of self-observation and
the difficult points collected in the classroom study as cases
to illustrate. These cases are encountered by all students in
the process of self-study. The students are quite aware of
the content and have strong personal emotions. Through
discussion with teachers, students can gradually form new
knowledge in the constant unbalance of understanding and
realize the understanding and internalization of knowledge.

(3) Collaborative Discussion. Once students solve the existing
problems, they can deepen their knowledge through com-
munication and mutual assistance between students, thus
forming their own cognitive structure and knowledge sys-
tem. According to the traditional teaching model, students
complete their homework independently after class and can-
not communicate with peers and get help in a timely man-
ner when encountering difficulties. At this point, they will
realize that they cannot complete the task entirely on their
own, so their confidence in learning will be affected. The
teaching activities in the flipped classroom of this article will
create a bond of help and mutual assistance for students and
enhance students’ confidence in completing learning tasks
through peer communication and collaboration.

(4) Display of Results. After cooperation and mutual assis-
tance, teachers guide students to share and evaluate the
results of their study or group. Students summarize the
results of individuals and groups, select group representa-
tives to show their learning results, and can also ask ques-
tions worthy of in-depth discussion. Through in-depth
discussion of the problems, the in-depth understanding
and absorption of knowledge can be further promoted. At
the same time, through the exchange of results between
groups to further promote exchanges between students and
through mutual evaluation between groups to enhance the
recognition of group results, students can experience the sat-
isfaction and sense of completion of learning in shared
sharing.

3. Experiment

3.1. Survey Method. This article selects a class of non-English
majors in a university as the research object, a total of 50
people, including 9 boys and 41 girls. This class serves as
both the experimental group and the control group. The
selected experimental mode is the single-factor single-
group pretest and posttest experimental mode. This article
conducts experiments in a real environment to explore
whether the flipped classroom model can cultivate students’
thinking ability. Before the experiment, this article will use
the questionnaire survey method to grasp the students’ atti-
tudes towards college English courses and the understanding
of the flipped classroom teaching mode, which will be used
as the basis for observing the changes in students’ thinking
ability after the flipped classroom teaching is implemented.
After the experiment, a questionnaire was designed for dif-
ferent links in the teaching practice to analyze the changes
in students’ thinking ability before and after the teaching
experiment.

Warm up before
class

Problem
explanation

Writing
discussion

Achievement
display

Figure 1: Flipped classroom activity flow chart.

Table 1: Pretest analysis of the status quo of students’ speculative
personality tendency.

Minimum Maximum
Average per
question

Standard
deviation

Analytical 18.00 29.00 4.924 3.132

Curiosity 22.00 33.00 5.044 3.856

Toughness 14.00 26.00 4.237 3.275

Confidence 22.00 30.00 4.058 2.702

Truth-
seeking

12.00 34.00 3.069 6.301

Maturity 13.00 30.00 3.034 4.237

Openness 14.00 26.00 3.316 4.297

Sense of
justice

14.00 29.00 3.797 4.567

Table 2: Posttest analysis of the status quo of students’ speculative
personality tendency.

Minimum Maximum
Average per
question

Standard
deviation

Analytical 14.00 29.00 4.991 4.283

Curiosity 19.00 35.00 5.052 4.723

Toughness 12.00 26.00 4.247 3.338

Confidence 15.00 34.00 4.133 5.078

Truth-
seeking

14.00 28.00 3.205 3.666

Maturity 17.00 35.00 3.170 4.708

Openness 14.00 35.00 3.401 4.286

Sense of
justice

14.00 28.00 3.942 3.281
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3.2. Questionnaire Reliability Test. In order to test the reli-
ability and stability of the questionnaire, the variance of
the questionnaire results was first calculated, and then the
reliability of the returned questionnaire was tested by the
method of “half-half reliability”. Using formula (1) to calcu-
late the reliability coefficient, the correlation coefficient of
the questionnaire is r = 0:883. According to the theories
and methods of modern scientific research, when the reli-

ability of a test reaches 0.80 or more, it can be regarded as
a test with higher reliability. The test results confirm that
the questionnaire is reliable.

S2 = M − X1ð Þ2 + M − X2ð Þ2 + M − X3ð Þ2+⋯+ M − Xnð Þ2
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Figure 2: Changes in the dimensions of speculative personality tendency and total speculative ability.
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Figure 3: Analysis of the overall level of students’ thinking ability.
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4. Discussion

4.1. Analysis of the Status Quo of College Students’
Speculative Personality Tendency. Table 1 shows that the
total value of students’ speculative personality tendencies is
3:935 < 4, so students have negative speculative personality
tendencies. However, the analysis, curiosity, tenacity, and
self-confidence of these eight dimensions have an average
value of >4 for each question, which means that these four
dimensions have a positive thinking personality tendency.
Among them, the subjects’ curiosity score was 5.044, which
was higher than the other several dimensions. Analytical is
second, with an average value of 4.925. It can also be seen
from this data that students’ truth-seeking and cognitive
maturity are relatively low, with the average values being
3.069 and 3.034, respectively.

It can be seen from Table 2 that the total value of stu-
dents’ speculative personality tendencies is 4:018 > 4, so stu-
dents have positive speculative personality tendencies. And
the average value of each question of analytical, curiosity,
tenacity, and self-confidence in these eight dimensions is
>4, which means that these four dimensions also have a pos-
itive thinking personality tendency. Among them, the aver-
age score of subjects’ curiosity was 5.052, which was higher
than the other several dimensions. Analytical is second, with
an average value of 4.99. It can also be seen from these data
that students’ truth-seeking and cognitive maturity are rela-
tively low, with the average values being 3.205 and 3.170,
respectively.

As can be seen from Figure 2, it can be seen from the
comparison of the pre- and posttest that the posttest values
of the eight dimensions are all larger than the pretest values,
and compared with the pretest values, the posttest mean of
the total speculative tendency is also improved. Among these
eight dimensions, students have the highest mean values of
curiosity and self-confidence, while the mean values of stu-
dents’ authenticity and maturity are relatively low. The other
dimensions are not much different.

4.2. The Overall Situation and Trend Changes of College
Students’ Thinking Ability. In order to test whether the
flipped classroom can cultivate students’ thinking ability,

this article presents the average of the total scores of the
thinking ability and the scores of various subskills in the four
English tests.

According to the scoring standard, the full score of spec-
ulative skills is 25 points, and the maximum score of each
subskill is 5 points. In order to observe the changes of each
speculative subskill and the total value of speculative skills
in the 4 tests, Figure 3 can be used to judge.

From Table 3 and Figure 3, it can be seen that in the first
two tests, students’ thinking skills increased from �15:65 to
�16:68 and the average score of interpretation and evaluation
skills was the highest, but the average score of students’ ana-
lytical skills was the lowest. In the third test, some subskills
of students showed a downward trend, especially in evalua-
tion and interpretation. However, in the fourth test, the
average value of the students’ speculative subskills increased
from �15:78 to �17:95.

4.3. The Changing Trend of College Students’ Self-Regulation
and Emotional Traits. In this article, in addition to the anal-
ysis of the overall situation of speculative skills and various
subskills, the trend of self-regulation and students’ emo-
tional characteristics is also studied, and it is hoped that
through their changes, we can judge whether process-
flipping classroom teaching can improve students’ perfor-
mance. Table 4 uses data to study the changes in the self-
regulation and emotional characteristics of students’ writing.

In order to observe the changes of self-regulation and
emotional characteristics in the four English tests more intu-
itively, Figure 4 can be used to judge.

Table 4 and Figure 4 show that in the first test, the stu-
dents’ self-regulation and emotional traits were 2.852 and
2.592 in the pretest, and the posttest averages were 3.274

Table 3: Analysis of the overall level of students’ thinking ability.

Elaboration Analyze Evaluation Inference Explanation Total value of thinking ability

Pretest 3.082 2.466 3.249 2.582 3.166 14.55

First 3.253 2.744 3.455 2.846 3.349 15.65

Second 3.449 2849 3.649 3.033 3.699 16.68

Third 3.142 3.034 3.106 3.249 3.249 15.78

Fourth 3.820 3.392 3.392 3.525 3.820 17.95

Overall 3.349 2.897 3.370 3.047 3.457 16.12

Table 4: Average statistics of self-regulation and affective traits.

Times
mean

Self-
regulation
pretest

Self-
regulation
posttest

Pretest of
emotional
traits

Emotional
traits

posttest

First
test

2.852 3.274 2.592 3.232

Second
test

3.027 3.899 2.677 3.601

Third
test

3.299 3.943 2.916 3.619

Fourth
test

3.370 4.000 3.250 3.681
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and 3.232; in the second test, the pretest averages of stu-
dents’ self-regulation and emotional traits were 3.027 and
2.677, and the posttest averages were 3.899 and 3.601; in
the third test, the pretest averages of students’ self-
regulation and emotional traits were 3.299 and 2.916, and
the posttest averages were 3.943 and 3.619; in the fourth test,
the pretest averages of students’ self-regulation and emo-
tional traits were 3.370 and 3.250, and the posttest averages
were 4.000 and 3.681. The four sets of data clearly show that
the average of self-regulation and emotional traits has
improved in the four tests and the average of the posttest
is greater than the average of the pretest.

5. Conclusions

Today, the Internet has completely penetrated into our daily
lives. The “Internet+” teaching strategy covers the shortcom-
ings of traditional teaching, enriches teaching methods,
expands teaching content, optimizes teaching evaluation,
and more effectively carries out student education. Aiming
at the difficulties and doubts of traditional classrooms,
flipped classrooms are used to fully build students’ learning,
analysis, and evaluation abilities; guide students to learn and
explore independently; and cultivate high-level thinking
skills.

6. Limitation and Suggestions for the
Further Research

6.1. Limitation. In this paper, there are still some limitations
in the research on the subject of English critical thinking
ability course design for college students in the Internet
era. The specific performance is shown in Table 5.

6.2. Suggestions. The above limitations should be avoided in
future research, and it should also be noted that despite such
limited time, students’ critical thinking is still greatly
improved. Therefore, if the training time is prolonged, the
students’ critical thinking deficit will be greatly improved.

Data Availability

The data underlying the results presented in the study are
available within the manuscript.

Disclosure

We confirm that the content of the manuscript has not been
published or submitted for publication elsewhere.
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Table 5: The limitations of the existing works.

Serial
number

Limitation

1 The number of the students being tested in the research is relatively small

2
The development of students’ critical thinking ability is only carried out in college English classrooms as a different

classroom activity, and this classroom activity only takes up a small part of each class

6 Wireless Communications and Mobile Computing



Retraction
Retracted: Supply Chain Management System for Automobile
Manufacturing Enterprises Based on SAP

Wireless Communications and Mobile Computing

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation has
uncovered evidence of one or more of the following indicators
of systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice is
intended solely to alert readers that the content of this article is
unreliable. We have not investigated whether authors were
aware of or involved in the systematic manipulation of the
publication process.

Wiley andHindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction. We have kept a record
of any response received.

References

[1] P. Lin, M. Shu, B. Hsu, C. Hu, and J. Huang, “Supply Chain
Management System for Automobile Manufacturing Enterprises
Based on SAP,”Wireless Communications andMobile Computing,
vol. 2022, Article ID 5901633, 10 pages, 2022.

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 9792161, 1 page
https://doi.org/10.1155/2023/9792161

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9792161


RE
TR
AC
TE
DResearch Article

Supply Chain Management System for Automobile
Manufacturing Enterprises Based on SAP

Pao-Ching Lin,1 Ming-Hung Shu ,2,3 Bi-Min Hsu,4 Chien-Ming Hu ,2

and Jui-Chan Huang 5

1Chizhou University, Anhui 247000, China
2Department of Industrial Engineering and Management, National Kaohsiung University of Science and Technology,
Kaohsiung City 80778, Taiwan
3Department of Healthcare Administration and Medical Informatics, Kaohsiung Medical University, Kaohsiung City 80708, Taiwan
4Department of Industrial Engineering and Management, Cheng Shiu University, Kaohsiung City 83347, Taiwan
5Yango University, Fuzhou, 350015 Fujian, China

Correspondence should be addressed to Chien-Ming Hu; i108143101@nkust.edu.tw

Received 7 January 2022; Revised 22 February 2022; Accepted 7 March 2022; Published 18 March 2022

Academic Editor: Shalli Rani

Copyright © 2022 Pao-Ching Lin et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The heavy-duty truck industry has always been regarded as an “economic vane,” and as the carrier of production materials, its
degree of cold and heat can better reflect the quality of the macroeconomic environment. The SAP system is currently the ERP
software with the largest functions and the most sales and has been widely used by large domestic and foreign manufacturing
enterprises. Because of its specific development for enterprises, it is also the most expensive ERP software in the world. This
research integrates the existing information resources, takes SAP (system applications and products in data processing) system
as the enterprise’s information platform, unifies the information platform into SAP system by integrating the existing
information resources (financial system, logistics system, cost control system, production control system, etc.), avoids the
information island phenomenon as far as possible, and finally realizes the integrated and unified enterprise information
management, which is convenient for the rapid traceability of historical data, providing the best decision analysis method for
managers. It is possible to eliminate all non-value-added operations in the value chain, find out the point of cost reduction and
efficiency increase, comprehensively optimize the production value chain, improve production efficiency, and finally achieve
the purpose of this book. The project implementation of automobile company adopts independent minicomputer system (HP
server), with SAPR/3 system as the core and C/S (customer/service) architecture, so as to gradually expand the system function
in the future. From the comparison before and after the launch of the SAP project, the above two indicators have increased by
1.5 times, the order fulfillment rate has increased from 30% to 45%, and the timely delivery rate has increased from 60% to
90%. Effective cost control can reduce costs, produce products with larger output and better quality at the same cost, and
enable enterprises to maintain an advantage in the competition; effective cost control can also enable enterprises to develop a
variety of configurations at the same cost. Products meet the individual needs of customers. The design of this article makes
the company’s supply, production planning, logistics, and demand synchronized and integrated.

1. Introduction

Based on the solution, implementation model and elements
of the SAP system activity-based costing method, as well as
the implementation method of each element in the module,
formulate the implementation standard and standard deter-
mination method of each element in the module and find

and analyze new solutions and existing cost accounting
methods. The average interest rate of automobile
manufacturing industry is reduced. In order to make the
enterprise have enough competitiveness and healthy long-
term development, it is more important to improve the
inventory management level and reduce the enterprise cost.
Many production-oriented enterprises are faced with the
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common problems, such as production shortage and waiting
for materials, excessive inventory reserve, low inventory
turnover rate, and serious sluggish phenomenon. Inventory
proportion is high, there are many kinds, and the manage-
ment is difficult, so the research on inventory management
of automobile manufacturing enterprises has extensive refer-
ence significance [1]. Financial general ledger (manually
processed business accounting vouchers, which can be que-
ried through subject details), detailed data (supply chain
module picking details, income details, etc.), and cost drivers
are calculated through statistical indicators under the
activity-based costing method and other data.

This study selects the successful case of SAP manage-
ment system implemented by a medium-sized car manufac-
turer, an automobile company, to analyze its successful
experience, hoping to inspire and help similar enterprises.
Relatively speaking, the level of manufacturing industry in
developed countries and regions is higher than that in devel-
oping countries. According to the actual situation of auto-
mobile manufacturing plants, the existing logistics
distribution system is integrated, and a set of more suitable
overall solution for automobile production control and
logistics distribution system is formulated, which lays a good
foundation for improving the level of workshop control and
logistics management [2]. This research puts forward the
safeguard measures for automobiles to implement the stan-
dard activity-based costing method from four aspects: enter-
prise organization, activity-based costing system, personnel
management and training, and implementation process.

With the substantial improvement of production tech-
nology and management level, the automobile market and
consumption environment have been greatly improved, her-
alding the arrival of China’s automobile consumption era.
Croxton et al. provided the strategy and operation descrip-
tion of each of the eight supply chain processes determined.
Although he provides a series of opportunities for
researchers to further develop the field, the research process
lacks data [3]. The main purpose of Samaranayake is to doc-
ument the research related to the development of the con-
ceptual framework of the supply chain. The framework he
proposed is based on a unified structured technology, which
combines the bill of materials, warehouse list, project net-
work, and operation routes in the manufacturing and distri-
bution network into one structure. He described the
framework and illustrated digital examples in the
manufacturing and distribution environment. Each network
in the supply chain in his research provides integrated
methods for planning and executing many components
and can provide visibility, flexibility, and maintainability
but is not certain to further improve the supply chain envi-
ronment [4]. Wu believes that as the traditional supply chain
becomes more and more intelligent, there is an unprece-
dented opportunity. He researches and explores the status
quo and remaining issues of intelligent supply chain man-
agement. In addition, five key research topics were formu-
lated and studied. According to the review questions
defined in the research, he reviews, classifies, and analyzes
the research in the above-mentioned subject areas. Although
the topic of convergence of atoms and numbers in his

research has attracted more and more attention [5], Gold
mentioned that the endorsement of the point of view may
dissolve the firm pursuit of profit and other economic per-
formance goals in order to recall the real problem. Although
he discussed how far the acknowledged theoretical point of
view has taken root in the European institutionalized corpo-
rate social relations tradition, it cannot be regarded as a
rediscovery of the true European manufacturing business
[6]. With the increasing awareness of environmental protec-
tion in countries around the world, the auto industry is
bound to face new rectifications and challenges. For auto
companies, how to effectively control costs during their
operations is an important issue that cannot be ignored.

How to scientifically select suppliers as strategic partners
of enterprises, strengthen information sharing and informa-
tion exchange capabilities between enterprises and suppliers,
and achieve seamless connection of supply chain systems
has gradually become a new demand for enterprise procure-
ment management. This study mainly discusses the design
and implementation of supply chain management system
for automobile manufacturing enterprises based on SAP.
This research integrates the existing information resources,
takes SAP system as the enterprise’s information platform,
unifies the information platform into SAP system by inte-
grating the existing information resources (financial system,
logistics system, cost control system, production control sys-
tem, etc.), avoids the information island phenomenon as far
as possible, and finally realizes the integrated and unified
enterprise information management, which is convenient
for the rapid traceability of historical data, providing the best
decision analysis method for managers. The project imple-
mentation of automobile company adopts independent
minicomputer system (HP server), with SAPR/3 system as
the core and C/S (customer/service) architecture, so as to
gradually expand the system function in the future. Accord-
ing to the idea of ERP (Enterprise Resource Planning) man-
agement system and combined with the actual situation of
the enterprise, the functions of the system include ware-
house area management, material basic information man-
agement, inventory operation management, inventory
operation management, and statistical query management.
The process of material information input can transfer
material master data information with SAP system through
blockchain technology. This study is helpful to provide guid-
ance for the long-term development of enterprises. From the
perspective of sustainable supply chain partnership, the
determination principles of sustainable supply chain part-
ners and the main factors affecting partner selection can be
analyzed, and the evaluation index system of sustainable
supply chain partner selection is established accordingly.

2. Supply Chain Management of Automobile
Manufacturing Enterprises

2.1. SAP. SAP (system applications and products in data
processing, data processing systems, applications, and prod-
ucts) is the leader among ERP software vendors. SAPR/3
system (SAP’s flagship product) is a standard enterprise
ERP application system product. Its main function modules
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include SD (sales and distribution), MM (material manage-
ment), PP (production planning), PM (factory mainte-
nance), HR (human resources), and FICO (finance and
cost) [7]. The types of production operations supported by
SAP ERP are make-to-order, batch production (mass pro-
duction), contract production, discrete-type production
(discrete type), make-to-stock (production by inventory),
and so on. Its due industries include automotive, electronics,
steel, chemical, and electrical manufacturing. The various
functional modules of SAPR/3 have good solutions in many
aspects of enterprise management. The SAPR/3 module is
structured and can meet the unique needs of enterprise data
processing. It is a comprehensive and standard ERP software
product [8]. The SAP system is shown in Figure 1. In the B/S
mode, the user requests access to many servers distributed
on the network through the browser, the browser’s request
is processed by the server, and the processing result and cor-
responding information are returned to the browser; other
data processing and requests are all done by web server.

In the manufacturing resource system, whether in space or
time, the force driving the movement of manufacturing
resources should be consistent with the gradient direction of
manufacturing resource potential [9]. Therefore, the potential
energy of manufacturing resources can be expressed as

dM = f dv, dp, dHð Þ: ð1Þ

Among them, dM is the potential energy of manufacturing
resources, and dH is the change of manufacturing resource
potential [10]. According to system resource optimization
configuration requirements, let

p Tð Þ = 〠
n

i=1
piMi,

F1 = e−rt a1Fs + a2FE + a3F0½ �:
ð2Þ

Among them, F1 is the value of manufacturing asset F,
which is [11, 12]

F = λ1 + 〠
M

m=t
an

Y
Ym

: ð3Þ

The optimal combination model of production unit
resources is established [13].

H Xð Þ = eλ
YN

n=1
Xan
n ,

F
Fi

= φi + 〠
N

n=1
An

X
Xi

:

ð4Þ

2.2. Supply Chain. Sustainable supply chain management has
developed into a unique research field at an exponential rate,
but its progress in sustainability has been quite slow, and it
has guided companies to integrate sustainability into their
operations and supply chains [14]. The theoretical basis for
coherence is still missing [15]. According to the funding gaps

occurring at different stages in the supply chain process, differ-
ent forms of financing models can be obtained [16, 17].

Fi Xð Þ = eλ
YN

n=1
Xan
n : ð5Þ

F is the number of products [18].

P = λi + 〠
N

n=1
BnF: ð6Þ

Among them,

Ft = Fi,t+1 − Fi,t ,
Xi − Xt+1:

ð7Þ

Determine parameter a by regression identification or
DEA method, and set the macroscopic effect function of the
q-level system [19]:

Hq X, tð Þ =
ðT

0
e−rt A1pE + aA2pE + A3p0½ �Fdt + Xt: ð8Þ

Among them, r is the bank interest rate, which mainly
considers the time value of resource allocation [20]. Then,

A = Fi

eλ,t
QN

n=1P/Piα

" #F
: ð9Þ

Defined by the resource structure [21]

Y
Yi

= Y1
Ym

+ H
Hm

: ð10Þ

Y is the resource allocation structure [22].

QE =
1

∑1
n=1an

X
Xm

〠
N

n=1
A + 〠

N

n=1

Si
S
+ A〠

N

n=1

P
Pi

+ K

 !
: ð11Þ

Suppose K is the unit at i time, then [23, 24]

ΔR =Wt + ΔNt +Dt =Wt +
R1
R
ΔR +Dt : ð12Þ

3. Experiment of Supply Chain Management
System for Automobile
Manufacturing Enterprises

3.1. System Design Scheme. Integrate the existing informa-
tion resources, and use the SAP system as the enterprise
information platform. By integrating the existing informa-
tion resources (financial system, logistics system, cost con-
trol system, etc.), try to avoid the phenomenon of
information islands, and finally realize integrated and uni-
fied enterprise information management, which facilitates
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the rapid system for automobiles and determines to imple-
ment the five modules of FI, CO, PP, MM, and SD first.

The following departments are mainly involved in the
implementation process:

(1) Financial system: finance department: manage the
finance and cost control of the automobile company

(2) Production system

① Production department: responsible for coordinating
the sales plan of the sales company, formulating the produc-
tion plan of the stamping branch, welding branch, painting
branch, and assembly branch of the automobile company,
and making statistics on the implementation of the produc-
tion plan

② Purchasing and supply department: responsible for
the procurement business and managing the suppliers of a
certain automobile company

③ Logistics department: responsible for the manage-
ment of warehouse operations and logistics distribution of
each branch

④ Manufacturing plant (final assembly branch, painting
branch, welding branch, stamping branch, online library
within each production plant, and work-in-process library
between each production plant)

(3) Procurement system

① Purchasing and supply department: supplier manage-
ment and development, procurement contract maintenance,
and procurement business

② Logistics department: responsible for managing ware-
house operations and logistics distribution of each branch

(4) Sales system: the sales company of the automobile
company is a sales department dedicated to final
consumers. However, in this project, the sales com-
pany does not implement sales and distribution ser-

vices for the time being. The main function of the
sales system is to sell the products of the
manufacturing company to the catalog company
and to distribute the catalog. The whole vehicle pur-
chased by the company is sold to the sales company

(5) Other departments

① Technical department: master data management,
including material master data, BOM, work center, and pro-
cess route

② Operation management office: information system,
performance appraisal, and comprehensive management

③ Quality department: supplier quality management

3.2. System Architecture Design. The project implementation
of the automobile company adopts an independent minicom-
puter system (HP server and SAPR/3 system as the core),
adopts C/S (customer/service) architecture, and gradually
expands system functions in the future (B/S structure). Some
of the notable advantages of the company are simple optimiza-
tion and faster andmore convenient system upgrades; nomat-
ter how many clients need to be upgraded, you only need to
upload the required plugins online; the information is fully
shared and transparent, not only the inventory information
between the various departments of the enterprise sharing,
and suppliers can also see all shipping information, avoiding
a lot of disputes caused by missing information; network
requirements are reduced, saving internal hardware require-
ments of the enterprise, you can directly query the required
data on the browser, and you do not need to store a lot of data
yourself. From a comprehensive analysis point of view, the use
of the B/S structure is more able to meet the needs of enter-
prise operation and management. Here, the B/S structure
needs to be enabled, and the network topology structure is
required to realize the connection of the software and hard-
ware structure of the entire system. The network topology of
the system is shown in Figure 2.

Presentation

Application

Database

Database, application,
presentation processes

Database, application,
presentation processes

Database, application

Application processes

�ree-tier
configuration

Two-tier
configuration

One-tier
configuration

Presentation processes

Figure 1: SAP system (http://alturl.com/x8bn6).
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Purchasing and supply department: supplier manage-
ment and development, procurement contract maintenance,
procurement business.

Logistics department: responsible for managing ware-
house operations and logistics distribution of each branch.

Technology department: master data management,
including material master data, BOM, work center, and pro-
cess route. Operation management office: information system,
performance appraisal, and comprehensive management.
Quality department: supplier quality management.

According to the idea of ERP management system, com-
bined with the actual situation of the enterprise, the system
includes the following functions:

(1) Warehouse area management: classification and
coding management of the warehouse area

(2) Material basic information management: material
ABC classification attribute management; provide
material classification management. There are various
measurement units of materials, and the conversion
between measurement units can be realized; the maxi-
mum and minimum inventory is set to realize the
alarm of missing parts and overflow of materials;
alarm: automatic generation of demand order function

(3) Inventory business operation management: inven-
tory management multilevel operation authority to
ensure data security; inventory material status query,
understand the current available material quantity,
and the status of broken scrap, occupancy, and
order; automatically generate operation vouchers
and query them as inventory operation records;
basis: query previous inventory operation records

(4) Inventory job management: inventory plan prepara-
tion and direct printing of inventory table; support
cycle inventory method and freeze inventory method

(5) Statistical query management: provide multiple
combinations of query, inventory status, supplier
delivery status, customer sales quantity query, etc.

3.3. System Function Module Design. According to the com-
pany’s existing SAP system, the E-supply system, and the

customer’s KMS Kanban pull system that are not fully used,
a simple and easy-to-operate inventory management system
is designed on the basis of these three systems. It can realize
basic functions such as management of enterprise internal
inventory, customer receipt and reconciliation management,
and supplier delivery reconciliation management, which
brings opportunities for the small-scale A company to be
quickly put into use. The functions of each module of the
information system are introduced as follows:

(1) System management module

(i) Modify personal information

(ii) Allocate system usage authority of each func-
tional department. Planner functions: can oper-
ate each module, maintain the main basic data,
assign management authority, inventory man-
agement, inventory query statistics; information
officer: inventory document entry, order and
transfer of goods, plan outbound warehousing
document entry, inventory query

(2) Basic data maintenance module

(i) Material information input: including material
name, material number, project name, part num-
ber, supplier name, unit packaging quantity,
safety stock quantity, and other information
input, delete, modify, query, and exchange mate-
rial master with SAP system data information

(ii) Location information input: location number,
location category, material name, and material
classification

(iii) Customer information query: customer infor-
mation and shipping orders are directly
obtained by the KMS Kanban pull system

(iv) Supplier information query: supplier informa-
tion is obtained from the E-supply system

(v) Beginning inventory entry: the initial part
inventory quantity, set the maximum inventory
and minimum inventory

(3) Inventory counting module

(i) Preparation of inventory plan: material name,
material category, and inventory specification

(ii) Inventory list entry: part number, part name,
part category, and location number

(iii) Inventory confirmation: initial quantity, reex-
amination quantity, draw quantity, and
confirmation

(iv) Inventory query: part name, part number,
inventory quantity, and location number

(4) Inventory business module

Data server Application server WEB server

Switch

Router Firewall

External supplier

Logistics
department

Finance
department

Purchasing
department

Quality
department

Other
department

Figure 2: The network topology of the system.
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(i) Finished product delivery: printing of finished
product delivery note, printing of stocking list,
delivery confirmation

(ii) Finished and semifinished product warehous-
ing: finished product warehousing and semifin-
ished product warehousing, finished product
material number, quantity

(iii) Order entry: part number, part name, date, and
quantity

(iv) Disposal of scrap list: part number and location

(v) Planned outbound and outbound order: mate-
rial number, material name, applicant, and date

(5) Inventory query statistics module

(i) Inventory status query: query which location
the part is in, which supplier it belongs to, and
the inventory quantity

(ii) Inventory operation query: what operations
have been performed on the part, as well as
the operator and date of operation

(iii) Material classification query: the category of the
material, whether it is a raw material

(iv) Inventory warning: if the quantity of materials
is less than the minimum inventory and greater
than the maximum inventory, the shortage
alarm and overflow alarm are required

(v) Inventory balance query: query the remaining
inventory quantity of each material, and adjust
it in time

(vi) Statistical query: summary of monthly material
storage and material consumption

3.4. Strategies Implemented by SAP. Implementation strate-
gies include overall implementation and step-by-step imple-
mentation. The overall implementation means that all
processes and system solutions are designed, implemented,
and delivered at the same time. Step-by-step implementation
refers to the process, and system plan is divided into several
components; each part is designed, implemented, and deliv-
ered in batches according to the order of completion. The
overall implementation requires more resources in a certain
period of time, but the overall implementation time is shorter.
Step-by-step implementation is mainly used for projects with
limited resources. It requires less investment in a certain
period of time, but it will prolong the implementation cycle
of the project. Based on years of project experience, the imple-
mentation team believes that the overall implementation effi-
ciency is better than stepwise implementation.

(1) Using a step-by-step implementation strategy, the
system schemes completed in the previous batch
are likely to be readjusted during the design and

implementation of the latter batch of schemes.
Moreover, every time the system function is
expanded, the whole system scheme must be reinte-
grated test to ensure the integration of the system,
and the users must also gather for retraining. These
repetitive tasks will consume time. The overall
implementation strategy is adopted, all processes
are defined in the same time period, all system solu-
tions are designed, implemented, and tested in the
same time period, and all user training and permis-
sion definitions are also completed in the same time
period, thereby avoiding step-by-step implementa-
tion causes rework problems

(2) Using a step-by-step implementation strategy, the
project implementation team will face the dual work
pressure of support and implementation within the
same time period. It will not only provide support
for the system that has been put into use but also
carry out the design and development of new func-
tions. On the contrary, the overall implementation
strategy clearly defines the main tasks and key sub-
missions of each stage. The project team members
only need to focus on the most important tasks in
this stage within the same time period, and the qual-
ity of work can be fully guaranteed

(3) Adopting a step-by-step implementation strategy
will take up more time for project team members
and will affect the normal operation of the enterprise
for a longer time. With the overall implementation
strategy, with the exception of some support person-
nel, most members of the project team can be
released to invest in other work or projects after
the completion of the system support handover.
Based on the above considerations, the automobile
company adopts an overall implementation strategy,
which is conducive to shortening the project time,
saving project costs, and improving implementation
efficiency

4. Results and Discussion

4.1. SAP System Usage Analysis. The importance of ERP
training SAP is a set of highly information-based manage-
ment software. If you want to fully apply SAP software,
you must understand a lot of knowledge, IT knowledge
and business management knowledge. Therefore, if you
want SAP to serve the enterprise, to enhance the enterprise,
it is necessary to carry out technical training vigorously, and
the implementation of ERP must not be an optional tool.
Therefore, it is necessary to train the company on the prin-
ciples of ERP, train the principles and functions of ERP, why
do you want to go to ERP, let the company have a full under-
standing, and also train the management so that leaders
should pay enough attention to the role of ERP in the com-
pany and support the implementation of ERP and be able to
lead the team to implement ERP effectively. Only when the
leaders of the enterprise pay attention to it, the grassroots
employees can pay attention to it. Therefore, ERP training
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is very important in enterprises. Not only need to carry out
theoretical training, but also to carry out operation and
application training for grassroots employees, which can
improve the efficiency of daily work. The comparison of
the work efficiency of employees before and after training
is shown in Figure 3.

During the project implementation process, the imple-
menting party assisted the automobile company base to
introduce advanced management concepts and refined the
ideas through process design. After implementing the SAP
ERP system, automobile manufacturing company A has
realized the whole process of automation of the company’s
business process from sales order to order delivery, and the
whole process can be carried out under the supervision
and control of management personnel. This complete and
lean management model has significantly improved the
order fulfillment rate and timely delivery rate of automobile
manufacturing company A. From the comparison before
and after the launch of the SAP project, the above two indi-
cators have increased by 1.5 times, the order fulfillment rate
has increased from 30% to 45%, and the timely delivery rate
has increased from 60% to 90%. The order situation of the
automobile manufacturing company is shown in Figure 4.

Faced with the challenges of mixed-line production
requiring timely and accurate distribution and reducing
inventory, the SAP system realizes efficient coordination
and information sharing of production, inventory, and pro-
curement and flexibly supports JIT (Just-In-Time) Kanban,
VMI supplier management inventory, etc. A variety of busi-
ness models improve the efficiency of business processing
and achieve the purpose of full logistics collaboration. Based
on the status quo of basic management and information
construction of an automobile company, the goal of this pro-
ject is to establish a new core operating system for the base
through the implementation of the SAP system and to lay
a solid foundation for the development of the base business
in City A. Due to the successful launch and smooth opera-

tion of the SAP ERP system, the overall informatization level
of car manufacturing company A has been greatly improved,
which has improved the communication efficiency between
departments, headquarters, and branches and indirectly
increased the overall operating costs of the group. After the
SAP ERP system went live, the total turnover of automobile
manufacturing company A increased from RMB 8.2 billion
to RMB 12 billion in two years. The specific economic ben-
efits are shown in Table 1.

In the process of implementing the SAP ERP system in
car manufacturing company A, the manpower of key depart-
ments was organized, and the master data of each module
was cleaned and converted, which ensured that the SAP pro-
ject of car manufacturing company A can be successfully
launched. SAP inventory is shown in Figure 5.

4.2. Company’s Economic Benefits. With the continuous
increase in the business scope of car manufacturing

Table 1: Specific economic benefits.

Contrast content
Before

implementation
After

implementation

Sales revenue RMB 8.2 billion RMB 12 billion

Gross margin 24% 42%

Delivery achievement rate 60% 90%

Turnover of finished products 15 days 8 days

Finished product inventory
accuracy rate

76% 98%

Days of accounts receivable 56 days 38 days

Bad debt rate 5% 2%

Proportion of expenses 10% 5%

Comparison before and a�er training
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Figure 3: Comparison of employee work efficiency before and after
training.
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Figure 4: Order status of automobile manufacturing companies.
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company A and the continuous increase in product types, in
the two years since the SAP ERP system was launched and
then operated smoothly, the number of engineering changes
proposed by the company each month has been greatly
reduced, thus making group A overall quantity and amount
of sluggish materials significantly reduced. The specific eco-
nomic benefits are shown in Table 2.

In addition, the monthly production plan achievement rate
increased from 50% to 82%. The on-time warehousing rate of
production orders has increased from 60% to 88%. The one-
time pass-through rate of products increased from 78% to
92%. The FQC pass rate has been increased from 90% to
95%. The product quality customer complaint rate dropped
from 6% to 1%. The product quality is shown in Figure 6.

In the process of implementing the SAP ERP system,
automobile manufacturing company A has configured an
alarm function for the company’s safety stock, the quantity
and total amount of stock sluggish materials in the MM
module. This time, through the implementation of the SAP
system by car manufacturing company A, these information
flows were integrated and unified, and the operation was
carried out under a SAP platform. According to this plat-
form, the overall operating efficiency of car manufacturing
company A will be greatly improved, and corporate manage-
ment costs will be reduced accordingly. The economic ben-
efits of material management are shown in Table 3.

After implementing SAP system inventory improvement
measures, company A’s inventory management has been
effectively improved, and the effect is significant. After
implementing the SAP ERP system, automobile manufactur-

ing company A uses the powerful data analysis and data
intelligent processing functions of the SAP ERP system to
present the financial, cost, and profit management analysis
of automobile manufacturing company A in a good form.

Table 2: Specific economic benefits.

Compare content
Before

implementation
After

implementation

Average number of projects
per month

30 10

Monthly sluggish material
scrap

1.5 million 200,000

Daily production plan
achievement rate

59% 89%

Weekly production plan
achievement rate

56% 85%
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Figure 6: Product quality.

Figure 5: SAP inventory (http://alturl.com/or6i4).

Table 3: Economic benefits of material management.

Contrast content
Before

implementation
After

implementation

Procurement delivery time
achievement rate

40% 98%

Qualified rate of supplier
incoming materials

86% 96%

PPAP submission
achievement rate

Unable to
count

95%

PPAP incoming material
qualification rate

Unable to
count

90%

Inventory accuracy 80% 95%

Finished product inventory
turnover accuracy rate

86% 92%

Number of days around
semifinished product

15 days 8 days
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Figure 7: 2018-2020 financial situation of company A.
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As a result, automobile manufacturing company A has made
great progress in scientific, digital, and intelligent manage-
ment of the enterprise. The financial situation of company
A in 2018-2020 is shown in Figure 7.

5. Conclusion

This study mainly discusses the design and implementation
of supply chain management system for automobile
manufacturing enterprises based on SAP. This research inte-
grates the existing information resources, takes SAP system
as the enterprise’s information platform, unifies the infor-
mation platform into SAP system by integrating the existing
information resources (financial system, logistics system,
cost control system, production control system, etc.), avoids
the information island phenomenon as far as possible, and
finally realizes the integrated and unified enterprise informa-
tion management, which is convenient for the rapid trace-
ability of historical data, providing the best decision
analysis method for managers. The project implementation
of automobile company adopts independent minicomputer
system (HP server), with SAPR/3 system as the core and
C/S (customer/service) architecture, so as to gradually
expand the system function in the future. The functions of
the system include warehouse area management. The pro-
cess of material information input can transfer material
master data information with SAP system through block-
chain technology. This study is helpful to provide guidance
for the long-term development of enterprises. The establish-
ment of the supply chain of this paper is centered on the
vehicle manufacturer. Under this model, the position of
parts manufacturers, dealers, and other members and how
the thinking of enterprise informatization construction
should be coordinated with the vehicle manufacturers also
need to be further studied.
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To effectively solve the problems faced by modern electrical engineering, the design of an electrical automation control system
based on artificial intelligence technology is realized. A model of electrical automation control system based on an artificial
intelligence algorithm is presented. The control parameters are optimized by using the artificial intelligence algorithm control
strategy. The research results show that when there is 20% load interference and 2.1Hz frequency interference, the maximum
failure rate of the turbine under system control is 0.02, indicating that the system has high anti-interference. Therefore, in the
automatic control of electrification, the application of the artificial intelligence algorithm can greatly improve the control
response time of the automatic control of electrification, save cost, and achieve efficient production.

1. Introduction

With artificial intelligence iterative growth and maturity as a
component of modern information technology, it has been
widely explored and popularized in a range of industries,
notably in the field of electrical automation control, assisting
in the evolution of electrical automation. AI technology
naturally integrates the information and intelligent content
of electronics, telecommunications, computers, and other
fields and disciplines. In amultitude of areas, it can be utilized
to simulate human awareness or thinking. Because AI
technology has computer advantages, such as the ability to
performprecise control operations, reduce reliance on human
interaction, and efficiently prevent avoidable mistakes caused
by human factors, its use in related sectors may significantly
increase the level of intelligence in these industries [1, 2].

Social development makes economic production increasingly
dependent on scientific and technological progress, be it agri-
culture, industry, or tertiary industry, which has been widely
used in electrical automation control technology; in electrical
automation control technology, artificial intelligence technol-
ogy has become the core part of electrical automation technol-
ogy research and application [3]. Artificial intelligence
technology integratesmany technologies, including computer
technology, sensor technology, and GPS technology. Indus-
trial production uses intelligent technology, which greatly
reduces the work intensity of employees, greatly improves
the production efficiency of enterprises, and effectively
reduces the production cost, which makes enterprises more
competitive in themarket [4]. In particular, the use of artificial
intelligence technology in dangerous areas can greatly reduce
the damage to operators. In industrial and agricultural
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production, the introduction of artificial intelligence technol-
ogy can reduce the unit cost and labor cost of production and
improve the operation accuracy in the process of industrial
and agricultural production; on the basis of minimizing
manual operations, the safety of production activities is effec-
tively improved, and production efficiency and enterprise
benefits are improved [5]. Machine learning has expanded
the capabilities and scope of electrical engineering optimiza-
tion, resulting in major advances not just in terms of cost
but also in terms of safety and real-time operation control
[6]. Nguyen et al. robust adaptive strategy based on pseudo-
fuzzy logic and sliding mode control (PFSMC) is proposed.
Due to the robustness of the sliding-mode control technology,
reduced sensitivity to uncertainty, and enhanced resistance to
pseudofuzzy mechanism interference, the proposed control
algorithm can not only guarantee the stability of the system
but also improve the steady-state tracking error. To verify
the design efficiency of PFSMC, simulations and laboratory
tests of the proposed protocol and conventional PID schemes
were performed and compared below. In a computer environ-
ment, test cases with and without certainty are implemented
using two controllers to visualize comparative responses.
Then, both control methods are integrated into a real
hardware platform to obtain practical results [7]. With the
continuous growth of power demand in China, the require-
ments of electrical control system are constantly improving;
the traditional electrical control system cannot keep up
with the pace of social development [8]. The electrical auto-
mation control system using artificial intelligence technol-
ogy can effectively improve the level of control and finally
achieve modernization and intelligence.

Electrical automation control is highly significant in the
electrical industry; if electrical control automation is
achieved, production efficiency can be effectively enhanced,
lowering production costs including human resource
expenses. Fuzzy control, expert systems, neural networks,
and other artificial intelligence technologies are being
employed in electrical automation control. Artificial intelli-
gence in the growth of automation not only can promote
the overall progress in the field of electrical automation con-
trol but also can promote the growth of automatic control of
progress, so in the field of electrical industrial applications,
innovation requires the support of artificial intelligence,
using artificial intelligence technology to improve the con-
sciousness of mechanical ability and strengthening the elec-
trical automatic control [9, 10]. The manual technology in
electrical automation control is analyzed. An efficient and
precise control mode is an important basis of electrical auto-
mation control. Automation control mainly studies the
application of computer data processing, the classification
and identification processing of data digitalization, the struc-
tural optimization of system composition, the control of
electrical automation, and all small branches [11]. On the
basis of automation control technology, by combining with
an artificial intelligence algorithm, the work efficiency of
electrical automation control will be greatly improved to
some extent, save the time consumed in the traditional
electrical control, reduce the energy and human resources
consumed in the operation of equipment, greatly improve

the control of machine time, and control the accuracy of
electrical automation control. Shi et al. proposed a clone
selection optimization system based on the joint learning
framework. The heuristic clone selection strategy in local
model optimization was used to optimize the effects of joint
training. First, the process improves the adaptability and
robustness of the federated learning solution and improves
the modeling performance and training efficiency. In addi-
tion, this study tries to improve the privacy security defense
capability of federal learning programs through differential
privacy preprocessing. Simulation results show that the
clone selection optimization system based on joint learning
has significant optimization capability for the basic perfor-
mance, stability, and privacy of the model [12].

A single controller’s automated running of a large elec-
trical power distribution network can enhance efficiency
and reliability while cutting maintenance costs. For the con-
trol to be most successful, the controller must have a general
overview of the whole network to reason about the cause of
the readings of the multiple sensing devices positioned
across the network. Conventional power system control
methods rely on a network of local devices that make choices
based on the instantaneous reading of a single sensor. These
single-parameter results may occasionally be incorrect due
to sensor malfunctions [13, 14]. Based on this, a model of
electrical automation control system based on the artificial
intelligence algorithm is proposed. It is applied in the exper-
iment; after testing in different working conditions, when
there is 20% load interference and 2.1Hz frequency interfer-
ence, the control effect of the system is better than the tradi-
tional PID control system; under the control of the system,
the output frequency fluctuation of the turbine system is
small and has fast convergence to the optimal frequency,
and under the control of the system in this paper, the
maximum failure rate of the turbine is 0.02, which has high
robustness; it is predicted that the electrified industry in the
future will inevitably rely heavily on artificial intelligence
algorithms. In the automatic control of electrification, the
application of the artificial intelligence algorithm can greatly
improve the control reaction time of the automatic control
of electrification, save cost, and achieve efficient production.

2. Research Methods

2.1. Electrical Automation Control System Based on Artificial
Intelligence Algorithm

2.1.1. Hardware Design. The electrical automation control
system based on the artificial intelligence algorithm is
around the turbine regulation, as the goal, through a single
neural network-based PID intelligent controller module;
based on the adaptive ant colony genetic artificial intelli-
gence algorithm, the optimal control of PID intelligent
controller is realized.

2.1.2. System Structure. The core components of the system
include water turbine, pressure water inlet, and large motors,
among which the PID intelligent controller module based on
a single neural network is included, which belongs to the
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feedback control system. The structure diagram of the elec-
trical automation control system based on the artificial intel-
ligence algorithm is shown in Figure 1. In Figure 1, a
represents a given rotational speed signal, b represents the
output control signal, and c represents the load disturbance
signal; for a parallel operating unit, its output power varia-
tion does not interfere with the frequency of the power
system; based on this kind of situation, the function of the
turbine regulating feedback system is 0; in this case, the
PID intelligent controller module based on a single neural
network can enable the follow-up system function.
Figure 1 illustrates that the turbine governor has experienced
the development process from the mechanical hydraulic
governor to the process of analog circuit to the microcom-
puter electrohydraulic governor. Prior to the appearance of
the microcomputer governor, the main mission of the gover-
nor (mainly machine governor and analog circuit governor)
was to adjust the water guide mechanism/paddle mechanism
(injection needle/converter mechanism) according to the
unit frequency deviation of the rating, and the turbine
governor is mainly a speed regulator.

2.1.3. PID Intelligent Controller Module Based on Single
Neural Network. The core of the intelligent PID controller
is a single neuron, which can complete self-learning and
has good adaptability, and the structure is simple and can
quickly adapt to the nearby environment, the field adjust-
ment parameters are few and easy to adjust, which can
ensure that the control system belongs to the optimal state
in practical application, and its control effect is better than
the ordinary PID controller. Based on using a single neuron,
the adaptive PID controller can play a better role. For the
converter input, it can make the turbine controlled process,
and PID control settings can be optimized, such as setting
SðrÞ; the output can be transformed into the number of
relevant states required in neuron-based learning control;
in the state coefficient Y1, Y2, Y3 of the output of the
converter, Y1ðrÞ is equal to φðrÞ, Y2ðrÞ operates on φðrÞ −
φðr − 1Þ, Y3ðrÞ operates on φðrÞ − 2φðr − 1Þ + φðr − 2Þ, S
describes the performance index, R describes the neuron
proportional coefficient, and neurons using association
retrieval can derive control signals Hp, H i, Hd; then, the con-
trol strategy of the artificial intelligence algorithm is used to
realize the optimal adjustment control of three kinds of con-
trol signals, that is, the three kinds of control parameters.

2.2. Control Strategy Based on Artificial
Intelligence Algorithm

2.2.1. Node and Path Generation. Set Hp, Hi, Hd as the three
variables to be set in the PID, the controller suppose there
are five significant digits for each of the three variables. Set
the 5 digits of Hp, Hi, Hd according to the value condition
in the PID controller 1 placed before the decimal point
and 4 places after the decimal point, for example, 1.0025.
Then, the ant path graph is optimized according to the ant
colony algorithm with this parameter. For these three
parameter values, they are abstractly described in the xOy
plane; the method is to draw 15 equally spaced and equally

long line segments A1, A2,⋯, A15 perpendicular to the x
-axis; among them, A1 ~ A15, A6 ~ A10, A11 ~ A15 describes
the first to fifth digits of Hp, Hi, Hd in turn. Divide each line
segment equally; that is, obtain 10 nodes from each line seg-
ment and describe the digit values represented by the line
segment in turn. So far, there are 15 × 10 nodes in the xOy
plane, and set 1 node as aðxj, yj,iÞ, where xj describes the x
-coordinate of line segment Aj; yj,i describes the ordinate
of node i on Aj, and the value corresponds to the ordinate
value yj,i of the node. Suppose an ant starts at the origin O,
and after crawling to a random point in segment Aj, imple-
ment a loop, and its crawling path can be described as B =
fO, aðx1, y1,iÞ, aðx2, y2,iÞ,⋯,aðxj, yj,iÞg, where aðxj, yj,iÞ node
is in line segment Aj; then, the value described by this path
is shown in

Hp = y1,i × 100 + y2,i × 10−1 + y3,i × 10−2 + y4,i × 10−3 + y5,i × 10−4,

Hi = y6,i × 100 + y7,i × 10−1 + y8,i × 10−2 + y9,i × 10−3 + y10,i × 10−4,

Hd = y11,i × 100 + y12,i × 10−1 + y13,i × 10−2 + y14,i × 10−3 + y15,i × 10−4:

8
>><

>>:

ð1Þ

2.2.2. Algorithmic Control Process. The control process based
on the artificial intelligence algorithm is as follows:

(1) According to the parameter tuning method, namely,
Z-N method, the calculated PID parameter is
Hp,s−M ,Hi,s−M ,Hd,s−M

(2) The number of ant colonies is n, and each ant h has
15 ordinate values and crawling path attributes that
are used to store the 15 nodes passed by ants

(3) Hybrid algorithm parameter initialization: put the
ant at the starting point

(4) Set the value of variable j to 1; if the parameter p < p0,
then calculate the probability Qh

jiðtÞ of ants transfer-
ring each node in line segment Aj by formula (2).
On the contrary, formula (3) is used to select the sub-
sequent nodes through the wheel selection method,
and the value of this node is introduced in the table,
as shown in

δ tð Þ =
0:95δ t − 1ð Þ, 0:95 t − 1ð Þ ≥ δmin,
δmin, else,

(

ð2Þ

where δðtÞ describes local pheromone parameters, as
shown in

Qh
ji tð Þ =

ψji tð Þ
h i1

⋅ ϑji tð Þ
� �2

∑h∈allowedh ψji tð Þ
h i1

⋅ ϑji tð Þ
� �2

, i ∈ allowedh,

0, else,

8
>>>><

>>>>:

ð3Þ
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where allowedh describes the nodes that ant h can select
next, ½ϑjiðtÞ�2 describe the importance of visibility factors,

and ½ψjiðtÞ�−1 describes the importance of pheromone
locus intensity

(5) When each ant finishes a node, equation (4) is
adopted to refresh the local pheromone, and the
local information volatility coefficient is adaptively
transformed, as shown in

ψji ⟵ 1 − δð Þ ⋅ ψji + δ ⋅ Δψji: ð4Þ

Type Δψji = P1/SPID1, SPID1 describe the node path passed;
the value of local pheromone parameter δ is adaptive. Δψji

describe the track pheromone intensity per unit length.

(6) Set j = j + 1, if the value of j is not greater than 15,
jump to Step (3); otherwise, jump to Step (7)

(7) Following the path that the ant h has climbed (array
Gh), calculate the PID parameter Hh

p, H
h
i , H

h
d corre-

sponding to this path. Implement computer simula-
tion to obtain the performance index shz of the
system, steady-state adjustment error dh, and over-
shoot eh. Calculate the corresponding objective func-
tion of ant h, record the best path and the best
performance index in this cycle, and lead Hh

p, H
h
i ,

Hh
d into H∗

p , H
∗
i , H

∗
d。

(8) Assuming h⟵ h + 15, all pheromones are
refreshed according to equation (5), and the volatile
coefficient of all information is adaptively adjusted.
As shown in

ψji ⟵ 1 − ∂ð Þ ⋅ ψji + ∂ ⋅ Δψji, ð5Þ

where ∂ describes the volatilization coefficient of all
pheromones

(9) Use the single point crossing strategy to cross (cross
when crossing constraint variable θ < 0:000001)
and generate new individuals

(10) Using the basic mutation (mutation occurs when
crossing the constraint variable θ < 0:01) scheme,
calculate each parameter value again; if the perfor-
mance index obtained is close to the objective func-
tion F, so if the mutation is not removed, the
pheromone is updated, and conversely, the muta-
tion is removed

(11) If all ants do not converge to the same path, put all
ants at the starting point again and jump to the
step; otherwise, the loop stops and outputs the opti-
mal path and the corresponding optimal PID
parameters H∗

p ,H∗
i ,H∗

d

2.3. Functions of the Electrical Automation Control System.
The function of the electrical automation control system is
control; the premise of the control function is to analyze
the data to provide a control basis.

(1) Information Collection. The electrical system is
required to have relevant data terminal collection
and software equipment; the main function of infor-
mation collection is to provide a basic guarantee for
the realization of the control function [15]. Terminal
equipment and software are used to collect equip-
ment, operation, and environment in the power
system; it mainly includes operation time, equip-
ment quantity, ambient temperature, fault condition,

A PD intelligent controller module
based on a single-neural

Detection and
feedback adjustment

module

Export

Load disturbance

Speed given a

Turbine and diversion model

Unit movement part and
load model

Figure 1: Structure of electrical control system based on artificial intelligence algorithm.
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and alarm system and signals using the data col-
lected by the software and equipment with real-
time information on the power system to provide
operational information for the staff, so that the staff
can effectively deal with the emergency

(2) Information Transmission. Information is two-way
transmission, that is, terminal equipment and software
collect information to the processing center for trans-
mission, and the processing center is the transmission
of control processing instructions to the execution ter-
minal [16, 17]. Therefore, the process of information
transmission is particularly important, and informa-
tion transmission is also the main condition to realize
the control and supervision of the control system.
Transmission equipment of the power system mainly
includes video cable, signal cable, coaxial cable, and
optical cable; the corresponding transmission mode
can be selected according to transmission distance
and type, to ensure the quality and speed of informa-
tion transmission and to avoid information loss, not
timely transmission, coding disorder, and information
confusion [18]. The controller is required to include a
control module, power module, communication mod-
ule, and editing module, to ensure the coordination of
the system

(3) Information Analysis. Information analysis refers to
the main process of control and monitoring of the
control system; the control system should process
and analyze the information collected by terminal
equipment and software; after the collected informa-
tion is sent to the database, the control system and
software are displayed, and the system cannot be
handled independently by the staff to use the system
to help achieve the corresponding work [19]. In
addition, the system should collect data to achieve
storage, including the environment, equipment, and
other real-time data, which can be printed through
graphs, reports, etc., to facilitate staff analysis

(4) Diagnostic Control. Diagnostic control belongs to the
main function of the electrical automation control
system; after information collection and analysis,
the control system should be able to diagnose auton-
omously, based on the analysis results, including
computer, controller, and field terminal equipment
diagnosis, so that the system can run stably [20]. In
addition, the analysis and diagnosis results to achieve
control include power system fault detection and
operation detection, so that the power system can
operate stably

3. Result Analyses

The electrical automation system is more complex, including
many disciplines and fields. For example, in terms of electri-
cal automation equipment operation, the operators are
required to have good comprehensive quality and perfect
professional knowledge. In addition, the complexity of elec-

trical automation focuses on operational effectiveness, which
can reduce the shutdown or other accidents caused by oper-
ation errors or improper operation. Therefore, AI technol-
ogy plays an important role in facing this real problem.
Take the computer theory as the basis, write a program,
which can realize the computer-based intelligent control.
Intelligent operation of electrical equipment can replace
the problem of insufficient human brain labor force, not
only improving work efficiency but also reducing cost input.
In addition, the use of artificial intelligence technology can
improve the scientific operation of electrical automation
equipment and realize the optimization of the real environ-
ment of equipment operation. The system is used in a
hydropower station to realize the optimal PID control of
the turbine in the hydropower station. A single machine sets
the isolated load, setting two types of working conditions:
working condition A is the design head rated power work;
working condition B is the design head, working with partial
load. Unit parameters are the following: runner model is
HL220⁃LJ⁃410; single unit capacity is 102.7MW; the hydro-
dynamic inertia time constant is 1.11 s, and the unit inertia
time constant is 6.66 s. The parameters of the traditional
PID control system are set as Hp = 4:04,Hi = 1:23,Hd =
2:67. The parameters of the turbine system in the experi-
ment are shown in Table 1.

In working condition A, under the control of the system
and the traditional PID control system, the response curve of
the turbine system subjected to 20% load interference and
2.1Hz frequency interference is shown in Figure 2. In work-
ing condition B, under the control of the system and the
traditional PID control system, the response curve of the
turbine system subjected to 20% load interference and
2.1Hz frequency interference is shown in Figure 2. Analysis
of the control results in Figures 2 and 3 shows that the con-
trol effect of the system in this paper is better than that of the
traditional PID control system. Under the control of the
system in this paper, the output frequency of the hydraulic
turbine system fluctuates less and converges quickly to the

Table 1: Parameters of the turbine system in the experiment.

Parameter
Working

condition of A
Working

condition of B

Turbine transfer
coefficient 1

-0.31 -0.27

Turbine transfer
coefficient

0.75 1.28

Turbine transfer
coefficient

1.47 0.93

Turbine transfer
coefficient

0 0

Turbine transfer
coefficient

0.78 1.07

Turbine transfer
coefficient

0.48 0.36

Generator self-adjusting
coefficient

0.21 0.21
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optimal frequency. The output frequency of the hydraulic
turbine is stable at about 20 s and remains at 0.000~0.005
between; under traditional PID control, the output fre-
quency of the hydraulic turbine system fluctuates greatly,
especially in 20 s-40 s, the output frequency of the hydraulic
turbine fluctuates up and down, and it can converge to the
optimal frequency when the experiment takes about 50 s. It
can be seen that the control effect of the system in this paper
is the best.

When 20% load interference and 2.1Hz frequency inter-
ference are tested, the failure rate of the turbine is shown in
Figure 4 after the system control is adopted. In Figure 4, the

maximum failure rate of the turbine under system control is
0.02 for both 20% load interference and 2.1Hz frequency
interference, indicating that the system in this paper has
high anti-interference performance.

Set the input of the turbine system as a unit step signal.
Set the number of ants to 30 and the number of iterations
to 100. The range of PID control parameters is Hp =H i =
Hd = ½0:00001, 20�; it is compared with the PLC electrical
automation control system and electrical control system of
conveyor controllable variable speed device. Figure 5 is the
PID step response diagram of the turbine system under the
control of three kinds of systems.
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Figure 2: Comparison of control effects under working condition A.
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Table 2 shows PID tuning parameters and system
unit step performance indicators. Based on the data in
Figure 5 and Table 2, it can be seen that the three PID
parameters of the system control have the best effect.
Compared with the other two systems, the adjustment
time of the turbine system is only 10.26, while that of
the other two systems is 37.36 and 16.59 which is much
higher than the system. The steady state adjustment error
and the number of overshoots are only 0.1677 and lower
than the other two systems. Therefore, the system control
performance is the best.

4. Discussion

The function of the electrical automation control system is
control, and the premise of the control function is to ana-
lyze the data to provide the control basis. (1) Information
collection: the electrical system is required to have corre-
sponding data terminal collection and software equipment,
and the main function of information collection is to pro-
vide the basic guarantee for the realization of the control
function. The terminal equipment and software are used
to collect the operation and environment of the equipment
in the power system, mainly including the operation time,
equipment quantity, environmental temperature, fault situ-
ation, and alarm system and signal. Use the data collected
by the software and equipment to provide operation infor-
mation to the real-time information in the power system,
so that the staff can effectively handle emergencies. (2)
Information transmission: information is two-way trans-
mission; that is, the terminal equipment and software
collect information to the processing center for transmis-
sion; the processing center is to control the processing
instructions to the execution terminal transmission. There-
fore, the information transmission process is particularly
important, and the information transmission is also the
main condition for the control and supervision of the con-
trol system. Power system transmission equipment mainly
includes video cable, signal cable, coaxial cable, and optical
cable, to choose the corresponding transmission mode by
transmission distance and model type, to ensure the qual-
ity and speed of information transmission, and to avoid
information loss, untimely transmission, coding confusion,
and information confusion. The controller is required to
include the control module, power supply module, com-
munication module, and editing module, to ensure the
working coordination of the system. The control results
of Figures 2 and 3 show that the control effect of the sys-
tem is better than the traditional PID control system, and
the output frequency of the turbine system fluctuates less
and quickly converges to the optimal frequency. Under
the traditional PID control, the output frequency of the
turbine system can converge to the optimal frequency at
about 50 s. Therefore, the system controls the best.

Table 2: Unit step performance index of hydraulic turbine system.

Indicators System
PLC
system

Belt conveyor controllable
speed change device system

Hp 8.0031 4.59 10.1

Hi 0.0072 1.7 1.9945

Hd 0.6489 0.9 1.6879

Adjust the time 10.26 37.36 16.59

Steady-state
adjustment
error

0.1677 8.2575 4.4408

The number of
overshoot

0.1677 35.9715 18.1964

0 10 20 30 40 50 60
0.000

0.005

0.010

0.015

0.020

0.025

Experimental period (s)

Fa
ul

t r
at

e

2.1 hz frequency
20% load

Figure 4: Failure rate of hydraulic turbine controlled by the system
in this paper.
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Figure 5: Unit step PID response of hydraulic turbine system.
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5. Conclusions

Under the background of the rapid development of modern
science and technology, our life has been changed; artificial
intelligence technology has promoted the development of
modern civilization; as a new high technology, it has high
use value in real life. Design an electric automation control
model optimization based on the artificial intelligence algo-
rithm, and apply it in the experiment, after testing in differ-
ent working conditions; when there is 20% load interference
and 2.1Hz frequency interference, the control effect of the
system is better than the traditional PID control system;
under the control of the system, the output frequency of
the turbine system fluctuates less, converges quickly to the
optimal frequency, and has high robustness; it is predicted
that the future electrification industry will inevitably rely
on the artificial intelligence algorithm. In the automatic con-
trol of electrification, the application of the artificial intelli-
gence algorithm can greatly improve the control reaction
time of the automatic control of electrification, save cost,
and achieve efficient production. Therefore, the application
of artificial intelligence algorithms is very broad. The appli-
cation of AI technology to electrical automation control
systems is crucial to the development of various fields. At
present, the electrical automation control system has been
widely used in intelligent buildings and has achieved certain
application results. When creating the electrical automation
control system, people must fully consider the actual
requirements, use appropriate methods to calculate the auto-
matic control system parameters, and actively use artificial
intelligence technology to improve the effect of electrical
automation control. The design and development of the
electrical automation control system must analyze the work-
ing environment interfering with the operation of equip-
ment and the operation of equipment and pay great
attention to the interference of external environment during
design. In addition, to ensure that the system can complete a
stable power transmission, based on the system research and
development and design cycle, the system research and
development personnel must accurately grasp the working
principle of the system.

Data Availability

The data can be made available from the corresponding
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One of the main problems of networked control systems is that signal transmission delay is inevitable due to long distance
transmission. This will affect the performance of the system, such as stability range, adjustment time, and rise time, and in
serious cases, the system cannot maintain a stable state. In this regard, a definite method is adopted to realize the
compensation of network control system. To improve the control ability of mobile sensor network time delay system, the
control model of mobile sensor network time delay system based on reinforcement learning is proposed, and the control
objective function of mobile sensor network time delay system is constructed by using high-order approximate differential
equation, combined with maximum likelihood estimation method for parameter estimation of mobile sensor network time
delay, the convergence of reinforcement learning methods for mobile sensor network control and adaptive scheduling, and
sensor network time delay system control model of multidimensional measure information registration in strengthening
tracking learning optimization mode to realize the adaptive control of mobile sensor network time delay system. The
simulation results show that the proposed method has good adaptability, high accuracy of estimation of delay parameters, and
strong robustness of the control process.

1. Introduction

Recent advances in wireless telecommunications and elec-
tronics have opened the way for the development of low-
cost, low-power, and multifunctional sensor nodes that are
small in size and wirelessly connect. Merely a little distance,
the tiny sensor nodes, sensor components, data processing
components, and connection components are supplied,
allowing you to apply the sensor idea. Network sensor net-
works are an essential component of today’s environment
step up from standard sensors [1, 2]. Wireless sensor net-
work (WSN) is a new mode of information acquisition and

processing which integrates sensor, embedded, wireless
communication, distributed information processing, and
other technologies. It is widely used in military, national
security, environmental science, traffic management, disaster
prediction, medical and health care, manufacturing, urban
information construction, and other fields. In the Ministry
of Industry and Information Technology released in
November 2011, the Internet of Things “twelfth five-year”
plan, the emphasis is put forward: in the field of wireless sen-
sor networks, the need for sensor nodes and operating sys-
tem, close range wireless communication protocol, sensor
network networking technologies such as research,
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developed low power consumption, high performance, and
applicable range of the wireless sensor network systems
and products. It shows that both at the national level and
in the field of industrial application, wireless sensor network
is believed to have a large application market and develop-
ment potential in the future. Under the current wave of the
industrial Internet, many traditional industrial production
modes have carried out the corresponding technological
innovation and upgrading, such as the optimization of the
production process on the industrial site and the optimal
allocation and coordination of social production resources.
All above application scenarios require the wireless sensor
networks to transmit real-time production data, supply,
and demand information or equipment status back to the
control center, to provide important reference data for pro-
duction optimization and resource scheduling [3].

The wireless sensor network (WSN) is an infrastructure-
free wireless network that analyzes system, physical, and
environmental parameters through the ad hoc distribution
of such a large number of wireless sensors. WSN controls
and monitors the environment in a specified region by uti-
lizing sensor nodes in combination with an embedded
CPU. They are linked to the base station, which serves as
the processing unit again for WSN system [4, 5]. With the
development of mobile sensor network communication
technology, mobile sensor network transmission is adopted
to carry out large-scale data transmission and realize mobile
sensor network data balanced scheduling and adaptive allo-
cation; to improve the fidelity and transmission efficiency of
data transmission, mobile sensor network time delay control
is needed in the design of mobile sensor network. Combined
with the design of mobile sensor network time delay control
algorithm, the optimization design of mobile sensor is car-
ried out; this paper studies the time-delay system control
model of mobile sensor network and combines the channel
equalization control method to improve the data and infor-
mation transmission quality of mobile sensor network. The
research on time-delay system control method of mobile
sensor network has attracted great attention. However, the
main shortcoming of the wireless sensor network of mobile
sink node is that it increases the time delay of the network,
and the data detected by the sensor node must be stored
temporarily in the cache of the node and can only be for-
warded to the mobile node when the mobile node moves
nearby. This results in excessive delay, which in some cases
cannot be tolerated. For example, in the case of pollution
monitoring in cities, when there is an emergency sudden
leakage of data, it must be transmitted to the base station
for processing before causing serious consequences. Wireless
sensor network has been widely used in industrial produc-
tion, intelligent transportation, environmental monitoring,
and other fields. The main challenges are focused on real-
time, energy management, deployment and positioning,
routing, data fusion and compression, etc. The purpose is
to solve the problem of maximizing the utility of wireless
sensor network under the limited energy.

In recent years, to solve the problem of unbalanced
energy consumption of traditional wireless sensor network
nodes, the network connectivity and coverage cannot be

guaranteed. Some researchers propose to introduce moving
sink nodes to solve the problem, i.e., moving sink wireless
sensor networks (MWSNs). Lin and Yan established a math-
ematical model of the operation process of ZigBee standard
wireless network of the remote monitoring system based
on Markov chain device. This model is used to evaluate
the operation process of MAC CSMA/CA algorithm of
IEEE802.15.4 ZigBee standard [6]. A new integral inequality
is developed by using Wirdinger integral inequality and
Leibniz-Newton formula [7]. The ZigBee protocol was
designed to transport data in high-frequency RF situations
such as those seen in commercial and industrial applica-
tions. The new version expands on the present ZigBee stan-
dard by unifying market-specific application profiles,
allowing any device, independent of market designation or
purpose, to be wirelessly joined in the same network. Fur-
thermore, a ZigBee certification procedure ensures that
devices from different manufacturers may communicate
with one another [8]. Guo et al. adopt the method of delay
partition, by constructing an augmented Lyapunov-
Krasovsky functional with three and four integrals and using
some standard integral inequality techniques, obtained the
asymptotic stability criterion of the relevant neural network.
By converting the sampling period into a bounded time-
varying delay, the error dynamics of the generalized neural
network considered is derived using a dynamical system
with sampling [9]. These and other sensor network applica-
tions necessitate the use of mobile intermittently connected
methods. Many algorithms and algorithms for typical wire-
less ad hoc networks have been suggested, but they are not
well adapted to the particular characteristics and application
needs of sensing devices [10, 11]. Khujamatov et al. estab-
lished a mathematical model of the operation process of Zig-
Bee standard wireless network of a remote monitoring
system based on Markov chain device. This model is used
to evaluate the operation process of MAC CSMA/CA algo-
rithm of IEEE802.15.4 ZigBee standard. The characteristic
of this mathematical model is that it considers the load level
of network elements and the potential malformation of
transmission packets under the influence of interference.
The developed mathematical model is used to analyze the
main characteristics of the network operation process, such
as the dependence of the successful transmission probability
of packets on the system load (number of nodes and mini-
mum length of competing windows) and the dependence
of the bandwidth of channel noise on the system load (min-
imum length of competing window) [12]. Reinforcement
learning is a subfield of machine learning. It all comes down
to taking the appropriate actions to maximize your profit in
a particular situation. A number of applications and com-
puters utilize it to find the best possible action or course in
a given event. Reinforcement learning differs from super-
vised learning in that the answer key is included in super-
vised learning, allowing the model to be trained with the
correct answer, whereas reinforcement learning does not
include an answer and instead relies on the reinforcement
agent to decide what to do to complete the task. In the
absence of a training dataset, it is compelled to learn from
its own experience [13, 14]. Reinforcement learning is used
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to solve node scheduling and routing problems in wireless
sensor networks. Finally, simulation experiments are carried
out to demonstrate the superiority of the proposed method
in improving the control ability of mobile sensor network
time delay system.

Sensor network has a large application market and
development potential. This method can effectively control
the mobile sensor network time delay system, and the output
time delay is smaller, the stability is better, and the bit error
rate is lower.

2. Transmission Delay Control and Parameter
Analysis of Mobile Sensor Network

2.1. Composition of Routing Transmission Delay. There are
two types of data operations in MWSNs: (A) The observer
issues query instructions, and the query instructions go
through the base station, mobile chat, cluster head, and
finally to the sensor that detects the data; after receiving
instructions, the sensor will implement data sampling. After
the sampling, the data will be transmitted hop by hop to the
sensor cluster head for storage, waiting for moving chat to
collect data, and finally, the data will be returned to the base
station to query the data, which is a passive network, as
shown in Figure 1(a). There is no query instruction for data
operation. The monitoring data will be sent out only when
the monitoring data of a node exceeds its own monitoring
threshold or is sampled according to a preset period (that
is, it is based on events and time driven, respectively).
Through the cluster head storage, moving sinks down to
the base station, i.e., an active network, as shown in
Figure 1(b).

In wireless sensor network measurement and control
system, due to its own characteristics, when transmitting
information, time delay with the packet loss phenomenon
is inevitable, so in the greenhouse wireless sensor network
measurement and control system also has this problem the
topic. We assume that τ1 for the underlying through gather-
ing the information collected by the sensor node and then
transmitted to the monitoring center through the base sta-
tion by gathering node generated by the time delay, τ2 after
optimization algorithm to the control center, and control
information via the base station transmitted to a base station
will converge node; it generated when the control node
transmission delay. Here, it is assumed that the monitoring
center and control node are event driven; the sensor node
is clock driven. Assume that the total extension of the closed
loop is less than the sampling period T , and ignore the noise
interference in the measurement and control system. When
the packet loss occurs in the system, we make it resend.
Therefore, for the system, the packet loss can be treated as
a special delay.

Based on the active data operation mode, the transmis-
sion process of the sensor node sending data packets to the
destination base station is divided into the following stages:

(A) ni Sensor nodes form a static cluster. Data collected
by nodes in the cluster reaches the cluster head after
multiple hops, and the delay is τs0

(B) The sensor node or cluster head waits for the mov-
ing node Mk to enter its transmission range [3].
WhenMk enters transmission range, the transmitter
node (or cluster header) sends data to. The time
delay is τs0, referred to as waiting time delay Mk

(C) The data carried by Mk gradually approached to the
target base station through several relays of moving
sinks, and the time delay was measured as τmm

(D) Mobile budget node transmits data to the base sta-
tion nearest to itself. The time delay is τmun

(E) Data is transmitted between base stations and finally
arrives at the destination base station. The time
delay is τbb

(F) Thus, the time delay of a packet from being pro-
duced to being transmitted to the user can be calcu-
lated as Dtotal

Dtotal = τsc + τsm + τnm + τmb + τbbb, ð1Þ

where τsc and τsm delay is the main components affecting
network delay, compared with τsc, and τmn, τmb, and τbb
stages have a very mature transmission technology (ad hoc
mobile communication technology, etc.); they are predict-
able and do not vary much. In addition, in some application
models, the mobile sink node is a user; that is, Dtotal ≈ τsc+
τsm. Therefore, this time delay study mainly analyzes these
two parts.

2.2. Reinforcement Learning Model for Sensor Network Delay
System Control. Reinforcement learning method is used to
carry out convergence control and adaptive scheduling of
mobile sensor network. M sink nodes are set to collect the
transmission information of the mobile sensor network.
The distribution amplitude of the network output bit
sequence flow is AC, and the coherent distribution sources
transmitted by the mobile sensor network are P interference
signals; the discrete signal controlled by the mobile sensor
network delay system is x. Let the code feature sequence of
the original input mobile sensor network be x = ½xð0Þ⋯,xð
n − 1Þ�, where XðnÞ is the bit stream transmitted by the finite
length discrete mobile sensor network, 0 < k < n − 1. The
channel model of mobile sensor network delay system con-
trol obtained by vectorization processing method is as fol-
lows:

X kð Þ = 〠
N−1

n=0
x nð Þ exp −j

2π
N

nk
� �

, ð2Þ

where 0 < k < n − 1 represents the length of data trans-
mitted by the mobile sensor network, signal XðnÞ is proc-
essed by the discrete orthogonal wavelet transform, and
X = DEFðxÞ represents the bandwidth controlled by the
mobile sensor network delay system. In the discrete distribu-
tion sequence x, the enhanced tracking learning method is
used to carry out channel equalization control of mobile
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sensor network transmission [12]. By analyzing the compu-
tational complexity of each iteration, the characteristic
quantity of statistical information of mobile sensor network
time-delay system control is obtained as follows:

X = X 0ð Þ,⋯X N − 1ð Þ½ �: ð3Þ

In the transmission channel of mobile sensor network,
the relation point between vectorization and Kronecker
product satisfies j = 0, 1,⋯,M; the energy function con-
trolled by the time delay system of mobile sensor network
is Ej =∑kjCiðkÞj2; for integer N0 and N1 transmission chan-
nels, the pass band of mobile sensor network transmission
delay system control is CðjÞ, and reinforcement learning
method is used to carry out mobile sensor network channel
equalization control. Each block signal corresponds to the
characteristic number of Baud interval sampling at 1-
dimensional distance. The scattering point function of time
delay control at each distance is as follows:

C 0ð Þ ⟵DFT xf g,
C jð Þ,W jð Þ

n o
⟵AFB C j−1ð Þ,N jð Þ,N1

jð Þ
� �

,

w jð Þ ⟵DEF−1 W jð Þ
n o

,

c jð Þ ⟵DEF−1 C Jð Þ
n o

,

ð4Þ

where N represents the length of data transmitted by the
mobile sensor network and J is the frequency of characteris-
tic sampling. Based on the above analysis, a reinforcement
learning model of sensor network time-delay system control
is built, and the mathematical modeling of system control is

carried out in combination with the time delay estimation
method.

Applications are being developed in a range of scientific
fields. Extensive seismic testing, habitat monitoring, and
intelligent transportation systems are just a few of the excit-
ing ongoing endeavors [15, 16]. Home and building automa-
tions, as well as military applications, are important
application fields. The performance gain of mobility on the
network is verified by simulation. To simplify the simula-
tion, the data collection method uses mobile sink nodes to
collect data directly from each sensor node. After sensing
and collecting data, the sensor node will cache the data in
memory and wait for the mobile sink node to collect. The
physical layer adopts ZigBee wireless network technology,
and the MAC layer and routing layer protocols of sensor
nodes, respectively, use S-MAC protocol [17] and TTOD
protocol [18]. ZigBee is a set of greater communication sys-
tems great for small projects that require wireless connectiv-
ity. It is used to create connectivity using small, minimal
digital radios, such as for home automation, medical device
data gathering, or other reduced, reduced demands. As a
result, ZigBee is a reduced, reduced wireless ad hoc network
that works near to each other. The ZigBee standard outlines
a technology that is intended to be simpler and less expen-
sive than existing wireless personal area networks (WPANs)
such as Bluetooth or wider wireless networking such as Wi-
Fi. Examples of applications include wireless switches, home
energy monitors, traffic management systems, and other
consumer and industrial equipment that require short-
range low-rate wireless data transfer [19, 20]. 1000 static
sensor nodes are uniformly deployed in a 10000m × 10000
m area, and the moving chat moves in the moving model’s
random direction. The packet generation rate of the sensor
node is 1 packet/cycle, and the simulation runs for 1 cycle.
Default parameters are used for other parameters [21].
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Figure 1: Schematic diagram of terminal-to-break network.
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Performance indexes such as average data transmission
delay, data transmission success rate, and packet sharing rate
are mainly investigated [22]. The average data transmission
delay is defined as the time experienced by data from gener-
ation to successful receipt of the moved chat nodes, which is
mainly the waiting time. To compare the relationship among
speed v, number m, transmission radius r, and packet size L
of moving sinks, as shown in Figure 2, the more m move
sinks, the smaller the time delay. The simulation results are
in good agreement with the above analysis. The results also
show that the appropriate moving sink velocity should be
selected. When the velocity v of moving sink is too low,
the sensor node needs to wait a long time to get the data
transmission service of moving sink. And if the speed v of
moving chat is too fast, although the probability of meeting
the chat node and sensor node is increased, it leads to long
sinks which cannot be transmitted within a service period
(in real network, the packet can only be transmitted in
fragments).

3. Experimental Test Analyses

The delay compensation is realized by designing the predic-
tive controller, and the stability condition of the system and
the expression of the controller are obtained by choosing the
Lyapunov function reasonably. Considering the case of
packet loss, the delay compensation is still compensated by
predictive controller, and the packet loss problem can be
established as a random Bernoulli sequence, so the model
established for the network control system becomes a sto-
chastic control system model. After that, the stability of the
established stochastic system is studied, and the controller
is solved.

To test the method in the implementation of mobile sen-
sor network time delay system control performance, the
analysis of time delay, mobile sensor network time delay sys-
tem control node distribution in homogeneous array area of
200m by 200m, mobile sensor network with element trans-
fer rate of 20 k Baud, time delay control system of carrier fre-
quency for 24 kHz, the output signal-to-noise ratio of -15 dB,
initial coverage radius for the sensor network is taken of
10m, and the node energy E0 = 200 . Firstly, packet loss is
established as a random Bernoulli sequence with values of
0 and 1, and the stability of the stochastic system is given.
By adopting predictive control scheme to deal with delay,
the influence of delay and packet loss on NCS is improved
effectively. Then, the delay compensator designed at the
actuator end is used to select the latest control data to com-
pensate the delay from the controller to the actuator.
According to the above simulation environment and param-
eter settings, the mobile sensor network time delay system is
controlled, and the distribution of the output transmission
code sequence of the mobile sensor network is obtained, as
shown in Figure 2.

Taking the data in Figure 2 as the research object, the
mobile sensor network time delay system is controlled, and
the optimized control output is shown in Figure 3.

Analysis diagram 3, using the method can effectively
control the mobile sensor network time delay system, the

output of the time delay is small, stable, improve the trans-
mission stability of the mobile sensor network, test the out-
put error, by contrast, the results are shown in Table 1, as
shown in the analysis, the method to control after the mobile
sensor network time delay system reduces the output bit
error rate of the network [23].

Mobile sensor network time delay control is combined
with the design of mobile sensor network time delay control
algorithm and mobile sensor optimization design [24]. The
extraction of mobile sensor network, transmission delay
information of the average mutual information, combined
with squares estimation method and maximum likelihood
estimation method, control the time delay and parameter
estimation, in strengthening tracking learning optimization
mode adaptive control to realise the mobile sensor network
time delay system, is based on the reinforcement learning
system control model of mobile sensor network time delay.
It improves the transmission balance of mobile sensor net-
work and reduce the delay [25]. The results show that the
proposed method can effectively control the time delay sys-
tem of mobile sensor network, and the output time delay is
smaller, the stability is better, and the bit error rate is lower.

4. Analysis

In recent decades, more and more experts and scholars have
paid attention to the research and application of time-delay
systems. The phenomenon of time delay often affects the
parameter performance of the system and sometimes even
makes the system collapse. Therefore, the theoretical study
of time delay system has important theoretical significance
and practical value. For a system with time delay, the first
thing to consider is its stability. Under the premise of stabil-
ity, the maximum time delay allowed by the system is often
the focus of research. Many experts and scholars put forward
a series of innovative ideas and formed a relatively perfect
theoretical system. For the study of time-delay systems,
many theoretical achievements have been made, such as
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Figure 2: Output code sequence of mobile sensor network.
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time-delay of variable time-delay system research, guaran-
teed performance control of variable delay systems, and
other related robust stability.

5. Conclusions

The method in this paper reduces the output bit error rate of
the network after controlling the delay system of the mobile
sensor network. The bit error rate is reduced to about 0. A
new adaptive recursive channel estimation algorithm, in
which the last channel estimation, is used to initialize the
iteration process of the current channel estimation; thus,
the channel estimation and tracking are performed. In addi-
tion, the channel estimation is recursively updated, and the
matrix inversion method is applied to reduce the complexity
of calculation [19]. According to the analysis and simulation
of the new algorithm, compared with the RLS algorithm, the
proposed algorithm can estimate and track the channel
changes more accurately in the fast fading environment
without affecting the performance of the system error, which
shows that the proposed algorithm is robust to the high
Doppler shift. Mobile sensor network time delay control is
combined with the design of mobile sensor network time
delay control algorithm and mobile sensor optimization
design. Time delay control of mobile sensor network time
delay system based on reinforcement learning control math-
ematical modelling Wen-wen Yang, the extraction of mobile
sensor network, transmission delay information of the aver-
age mutual information, combined with squares estimation

method and maximum likelihood estimation method, time
delay control of mobile sensor network time delay system
based on reinforcement learning control mathematical
modelling Wen-wen Yang, and the parameter estimation.
The adaptive control of mobile transmitter network delay
system is realized in the enhanced tracking learning optimi-
zation mode, which improves the transmission balance of
mobile sensor network and reduces the delay. This method
can effectively control the time delay system of mobile sen-
sor network, and the output time delay is smaller, the stabil-
ity is better, and the bit error rate is lower.
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Table 1: Comparison of output bit error rates.

Signal to noise
ratio/dB

Methods/
dB

The literature/
dB [12]

The literature/
dB [9]

-10 0.063 0.143 0.254

-8 0.041 0.121 0.143

-6 0.023 0.112 0.146

-4 0 0.103 0.122

0 0 0.072 0.110
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Virtual reality technology is becoming more and more well-known by more and more people. Informatization of education is
vigorously promoted in the modernization of the country. As a new type of digital information processing platform, virtual
reality technology has a huge advantage in elementary school mathematics teaching. It is based on three-dimensional spatial
data for modeling, analysis, and display. In addition, as a data synthesis and processing technology, data fusion is actually the
integration and application of many traditional disciplines and new technologies. Geographic information system (GIS) is a
specific and very important spatial information system. This article mainly uses the method of case analysis, giving examples of
virtual experimental teaching system, intelligent auxiliary teaching system, and virtual classroom teaching system to analyze the
related technologies and then apply the investigation method and experimental method to test the system proposed in this
article and organize students’ opinions systematic attitude. Experimental data and survey results show that 78 students believe
that the virtual mathematics education system is most suitable for simulating operation experience and understanding
principles. And more than 50% of students believe that the virtual experimental education system has significantly increased
their interest in learning. For this reason, the research on the virtual reality elementary school mathematics teaching system
based on GIS data fusion is of great significance.

1. Introduction

The application of virtual reality in the education field can
solve some teaching problems. Using virtual reality technol-
ogy, dynamic interactive multilevel spatial analysis can be
realized. The system can process the original image data
according to the user’s intention and generate a two-
dimensional array for automatic identification. Teachers
can use the GIS system to obtain the required information
resources and provide real-time data support and services
during the teaching process.

Mathematics teaching is a process of continuous devel-
opment, which needs to be updated and improved with the
times. Teachers must be able to fully understand the con-
cepts and principles involved in the construction of virtual
reality systems. Students should also be able to correctly
understand virtual reality technology and improve their abil-
ity to analyze learning content and solve problems. When
constructing a virtual reality teaching system, teachers

should rely on teaching materials and teaching videos to
ensure the sharing of information resources and facilitate
compatibility between different versions.

In recent years, as the country attaches importance to
education, more and more experts and scholars have begun
to pay attention to the application of virtual reality technol-
ogy in teaching. With the continuous advancement of sci-
ence and technology and the rapid economic growth, my
country’s talent training model is also undergoing rapid
changes. There are many theoretical results on the GIS data
fusion and virtual reality primary school mathematics teach-
ing system. For example, Wang et al. used the world’s lead-
ing geographic information system (GIS) technology to
establish a student information database, as well as a man-
agement and analysis system, in response to the general
problem that the current university student information
management methods cannot meet the local first-line teach-
ing needs. Min said that the investigation of classroom
teaching behavior is one of the important research topics.
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When using the Flemish system to conduct quantitative
research on high-quality courses, it is found that teachers
of high-quality courses generally use self-examination for
teaching [1, 2]. Liu analyzes the value of the deep integration
of Changyan’s multimedia interactive education system and
rural elementary school mathematics teaching based on the
function of Changyan’s multimedia interactive education
system and proposes effective strategies for rural elementary
school mathematics teaching [3]. Demitriadou et al. said that
elementary school students often find it difficult to under-
stand the difference between two-dimensional and three-
dimensional geometric shapes. Using virtual reality and aug-
mented reality to visualize the possibility of 3D objects, we
studied the potential of using virtual reality and augmented
reality technology to teach 3D geometry courses to elemen-
tary school students [4]. Goehle provides a “virtual reality”
course on common computing topics, including a descrip-
tion of how to implement the course in virtual reality and
augmented reality hardware systems [5]. The purpose of
Shin’s research is to analyze the characteristics of virtual
applications, which can be used to teach students who have
difficulty learning mathematics [6]. Clay BS reported on
classroom observations of high school mathematics teach-
ing, focusing on the use of digital technology. The object of
consideration is teachers who participate in the extracurric-
ular course “Mathematical Structure” [7]. On the basis of
these predecessors’ related research, this article intends to
study GIS data fusion and then analyze and design the vir-
tual reality elementary school mathematics teaching system.

The research innovations of this article mainly include
the following aspects: the first is the novelty of the research
perspective. This article studies the elementary school math-
ematics teaching system and starts with virtual reality tech-
nology and GIS technology. The second is the innovation
of research methods. This article analyzes the primary
school mathematics system by studying the virtual experi-
mental teaching system, the intelligent auxiliary teaching
system, and the virtual classroom teaching system. The third
is that the research conclusions are innovative. This article
not only draws the benefits of virtual reality in teaching
but also finds related problems.

2. Virtual Reality Primary School Mathematics
Teaching System Based on GIS Data Fusion

2.1. Virtual Experimental Teaching System. Virtual experi-
ment is a link that cannot be ignored in the teaching process
of distance education. For disciplines with strong practical-
ity, experiment is a necessary link to acquire knowledge,
improve skills, and participate in practice. Therefore, it is
of great significance to study the teaching effect and applica-
tion of the virtual experimental system, optimize the exper-
imental teaching in distance education, perfect the teaching
theory of distance education, and give full play to the advan-
tages of distance education. Experimental distance learning
is an important part of overall distance learning, but there
are differences between experimental distance learning and
theoretical distance learning [8, 9].

The so-called virtual reality technology is a comprehen-
sive technology that makes full use of powerful computer
software and hardware resources and various advanced sen-
sors. The virtual experience seems to be a simulation experi-
ence in the broadest sense, but from the perspective of the
real fidelity of the experience and the universality of the
application, as well as the real-time experience and experi-
ence effects of the experimenter, the traditional computer
simulation experience is absolutely unparalleled [10, 11].

The role of virtual reality technology in virtual experi-
ence is as follows.

Make up for the lack of distance learning conditions. In
distance education, due to testing facilities, testing facilities,
and teaching aids, some educational experiments to be set
up cannot be carried out. The use of the virtual reality sys-
tem can overcome these shortcomings: students can have
various experiences without the same experience as the real
experience, enriching perceptual knowledge and deepening
the understanding of course content. Avoid all kinds of dan-
gers caused by real experience or operation. In the past,
when the experiment was dangerous, TV video was often
used as a substitute for the experiment. Students cannot
directly participate in experiments and gain perceptual
knowledge. Using virtual reality technology for virtual expe-
rience can avoid this problem. Students can enter and
observe the inside of these objects [12–15].

The virtual experimental education system is a net-
worked computer education system that uses virtual reality
technology to simulate real-life experience and provide a vir-
tual laboratory for education. As an important supplement
to the existing laboratory functions, the virtual experimental
education system can support classic experimental educa-
tion. Therefore, in recent years, schools of all levels and types
have paid attention to the development of experimental vir-
tual education systems. With the continuous development
and maturity of the virtual experimental education system,
the virtual experimental education system has emerged from
the ivory towers of some colleges and universities and has
been popularized in various education and training institu-
tions [16–18].

The development of the virtual experimental education
system has roughly gone through three stages: virtual dem-
onstration experience, interactive virtual experience, and
distributed virtual experience. Although the implementation
methods and technical support of the three are different, the
basic ideas are the same. Both use different system mathe-
matical models, physical models, virtual reality models,
and mathematical effects models to study relatively complex
or abstract real systems.

2.2. Data Fusion and GIS Technology. Data fusion refers to
the analysis and integration of information obtained in
actual teaching through different methods and technical
means to achieve the expected purpose, improve work effi-
ciency, and enhance learning benefits. Data fusion is based
on a large number of mathematical operations, combining
reality with virtual reality, and analyzing these real worlds
to obtain the required information [19, 20]. When building
a virtual reality system, data needs to be analyzed. First,
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build a three-dimensional space model. Through the pro-
cessing function of GIS software, the model is transformed
into a two-dimensional rectangular coordinate system and
four-dimensional coordinate information is expressed.
Then, the relationship between all elements in the three-
dimensional scene is determined according to the attributes
of the generated graphic objects and the features contained
in the corresponding database. In the virtual reality system,
establish the corresponding data dictionary. Finally, the
three-dimensional space is divided into different regions by
dividing it. It is very necessary to use GIS data fusion soft-
ware to establish a virtual reality database. When construct-
ing this database, the relevant parameters of various places
need to be managed uniformly. At the same time, it is also
necessary to formulate operating standards that comply with
local usage habits and have scalability requirements based on
actual conditions. First, various graphics and words are
processed and sorted, and then different types and different
types of information are combined to form a complete, inde-
pendent, and perfect, easy to call, easy to maintain, and easy
to query and retrieve [21, 22].

People are aware of the convenience brought by data
fusion technology to decision makers, enabling people to
obtain more accurate and effective data. As far as my coun-
try’s current research on data fusion is concerned, it is spe-
cifically focused on two aspects: web document data fusion
and data fusion of related data. Data fusion is mostly aimed
at similar information, and modeling and fusion of heteroge-
neous information cannot provide a more complete solution
[23, 24].

2.2.1. The Functional Model of Data Fusion. From the per-
spective of the functional model of information fusion, the
functional model has the following functions: sensor regis-
tration monitoring area, each time the registered objects
are collected for measurement and evaluation, and various
measurement parameters (parameter d’object and state)
transmission. The function of data calibration is to unify
the time and space reference points of each sensor. Related
processing is used to process new reports collected from a
specific sensor and report data from other sensors. State esti-
mation includes merging a new data set with the original
data each time and estimating the parameters of the moni-
tored object according to the observation value of the sensor
[25, 26].

2.2.2. The Process of Data Fusion. According to the process
shown in Figure 1, the fusion operation is carried out step
by step. In the fusion process, it is necessary to verify pred-
icate conflicts and attribute value conflicts. When the resolu-
tion method is adopted in the realization process, the
conflict of the predicate is resolved by syntactic fusion.
When attribute values conflict, verify the accuracy of the
resource. If there is no identity, continue to perform the
fusion operation, otherwise, end this execution.

2.2.3. Technical Methods of Data Fusion. Assuming that the
action function of the BP neural network is a sigmoid non-

linear function, the output nlk of the hidden layer node l:

nlk = g 〠
x

i=1
ϖikμ

l
k − αk

 !
, k = 1, 2,Λ, q: ð1Þ

Among them, ϖik is the connection weight from the
input layer to the hidden layer, and αk is the threshold of
the hidden layer. The output dlk of the corresponding output
layer node s is

dlk = g 〠
q

k=1
wksn

l
k − κs

 !
, s = 1, 2,Λ, p: ð2Þ

Among them, wks is the connection weight from the hid-
den layer to the output layer, and κs is the threshold of the
output layer. According to the actual output dlk and the
desired output mode, calculate the generalized error dlk of
each unit of the output layer:

elk = κls − dls
� �

, s = 1, 2,Λ, q: ð3Þ

The goal of network learning is to minimize the error
function Fl, which is defined as follows:

F l = 〠
p

s=1

zls
� �2
2 : ð4Þ
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Figure 1: Data fusion process.
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Use the method of gradient descent to find the adjust-
ment amount of, wks, κs, ϖik, and αk.

GIS is based on geographic information system, which
records and expresses spatial information through graphics
and text. GIS is a type of geographic information system,
which uses graphics, text, and other technologies to repre-
sent complex data as an organic combination of graphics
and sound. Its purpose is to satisfy user needs by analyzing
and processing spatial information. In the digital society,
GPS can be used to realize the automatic map conversion
function. Use the 3D reconstruction method to build the
model. The use of coordinate transformation principles to
construct virtual reality mathematical models, etc. is all
application models based on GIS software. It is a set of
dynamic graphics systems developed based on geographic
information systems, which has high practical value and a
wide range of applications. GIS is the use of graphics,
images, text, and other technologies to collect all kinds of
information in geographic space and then use the computer
as the basis after sorting it out. It has powerful data storage
functions and analysis capabilities. Through GIS technology,
graphics, text, and other information can be effectively proc-
essed to form geospatial data with certain laws and charac-
teristics. It contains a large number of rich and diverse
related to human production and life and can be widely used
in various fields.

2.3. Intelligent Auxiliary Teaching System Based on Data
Mining. According to the learner's personalized information
feature vectors r, r1 (student number), it can be known that
the feature vectors of different learners constitute their per-
sonalized information feature matrix. Web usage mining is
one of the key technologies for the overall analysis of learn-
ing resources. The similarity matrix λa×30 between a certain
learner and learners with similar characteristics is as follows:

RSa×30 =

r1:1 r1:2 Λ r1:30

r2:1 r2:2 Λ r2:30

Λ Λ Λ Λ

ra:1 ra:2 Λ ra:30

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
, ð5Þ

λa×30 = R × RSa =

λ1:1 λ1:2 Λ λ1:30

λ2:1 λ2:2 Λ λ2:30

Λ Λ Λ Λ

λa:1 λa:2 Λ λa:30

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
: ð6Þ

Using the Euclidean distance formula in the fuzzy con-
cept, we get

D2 m, nð Þ = 〠
a

i=1
mi − nij j

 !1/2

: ð7Þ

Among them, m = ðm1,m2,Λ,miÞ, n = ðn1, n2,Λ, niÞ ∈ R

. Then the Euclidean distance of feature encoding:

D m, nð Þ = 〠
a

l=1
λm llð Þ − λn mlð Þj j: ð8Þ

When Dðm, nÞ is small, it means that the characteristics
of the learner and another learner are very similar. The cal-
culation method using the characteristic prc is as follows:

prc = q, weight q, prcð Þh i q ∈ q, weight q, prcð Þj j ≥ λf g: ð9Þ

Among them,

weight q, prcð Þ = 1
cj j

� �
∗〠

r∈P
W q, rð Þ: ð10Þ

Assuming that the current session of the user can be
expressed as P = fp1, p2,Λ, pag, and the overall usage char-
acteristic D can be expressed as D = fW1d,W2d ,Λ,Wadg.

Match p, dð Þ = ∑l W
d
l ∗ pl

� �� 	
∑ plð Þ2 ∗∑l W

d
l

� �2h i1/2
 � : ð11Þ

The recommendation coefficient of using web structure
crawler technology to judge whether a website is recom-
mended to learners can be expressed as

Recommend q, pð Þ = weight q, dð Þ ∗match p, dð Þ½ �1/2: ð12Þ

With the rapid development of the Internet and com-
puter technology, various WEB-based auxiliary education
systems are increasingly used in colleges and universities at
all levels. The auxiliary education system can be used for
online learning, online testing, online tutoring, teaching aids,
tutoring materials, and communication and interaction
between teachers and students, and between students.

The system is mainly composed of two parts, an offline
processing module and an online processing module, as
shown in Figure 2.

The online processing module of the personalization sys-
tem will recommend the hyperlink that the user will visit
based on the user’s profile and the page currently being
browsed. The user can follow the recommendation or click
on other hyperlinks. The system interface transmits the
user’s current access operation to the web log usage pattern
mining module, which can obtain the current user access
operation to obtain the results of web log usage pattern min-
ing and recommend resources for users.

2.4. Design of Intelligent Teaching System Development
Architecture. In the EGL language development environ-
ment EDT, various development wizards are provided to
automatically generate different components of the EGL lan-
guage. From the creation of the EGL project to the develop-
ment and debugging of the EGL project, it runs through the
entire development cycle of the EGL project. In the project
creation cycle, EDT provides a wealth of project templates
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for the EGL language to provide developers with services for
different purposes. If needed, users can customize template
types to provide new template support for new projects in
the form of plug-ins.

Intelligent teaching system is an important development
direction for computer-assisted teaching. It means that
developers use artificial intelligence technology to make
computers play the role of educators in personalized teach-
ing and implement personalized teaching models for
learners. Different learning strategies are adopted for
learners with different learning characteristics and different
learning abilities, and the learners’ future learning directions
are adaptively taught to achieve the purpose of truly individ-
ualized teaching. The logical structure of the intelligent
teaching system is generally divided into a three-module
structure and a four-module structure. However, with the
development of science and technology and the emergence
of new technologies, the logical structure of the intelligent
teaching system has also undergone corresponding changes.
This intelligent teaching system is mainly provided by appli-
cation servers, database servers, and Web servers, etc., and
teachers, administrators, and students can access the system
through the Internet. Generally speaking, the basic logical
structure of the intelligent teaching system is roughly com-
posed of three basic modules: student module, teacher mod-
ule, and knowledge base.

The intelligent teaching system is mainly composed of
three parts: web server, application server, and database
server. The system can be accessed through the Internet.
However, these three parts are divided below, as shown in
Figure 3.

The intelligent education system is an adaptive educa-
tion system supported by artificial intelligence: replace the
role of the teacher with a computer, implement personalized
teaching, transfer knowledge to learners with different char-
acteristics and needs, and let learners guide them. With the
help of the Internet, students and teachers can learn and
teach through the Internet’s intelligent e-learning and e-
consulting systems. On the intelligent teaching system plat-

form, teachers can guide students according to their learning
situation, update the knowledge base according to various
information of students, and formulate test questions that
are more suitable for students to learn independently.
Through the personalized on-demand function of the sys-
tem, the intelligent teaching system can provide learners
with educational resources that are more in line with the
needs of learners and help learners improve their learning
efficiency.

A complete computer adaptive test needs to involve
many links of work, including parameter estimation (mainly
refers to the estimation of the testee’s ability and project
parameter), question bank construction, question selection,
and determination of test termination conditions. The com-
puter adaptive testing process can be roughly divided into
two stages: the first stage is the preliminary estimation stage,
which is mainly used to roughly estimate the level of the sub-
ject at the beginning of the test. The second stage is the pre-
cise estimation stage, which is mainly based on the initial
value of the ability estimation in the first stage, using the
maximum likelihood method or other estimation methods
to estimate the ability value of the subjects in the process
of answering questions.

2.4.1. Item Response Theory. The parameter estimation in
item response theory is a very important process, and it is
also a very difficult process. Based on the partial indepen-
dence hypothesis of item response theory, the results of each
subject do not affect each other when answering different
items, and the results of different subjects answering the
same item are also independent of each other.

When only one subject participates in the test consisting
of A items, k = 1, and the item response vector can be
expressed as

K V1, V2,Λ,VA α, X, Y , Zjð Þ =
YA
i=1

QVi
i P1−Vi

i : ð13Þ

User Site file

Monitor module

Push channel
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Site server

Data cleansing

Interest mining
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User browser

Figure 2: Personalized model architecture.
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When A subjects participate in a test consisting of n
items, the above formula (13) is transformed into

K V α, X, Y , Zjð Þ =
YA
k=1

Ya
i=1

QVik
ik P1−Vik

ik : ð14Þ

Among them, Qik is the probability that subject k
answers item i correctly, and Pik is the probability that sub-

ject k answers item i incorrectly. α is the ability value of the
subjects, and X, Y , and Z are the degree of discrimination,
difficulty, and guessing degree of each item.

Through observation, it is known that formula (14) is a
continuous multiplication formula, and it is very inconve-
nient to calculate the derivative. For the same parameter
value, both achieve the maximum value at the same time.
This style is transformed into the following continuous addi-
tion style:

ln K V α, X, Y , Zjð Þ = 〠
A

k=1
〠
a

i=1
λik ln Qik + 1 − λikð Þ ln Pik½ �:

ð15Þ

Differentiate α, X, Y , and Z to get the equations as

η ln K
ηαk

= 0, ð16Þ
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Figure 3: The functional design and system topology of the intelligent teaching system.

Table 1: Comparison of pretest results between experimental class and control class.

Pretest
Number of students Sample standard deviation Passing rate Excellent rate Average score

Experimental group 41 12.1 50% 9% 56

Control group 39 58.9 53% 6% 61

Z 0.5328

P 0.061

Table 2: Comparison of posttest results between experimental class and control class.

Posttest
Number of students Sample standard deviation Passing rate Excellent rate Average score

Experimental group 41 15.6 74% 30% 76

Control group 39 10.7 69% 21% 64

Z 2.512

P 0.007

Table 3: Comparison of the interest in mathematics learning
between the experimental class and the control class.

Very
interested

Interested General
No

interest

Experimental
group

38% 31% 20% 11%

Control group 16% 20% 30% 24%

Total 54% 51% 50% 45%
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η ln K
ηXi

= 0, ð17Þ

η ln K
ηYi

= 0, ð18Þ

η ln K
ηZi

= 0: ð19Þ

There are four formulas on the surface. In fact, since
there are A subjects and a items, each item has three param-
eters. Then, the parameter estimation process is transformed
into the problem of solving nonlinear equations (sets).

2.4.2. Conditional Maximum Likelihood Estimation. Let gð
mÞ = 0 be the nonlinear equation to be solved, m0 is an
approximate root of this equation, m is the exact root of
the equation, and em is the error of the root, then m =m0
+ em, gðmÞ = 0 can be transformed into

g m0 + emð Þ = 0: ð20Þ

The conditional maximum likelihood method has many
limitations, which are mainly reflected in that when the sub-
ject answers all the items in a test correctly or incorrectly,
this method cannot be used to estimate the ability of the
subject.

2.5. The Key Technology of Virtual Classroom Teaching
System. Virtual reality technology is the synthesis and inte-
gration of various scientific technologies such as computer
graphics technology, multimedia technology, sensors,
human-computer interaction technology, and simulation
technology. Virtual reality technology can be divided into
two categories: hardware and software. Hardware technol-
ogy is mainly embodied in the development and application
of sensing and display equipment. Software technology is
mainly embodied in the development and application of vir-
tual reality systems.

GIS-based virtual reality teaching is based on computers
and uses multimedia equipment to achieve interactive func-
tions in a three-dimensional dynamic environment. The sys-
tem collects and transmits information such as graphics,
images, and voice in real time. After obtaining the original
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data, the coordinates of the spatial point and the corre-
sponding parameters (such as terrain undulation) are gener-
ated for the user to select the learning content according to
the needs. Then store these data in the database for later
analysis and processing. Finally, the calculation result is
returned and displayed on the man-machine interface for
the user to refer to, so as to achieve the interactiveness of
the teaching effect.

The virtual reality system is divided into three levels. The
first level is a simple virtual reality system that is a desktop
virtual reality system. The system uses the mouse, keyboard,
and projection screen as interactive tools. The second level is
the more mature virtual reality system (hereinafter referred
to as the second level virtual reality system). This level is also
the virtual reality system developed by major commercial
companies. It is divided into two categories. The first cate-

gory is based on augmented reality. The second category is
mainly AR glasses. When students are in class, they only
need to wear VR glasses on their heads, and they can wander
in the ocean of knowledge. The third level is an interactive
full-experience virtual reality system, which can realize a
full-scale, multiuser interaction, and excellent virtual reality
experience. However, due to the technology and financial
resources required by the system, the current education field
is far from reach.

Compressing and encoding multimedia data are an
essential step in the virtual classroom teaching system. Spa-
tial data format refers to the use of GIS software to process
each virtual object, convert this information into a digital
form, and display and store it on the computer. After the
coordinate system is determined, it is the work that needs
to be done in the process of establishing the three-
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dimensional coordinates. First, select a suitable location and
set the coordinate origin according to the actual site condi-
tions. Then set the attributes of the three-dimensional coor-
dinates according to certain rules. Finally, it is converted
into a two-dimensional spatial data format file for easy use
and management, which is convenient for users to learn
and train in a virtual environment. The format of spatial
data means that various types of graphics can be converted,
that is, a three-dimensional rectangular coordinate system
can be established for any object, and at the same time, a cer-
tain accuracy must be ensured.

In virtual reality teaching, it is mainly about the process-
ing of graphics information, but for students, they prefer the
data itself. Therefore, we convert these digitized images into
a two-dimensional space that can be visually displayed
through certain means. This method can effectively solve
the problem of the mismatch between traditional two-
dimensional floor plans and real life. At the same time, it
can also improve teaching efficiency and accuracy. In terms
of information processing, it is mainly through the acquisi-
tion of raw data, including graphics and text. The first thing
to do is to extract the required information. Make a

0

0.2

0.4

0.6

0.8

0
10
20
30
40
50

Sc
or

e

Pe
op

le

Aspects
Math

em
ati

cal
 prin

cip
les

Teac
hing m

eth
od

Teac
hing s

tep
s

Data
 proces

sin
g

Teac
hing a

id se
lec

tio
n

Understand all
Most understand
Partial understanding
Little understanding

0 20 40 60

Skills Training

Principle understanding

Exploratory

Teaching demonstration

Simulation operation

People

A
sp

ec
ts

Very unsuitable
Suitable

Result
Not suitable
Very suitable

Figure 9: Students’ evaluation and understanding of the applicable field of virtual experimental teaching system.

0

0.05

0.1

0.15

0.2

0

5

10

15

20

25

30

35

F1 F2 F3 F4 F5 F6

W
ei

gh
t

Pe
op

le

Factors

First
Second
Third

Fourth
Fifth
Weight

0

0.05

0.1

0.15

0.2

0.25

0.3

0

5

10

15

20

25

30

C1 C2 C3 C4 C5

W
ei

gh
t

Pe
op

le

Factors

First
Second
Third

Fourth
Fifth
Weight

Figure 10: The advantages and disadvantages of virtual teaching and the reasons for experimental results.

Table 4: Results of closed-book test of experimental class and control class.

Number Average Standard deviation Standard error mean

Experimental class (pre) 41 92.56 3.1657 0.4506

Control class (pre) 39 89.92 3.6568 0.5125

Experimental class (post) 41 94.25 2.5132 0.6258

Control class (post) 39 90.21 2.5109 0.6425
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preliminary analysis. Then, based on this preprocessing, the
results are obtained and the space coordinates and virtual
world model are established. Finally, use the GIS software
to generate a three-dimensional solid map or attribute vector
to form a new surface profile curve to display its shape char-
acteristics and boundary conditions and to calculate the
positional relationship of each point in the plane and on
the plane, so as to realize the description and expression of
the three-dimensional geometric form, visualization, and
other functions. Through the application of virtual reality
technology, we can realize three-dimensional information
processing, which mainly refers to the use of GIS software,
graphical language, and professional knowledge to complete
the editing, storage, and display of original two-dimensional
spatial data.

In the process of virtual reality teaching, teachers can
acquire the knowledge they need more conveniently and
quickly by processing three-dimensional information on
students. The first is data collection. Use GIS software to
build a three-dimensional geometric model. Then according
to the requirements of different users for graphics, text, and
other image elements, select the appropriate equipment for
parameter settings. The second is to analyze the relationship
and interaction between the research object and the back-
ground data. Finally, there are errors in the process of com-
paring and verifying the modeling and operation results and
the size of the error range, and corresponding treatments are
made to facilitate the completion of teaching tasks and pro-
vide students with a good learning environment.

3. Virtual Teaching Function Test

3.1. Virtual Teaching Function Test. In order to test whether
the virtual teaching system developed in this paper can meet
the requirements of various functions, tests are carried out,
including virtual teaching function test and virtual practical
training teaching function. This article takes elementary
school mathematics as an example to elaborate on the test-
ing process of its virtual teaching and virtual training.

System testing is a process of comprehensively testing all
modules and aspects of the system. After the development of
the mathematics teaching system based on. NET is com-
pleted, and we will also conduct reasonable tests on it. The
test of this system mainly includes function, performance,
safety, and other tests.

3.2. Development Environment Construction. Download the
integrated package of Eclipse and EGL tools suitable for
the computer environment in EDT Project Home, download
and unzip it before use. Open Eclipse and open the Eclipse
installation plug-in interface through Help-> InstallNew
Software. And write the installation URL corresponding to
EDT0.8 in the input box behind “WorkWith” on the page.
Click the “Next” button on the page to enter the Web2.0 cli-
ent application setting page with service, where the user can
create a basic package name and select widget items.

3.3. Use the System to Realize the Flipped Classroom. When
developing the EDT Web front-end program, the elemen-

tary school mathematics personalized intelligent teaching
system needs to perform proper operations on the deploy-
ment of EDT. After operating the EDT deployment, the sys-
tem will deploy the automatically generated service in the
target Web program. The target code of RUIHandler and
the target code of RUIHandler. At the same time, other
operations such as the configuration file that should be
bound to the service target code in the current EGL project
will be configured in the target web program, so that users
can directly deploy the target project in the application
server.

Before class, the teacher puts the content to be learned
into the system, and the students log in to the system to con-
duct self-study of theoretical knowledge before class, com-
plete each task point in the preview, and give feedback on
the students’ preview situation during the formal class, for
the next step, the teaching determines the important and dif-
ficult points.

3.4. Online Feedback and Evaluation of Learning Content

3.4.1. Prediction. Before conducting the experimental class,
conduct a comprehensive analysis of the control group and
the experimental group, compare with the students’ knowl-
edge level and learning attitude, and strive to ensure that
there is no significant difference between the experimental
class and the control class.

3.4.2. Posttest. During the experiment, students in the exper-
imental group are encouraged to use the virtual experimen-
tal teaching system to complete the specified experimental
tasks outside of the normal course. All learning resources
of the virtual experimental teaching system can be used to
control the classroom, and students only need to complete
the normal course. At the end of the semester, the control
group and the experimental group were tested.

4. Result Analysis

4.1. Test Data Statistics before and after the Experiment in
the Experimental Class and the Control Class. Before the test,
this article investigated and analyzed the conditions of the
experimental class and the control class, including the num-
ber of students, grades, outstanding, and passing rates. And
use the global double Z test to evaluate the difference
between the two groups. It can be seen from Table 1 that
before the experiment between the experimental class and
the control class, the value of the significance probability P
of the two classes is greater than 0.05, indicating the differ-
ence in the skills and knowledge of the students before the
experimental class and the control class.

As shown in Table 2, after one semester of virtual exper-
iment courses in the laboratory and the control class, the
average score, pass rate, and excellent rate of the experimen-
tal class are higher than those of the control class, with sig-
nificant differences. Facts have proved that the
implementation of virtual experimental education in ele-
mentary school distance learning mathematics has a very
good effect on improving students’ academic performance
on a large scale.
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4.2. Comparison of Interest, Habits, and Attitudes of the
Experimental Class and the Control Class. The data in
Table 3 shows that 69% of the students in the experimental
class are very interested and interested in primary school
mathematics, while only 36% of the students in the control
class are interested in mathematics learning. The interest of
the experimental class students who are not interested in
mathematics learning at the stage is also much lower than
that of the control class.

As shown in Figure 4, the experimental teaching of the
virtual experimental education system has stimulated stu-
dents’ interest in the otherwise boring and difficult basic
mathematical knowledge. 74% of the students in the experi-
mental class would read the textbook carefully before start-
ing the experiment, while only 52% of the students in the
control class would preview. Nearly 43% of the students in
the experimental class think that they can conduct experi-
ments independently through self-study, while only 30% of
the students in the control class think that they can conduct
experiments independently. If there are any learning prob-
lems in the course, 53% of the students in the experimental
class said they would use the virtual experimental teaching
system for exploratory learning, while only 37% of the stu-
dents in the control group said.

All this shows that the use of the virtual experimental
education system can help stimulate students’ enthusiasm
and initiative, generate interest in the curriculum, improve
the awareness of actively using the virtual experimental edu-
cation system, and learn to learn autonomously.

Figure 5 shows that there is a significant difference
between the experimental class and the control class in the
two assessments of subject knowledge, indicating that virtual
experimental education has played the role of students’
subjects and has also significantly increased students’ signif-
icant subject knowledge, which shows that virtual experi-
mental education has played a role in disciplines and has
significantly improved students' knowledge of important dis-
ciplines, encouraging students to explore and innovate.

4.3. Survey on Interest Performance and Ability Development.
From Figure 6, we can see that in virtual experimental edu-
cation, students show a higher level of interest, attention,
independent thinking, and active participation. It can be
seen that virtual experiments are novel compared to tradi-
tional experimental methods, which can attract students’
interest and attention and increase students’ learning initia-
tive and enthusiasm.

In terms of professional training, the effect of virtual exper-
imental education on abstract thinking and students’ thinking
analysis ability is relatively ideal, but it is not ideal to promote
students’ overall applicability in the virtual environment.

When students use the virtual experimental education
system, the statistics in Figure 7 show that more than 50%
of the students believe that the virtual experimental educa-
tion system has significantly increased their experimental
interest and improved design ideas and capabilities, from
independent enhancement and heuristic experience to
stronger and innovative thinking.

4.4. Survey on the Degree of Understanding of Mathematics
Knowledge. It can be seen from Figure 8 that the formation
of virtual mathematics teaching experience is conducive to
understanding the principles and laws, and students can
apply the knowledge they have learned well in the virtual
experience in actual operations. The knowledge that stu-
dents have cannot be used well in the virtual experience,
because the virtual experience cannot reflect the mathemat-
ical principles and rules very well. And the knowledge orga-
nization process of the student staff and the understanding
of the content of the experimental course are not sufficient.

It can be seen from Figure 9 that more than 60% of stu-
dents have reached the intermediate to advanced level in
their understanding of teaching methods, teaching princi-
ples, tool selection, teaching methods, and data processing
through the use of virtual mathematics classes. The highest
score is the element of the teaching stage, indicating that stu-
dents have mastered the teaching stage in the virtual envi-
ronment and can complete their own learning as needed.

It can be seen from Figure 9 that students think that the
virtual mathematics education system is most suitable for
simulating operation experience and understanding princi-
ples. The main reason is that the virtual teaching system is
based on the real world and can simulate various teaching
aids during the experiment. The virtual system allows stu-
dents to conveniently and intuitively use the equipment
and observe the results obtained. The research field is
unknown.

4.5. Advantages of Virtual Teaching and Reasons for
Experimental Results. There are six main reasons that affect
the effect of virtual teaching. This article lists them as
F1~F6. The specific ones are no collaborative experiment
environment is provided, the system cannot well reflect the
authenticity of the operation experiment process, and the
experiment content is not systematically complete. The sta-
bility of the system and the simulation effect are poor, there
is no space for exploring knowledge, and the guidance of
teachers and the communication help of students are lack-
ing. The advantages of the virtual experimental teaching sys-
tem mainly have five factors, represented by C1~C5.
Specifically, it includes being able to not be restricted by
time, space, and space, being able to try to operate equip-
ment that is not available in the laboratory, not damaging
the experimental equipment, the experimental environment
is relatively safe, and being familiar with the structure, func-
tion, and purpose of the experimental instrument.

It can be seen from Figure 10 that the main reasons for
using virtual experience are lack of space for knowledge, lack
of teacher guidance, lack of communication support for stu-
dents, and system stability and simulation effects. Facts have
proved that in order to improve the efficiency of the virtual
experimental education system, students must have a space
for rapid positioning and communication, while ensuring
the stability of the virtual experimental education system
itself and the authenticity of the simulation. It needs
improvement to give learners a good learning effect.

The students saw the advantages of the virtual experi-
ment system as an auxiliary tool for distance learning: time
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and place are free. Experiments can be carried out easily
anytime and anywhere. Expensive equipment is not available
in the laboratory. And the simulated virtual experiment
teaching system is also helpful to familiarize yourself with
the structure of the experimental instrument. It is especially
important for remote students to complete the experiment
homework conveniently anytime and anywhere. It also pays
great attention to the connection between virtual experience
and actual operation.

4.6. Effect Analysis. It can be found from Table 4 that due to
the analysis results of the SPSS software, the mean, standard
deviation, and standard error of the mean are different for
the two classes. Through interviews with students in the
experimental class after class, most students believe that vir-
tual reality systems are better than other methods of elemen-
tary school mathematics teaching.

Through the experiment of virtual reality system to assist
in understanding mathematics teaching, it can be concluded
that virtual reality system plays a significant role in primary
school mathematics teaching and is conducive to the mas-
tery of students’ knowledge, improvement of grades, and
enhancement of spatial ability.

5. Conclusion

With the continuous development of education informatiza-
tion, the interaction between teachers and students becomes
more and more frequent in the teaching process. Under the
background of the rapid popularization of multimedia tech-
nology, virtual reality technology, and the rapid rise of new
technology applications such as computers and network
communications, the realization of teacher-student interac-
tion has become an urgent problem to be solved. Elementary
school mathematics is the beginning of logic, and the mas-
tery of elementary school mathematics is conducive to the
construction of thinking ability. Virtual reality takes real
natural scenes as the research object. By creating a virtual
environment, students can be immersed in it. It can provide
teachers with a real and vivid environment and learning
space. By simulating concrete things, it is easier for students
to understand abstract concepts or mathematical models.
The design of the virtual reality elementary school mathe-
matics teaching system based on GIS data fusion has gained
a lot in its research methods and impact value. The research
and development of this system have brought scientific and
technological civilization and convenience to human
teaching.
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Steganography is a tool which allows the data for transmission by concealing secret information in a tremendously growing
network. In this paper, a novel technique quick response method (QRM) is proposed for the purpose of encryption and
decryption. Existing system uses side match vector quantization (SMVQ) technique which has some challenges such as security
issues and performance issues. To handle the security and performance issues, the proposed system uses two methods, namely,
quick response method and shifting method. In the proposed system, encoding part calculates the performance for capacity,
PSNR (peak signal-to-noise ratio), MSE (mean square error), and SSIM (structural similarity index method), and the decoding
part calculates the performance of MSE (mean square error) and PSNR (peak signal-to-noise ratio). The shifting method is
used to increase the data hiding capacity. In this system, the encryption part embeds the secret image using steganography and
the decryption part extracts the original image. By analyzing and comparing the proposed system with the existing system, it is
proved that the system proposed was much better than the existing systems.

1. Introduction

For the security purpose, data hiding process is used to
embed the data into digital media. It delivers large volume
for secret information hiding which results into stego
image imperceptible to human vision. Data hiding such
as image and text that permits the cover image to be
improved after the embedded message is mined from the
marked image. Data hiding is broadly used to hide the
secret information into a cover information like a video
file, an audio file, and an image [1]. For efficient storage
and transmission, embed data into an image and link with
compression. Medical images are transferred from one
hospital to another hospital for review by physicians
across the globe. Such medical image data has to be stored

in the database for future reference of patients. Normally,
these medical images are compressed and stored before
being transmitted over the Internet. Similarly, the patient
data is also embedded within the medical images. The hid-
den and the host image data can be recovered from the
embedded image without any data loss [2]. In RDH
(reversible data hiding), the data to be covered up is
embedded in the cover image. Data hiding technique and
image compression technique can be integrated as one sin-
gle module [3]. Reversible data hiding can embed the mes-
sage data in a host image without any loss of the host
image. If watermarked image is used for image authentica-
tion, with the improved histogram-based reversible data
hiding scheme which is based on prediction and sorting,
the original image can be reverted before the embedding

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 1505133, 11 pages
https://doi.org/10.1155/2022/1505133

https://orcid.org/0000-0002-1825-8427
https://orcid.org/0000-0002-2794-3258
https://orcid.org/0000-0003-4297-3460
https://orcid.org/0000-0002-1249-906X
https://orcid.org/0000-0003-3700-2491
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1505133


process. This histogram-based embedding increases the
capacity of the embedding process [4]. The steganography
method is aimed at secretly hiding the data in a multime-
dia medium between two sides to conceal the occurrence
of the message. It is based on two important factors such
as embedding payload and efficiency. It gives the result
that creates it suitable to transfer data without being cen-
sored and the data interrupted. Data security is broadly
based on encryption and for few cases based on an extra
layer of security [5]. A high embedding performance is
offered by transform domain JPEG image steganography
method [6]. Histogram shifting technique in integer wave-
let transform area converts information into higher fre-
quency wavelet coefficients subbands. The histogram
modification approach is useful to avoid overflow and
underflow. It reallocates a fraction of the larger frequency
wavelet subband histogram and consequently inserts data
with the help of generated histogram zero-point.

The proposed method performance with data embedding
payload is compared with the performance of existing
methods in integer cosine transform domain, spatial domain,
and integer wavelet transform domain. The maximum
embedding payload in the same visual quality is computer
by PSNR or has a higher PSNR in the same payload. At the
time of shifting operation performed high-frequency integer
wavelet subbands, the overflow (e.g., for an 8-bit image, the
value of pixel grayscale exceeds 255) and/or underflow (e.g.,
for an 8-bit image, the pixel grayscale value below 0) could
take place, hence preventing the lossless need consecutively
to overcome overflow and/or underflow [7]. Image decom-
pression is based on side match vector quantization (SMVQ).
At the sender side, vector quantization is applied to compos-
ite blocks, to manage visual deformation and error flow.
Image is segmented into nonoverlapping blocks. The left-
most and upmost blocks are compressed using vector quan-
tization. Remaining blocks are compressed by side match
vector quantization (SMVQ). At the receiver side, recon-
struction of image takes place. Extraction phase consists of
exactly reverse process, i.e., decompression side match vector
quantization (DSMVQ) [8].

2. Related Work

A high-capacity modified steganography technique using
wavelet transform was reported by Ali et al. In this tech-
nique, the original cover image was preadjusted such that
the reconstructed pixels from the embedded coefficients
would not exceed its threshold value. The drawback of the
proposed method is the computational overhead. This tech-
nique obtained the PSNR value of 40.98%. Acharya et al.
have proposed a method to hide multiple secret images
and keys in color cover image using integer wavelet trans-
form (IWT) using image steganography technique. The
average PSNR value obtained is 44.7%. Sathish et al. sug-
gested a high-capacity and optimized image steganography
technique based on ant colony optimization algorithm. This
technique achieved the PSNR value of 40.83. Ahmed et al.
used nonlinear properties of quantum walks to design a
novel technique for constructing S-boxes and applied those

S-boxes to design a new steganography technique. The pro-
posed method obtained the PSNR value which is 44.26%.
Nadish et al. embedded the data in the edge pixel of carrier
image using an improved image steganography. The PSNR
value for this technique obtained is 45.33%. The organiza-
tion of the paper is categorized as follows. Section 1 explains
the introductory part of data hiding and steganography. Sec-
tion 2 illustrates the related work based on the steganogra-
phy. Section 3 describes the proposed quick response
technique-based steganography. Section 4 elaborates the
results and discussion. Finally, Section 5 gives the conclusion
of the paper.

3. Proposed Quick Response-
Based Steganography

The proposed quick response technique is developed such
that the capacity for encoding process is increased. With
the help of ZXing (open source library) and MATLAB, it
can be retrieved. The algorithms are applied to process the
QR codes which include some geometric properties like area,
centroid, bounding box for finding and varying the color of
“finder patterns,” and its conditions for each code with several
colors in MATLAB thus maximizing into three dimensions.
To create three-dimensional quick response code encoding
process, three processed codes are added for three separate
messages. The reverse operation was performed for decoding
process such that encoded code was initially delayered by split-
ting the red, green, and blue channels and subsequently
thresholder to go again the originally encoded quick response
codes. The improved patterns include the most important in
covert applications. Histogram shifting method prevents over-
flow and underflow issues which enhances the visual quality of
image and data hiding capacity. Quick response code tech-
nique is used to encrypt the cover image and later decrypt
the original information with high quality.

Initially, the image data is partitioned into two main
blocks. In the processing step, the histogram is created for
every block. The quantity of data which can be embedded
within image blocks is more by comparing the embedding
within a single image. The proposed block schematic for
encoding and decoding process is shown in Figures 1 and 2.

3.1. Image Acquisition. The input image was color which
may be in the file format of (jpg, png, bmp, and tiff) and
compressed or uncompressed formats. Then, the image is
transformed into a color space. The different color spaces
are RGB, HSV, YIQ, LAB, and YCbCr. Image enhancement
is to increase the quality of images using spatial, frequency,
and watermark transform domain.

3.2. Filter Image. The filtering takes both spatial and inten-
sity domain information in calculating the edge-preserving
smoothing output for an input image. It replaces the inten-
sity of each pixel with intensity values from nearby pixels.

3.3. Histogram Shifting. Monotonic mapping between a test
and reference image of histograms is computed by histo-
gram shifting. Test and reference images can be any of the
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permissible data types and need not be equal in size. This
shifting technique increases the contract based on similarity
between test and reference image.

3.4. QR Method. QR code is two-dimensional barcode which
is categorized in matrix barcode that can store large alpha-
numeric information. Barcode consists of black modules
arranged in white background. Data can be restored even if
the symbol is partially dirty or damaged. EF of a given image
D in the form of a matrix is defined as

D = E × F, ð1Þ

where E is an orthonormal matrix and F is an upper triangu-
lar matrix. D and E are denoted as D = ½d1, d2, d3,⋯, dn� and
E = ½e1, e2,⋯, en�, respectively.

Embedding algorithm:

(i) Read a test image

(ii) Make QR decomposition with a watermark image

(iii) Apply discrete wavelet transform (DWT) on both
test and QR decomposition images

(iv) Insert the QR decomposition image into test image

(v) Reconstruction of test image to apply inverse of
DWT

(vi) Finally, we get embedded image

Extraction algorithm:

(i) Read the embedded image and test image

Secret
image/text

Embedded
using

QR method

Image with
hidden data/
stego image

Performance
analysis

Cover image Filtered image Histogram shi�ing

Figure 1: Block diagram proposed quick response encoding process.

Embedded
image Extraction

Extracted original
image/reconstructed

cover image

Extracted data/
image

Performance
analysis

Figure 2: Block diagram proposed quick response decoding process.
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(ii) Apply DWT on both test and embedded images

(iii) Subtract embedded image with the test image and
get the QR decomposition image

(iv) By using QR decomposition reader extract water-
mark image from the QR decomposition image

Cover: the data or image which is masked inside the
secret message. Embedding and extraction processes: in this
process, the secret data was enveloped inside the cover and
the hidden data can be recovered. Encryption: this is an
embedding process where the secret data is coded [9]. Stego
information: the information obtained at the end of the
embedding process is known as stego information. Decoding
process: the extraction phase can be followed by a suitable
decoding phase depending upon whether encryption was
used or not during embedding [10]. Steganography: stega-
nography based on text, audio, video, or image is used as
the cover medium. Digital image stenographic concepts are
very famous mediums applied worldwide for data transfer
in addition to data hiding [11]. Steganography mapping
for a digital image using embedding and extraction process
is given by

M1 = C1 × K1 × T1f g⟶ C1′ ,

X1 : C1′ × K1ð Þ
n o

⟶ C1,
ð2Þ

whereM1 is the embedding function, X1 the extraction func-
tion, C1 the cover image, C1 ′ the stego image, K1 the set of
keys, and T1 the set of secret messages.

3.5. Peak Signal-to-Noise Ratio and Mean Square Error
Computation. The PSNR calculates the peak signal-to-noise
ratio, among the two different images expressed in terms
of decibels. This relation is frequently used as an excellence
measurement between the original and a compressed image.
For better quality measurement, the value of PSNR should
be high; thus, it produces a high-quality image even if it is
a compressed or reconstructed image [12]. The mean square
error (MSE) and the peak signal-to-noise ratio (PSNR) are
the two most important terms for the accurate image quality
determination. When the value of MSE is lower, the error
obtained is also reduced [13].

PSNR can be calculated using equations (3) and (4).

MSE = 〠
M1,N1

I1 m1, n1ð Þ − I2 m2, n2ð Þ½ �2
M1 ×N1

, ð3Þ

where M1 is the number of rows and N1 is the number of
columns in the input image. After that, the block calculates
the PSNR using the given equation:

PSNR = 10 log10
r2

MSE

� �
, ð4Þ

where r can be varied based on the input image data type.

3.6. Structural Similarity Index Method. The structural sim-
ilarity index method (SSIM) is a method for determining
the stego image quality. SSIM is used for computing the sim-
ilarity of two images. This measures the image quality based
on an uncompressed or distortion-free image. SSIM is simu-
lated to develop on the latest techniques such as peak signal-
to-noise ratio (PSNR) and mean squared error (MSE) [14].
SSIM is measured from the host image and the dense image.
It is calculated based on the important metrics, namely, con-
trast and luminance [15].

The SSIM index is measured based on various images.
The measure between two images a and b of common size
B × B is

SSIM a, bð Þ = 2μ1aμ1b + C2ð Þ 2σ1ab + C12ð Þ
μ12a + μ12b + C1
� �

σ112a + σ12b + C12
� � , ð5Þ

where μ1a is the average of ai, μ1b is the average of bi, σ12a is
the average of ai, σ12b is the average of bi, and σ1ab is the
covariance of a and b.

C1=ðN1LÞ2, C2=ðN2LÞ2C1, C2 provides a weak denomi-
nator to stabilize. L is the pixel dynamic range value, N1 =
0:01 and N2 = 0:03 by default. The symmetry condition for
SSIM index is SSIM ða, bÞ = SSIM ðb, aÞ using this formula:

lua, bð Þ = 2μaμb + C1
μ2a + μ2b + C1

,

co a, bð Þ = 2σaσb + C2
σ2a + σ2b + C2

co a, bð Þ = 2σaσb + C2
σ2a + σ2b + C2

,
ð6Þ

st a, bð Þ = σab + C3
σaσb + C3

st a, bð Þ = σab + C3
σaσb + C3

: ð7Þ

With, in addition to the above definition,

C3 =
C2
2 C3 =

C2
2 : ð8Þ

SSIM is the a weighted combination of those compara-
tive measures

SSIM a, bð Þ = d a, bð Þα · c a, bð Þβ · s a, bð Þγ
h i

SSIM a, bð Þ
= d a, bð Þα · c a, bð Þβ · s a, bð Þγ
h i

,

Setting the weights α, β, γ to 1:
ð9Þ

Generally, SSIM expression is based on three measure-
ments between the test images of a and b: luminance (lu),
contrast (co), and structure (st). The entity comparison
approach evaluates the image quality [16].

4. Results and Discussion

The proposed technique was evaluated for the security effi-
ciency on both the gray level and color images. The
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following subsections describe the encoding and decoding
process and their performance analysis of the proposed sys-
tem [17]. The encoding process of the proposed system con-
sists of the following subprocesses: (i) input image, (ii)
filtered image, (iii) histogram shifting, (iv) embedding, and
(v) stego image. The decoding process of the proposed tech-
nique consists of the following subprocesses: (i) embedded
image and (ii) extraction.

4.1. Encoding Process. The following section describes the
encoding process of the proposed system. Initially, the cover
image is taken as an input image [18]. Then, the input image
is filtered using trilateral filter and the filtered image is given to
the histogram shifting to increase the data hiding capacity of
the proposed system. The resultant image is embedded with
secret. Image/text using embedding technique is called the
quick response method. The stego image is obtained from
the embedded image, and the evaluation of the performance
provides better results than the other existing systems.

Input image is given by the user. Figure 3(a) shows the
user given over image. The filtered image is obtained from
the given input image using trilateral filter as shown in
Figure 3(b). Histogram shifting is a technique which is done
on each block of the image. Figure 3(c) shows the histogram
shifted image and its histogram [19]. Embedding is the pro-
cess of inserting text/image behind the original image. This
process is carried out using the quick response method. This

method improves the data hiding capacity of the proposed
system. Figure 3(d) shows the message file and histogram
of hided image. At first, cover image segmentation is done

Reconstructed
cover image

(a)

Message file

(b)

Histogram for cover
image

0
0

100
200
300
400
500
600
700
800
900

50 100 150 200 250

(c)

Figure 5: (a) Reconstructed cover image; (b) message file; (c)
histogram for cover image.

Figure 4: Cover image segmentation.

Cover image

(a)

Filtered image

(b)

Histogram shi�ed

(c)

Stego

(d)

Message file

(e)

Shi�ed response

0
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2000
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50 100 150 200 250

(f)

Histogram of hidden
image

1500
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(g)

Histogram of stego
image
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(h)

Figure 3: (a) Cover image; (b) filtered image; (c) histogram shifted image; (d) stego; (e) message file; (f) shifted response; (g) histogram of
hidden image; (h) histogram of stego image.
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Figure 6: (a) Cover image; (b) histogram for cover image; (c) filtered image; (d) histogram of shifted image; (e) shifted image; (f) message
file; (g) histogram of hidden image.
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Figure 7: (a) Cover image segmentation; (b) stego; (c) histogram of stego image.
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on the embedded image and it is the process of dividing the
images using discrete wavelet transform. Figure 4 shows the
representation of cover image segmentation.

Steganography is a process of communicating secretly
where the text/image is hidden in another image. It increases
the data hiding capacity of the proposed system. The figure
shows the stego image and its histogram.

4.2. Decoding Process. The following section explains the
decoding process of the proposed system. Initially, the
reconstructed cover image is taken as an input image. The
hidden text/image is extracted from the reconstructed cover
image or embedded image using inverse quick response
method [20]. Finally, the performance evaluation is done
on the reconstructed cover image and it provides better
results than the other existing systems. Figures 5(a)–5(c)

show the reconstructed cover image, the hidden text/image
extracted from the reconstructed cover image, and its
histogram.

4.3. For Color Image. Similarly, the encoding and decoding
process of the proposed system was carried out for the color
images. Figures 6(a) and 6(b) show the cover image and its
histogram. Figure 6(c) shows the filtered image which is
done with the help of trilateral filter for color images. The
histogram shifted image and its shifted histogram are
shown in Figures 6(d) and 6(e). The filtered color image is
given as an input for histogram shifting technique [21].
The histogram shifted image is embedded with message file
using quick response method as shown in Figures 6(d) and
6(e). Figures 6(f) and 6(g) show the message file and its
histogram.

Cover image

(a)

Histogram for cover image
800
700
600
500
400
300
200
100

50 100 150 200 250
0

0

(b)

Message file

(c)

Figure 8: (a) Cover image; (b) histogram for cover image; (c) message file.

Table 1: Performance analysis of the proposed QR-based steganography.

Test images Secret image Capacity
Encoding Decoding

SSIM MSE PSNR MSE PSNR

Barbara
Data

71061
0.9291 4.6266 52.5359 0.23 78.80

Image 0.9340 5.0853 52.0185 0.234 78.80

Helen
Data

71076
0.9872 4.6688 52.4915 0.25 81.79

Image 0.9961 5.1484 51.9526 0.207 81.90

Lenna
Data

70965
0.9645 4.6285 52.5335 0.26 78.87

Image 0.9760 5.0780 52.0264 0.269 78.81

Lighthouse
Data

70919
0.9907 4.6542 52.5029 0.21 78.74

Image 0.9834 5.0899 52.0136 0.251 78.63

Mandrill
Data

71169
0.9623 4.5675 52.6072 0.19 78.56

Image 0.9669 5.0186 52.0901 0.180 78.51

Owl
Data

71281
0.9825 4.8155 52.3153 0.18 79.45

Image 0.9522 5.2936 51.8026 0.148 78.51

Penguin
Data

70850
0.9591 4.4858 52.7078 0.18 77.02

Image 0.9695 4.9354 52.1810 0.189 76.99

Pepper
Data

70868
0.9926 3.0433 55.02 0.24 76.58

Image 0.9909 3.3089 54.4968 0.234 76.56

Taj Mahal
Data

71064
0.9810 4.8616 52.2632 0.18 77.46

Image 0.8349 5.300 51.7961 0.154 77.41
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The cover image segmentation for color image is carried
out using discrete wavelet transforms as shown in
Figure 7(a) [22]. The stego image is obtained from the resul-
tant embedded image. Figures 7(b) and 7(c) show the stego
image and its histogram. Finally, the hidden data/image is
extracted from the cover image. Figures 8(a)–8(c) show the
cover image, message file, and histogram for the cover image.

Table 1 shows the performance analysis of both encod-
ing and decoding process of the proposed system using
quick response-based steganography technique. The table
illustrates the simulation results including the following
parameters: test images, secret image, capacity, and encoding
and decoding parameters (Mishra, 2016). The encoding
parameters are SSIM, MSE, and PSNR. The decoding
parameters are MSE and PSNR.QR-based steganography
technique with various message sizes on various grayscale
images is determined. Moreover, the mean square error
and average PSNR values are explained.

Mean square error and PSNR values for secret data are
clearly illustrated for the test images such as Barbara, Helen,

Lenna, Lighthouse, Mandrill, and Owl as shown in Figure 9.
The MSE for encoding process, MSE for decoding process,
PSNR value for encoding process, and PSNR value for
decoding process are described in this graph.

The result of simulation shows the mean square error
and PSNR values for secret images are clearly illustrated
for the test images such as Barbara, Helen, Lenna, Light-
house, Mandrill, and Owl as shown in Figure 10. The MSE
for encoding process, MSE for decoding process, PSNR
value for encoding process, and PSNR value for decoding
process are described in this graph. Figure 10 depicts the
graphical representation of obtained hiding capacity values
for the test images. The test image Owl has higher capacity
compared to other test images. From the graph, the test
image light images have the lower hiding capacity value.
The results of steganography capacity denote the most sig-
nificant view of any stenographic method.
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Figure 9: MSE and PSNR graph for encoding and decoding.
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Figure 11 depicts the graphical representation of
obtained hiding capacity values for the test images. The test
image Owl has higher capacity compared to other test
images. From the graph, the test image light images have
the lower hiding capacity value. The results of steganography
capacity denote the most significant view of any steno-
graphic method. The capacity of all cover images to embed
the secret image increases, and the QR method increases
the security of the secret information.

The SSIM graphical representation for the test images is
shown in Figure 12. By using the proposed technique, the
obtained value for SSIM using different test images is clearly
mentioned to evaluate the proposed method performance.

Figure 13 shows the graph for MSE difference between
the secret image and data.

Figure 14 shows the graph for PSNR difference between
the digital image and data. From the graph, the PSNR value
obtained for secret data is higher for all test images com-
pared to the PSNR value for secret images. Secret messages
should be protected not only in the cyber domain but also
in the complex physical domain [23]. The results of
Table 2 show that the proposed QR-based steganography
method yields better results than all the existing techniques
in almost all stenographic images. From this table, by using
the proposed method, the PSNR value obtained for the test
images Barbara, Mandrill, Lenna, and Pepper is 52.53 dB,
52.60 dB, 52.53 dB, and 52.61 dB, respectively. Steganogra-
phy conceals the existence of a secret message while cryptog-
raphy alters the message format itself [24].

Figure 15 clearly shows the comprehensive results of dif-
ferent algorithms as well as the proposed quick response
algorithm. The proposed algorithm was considered to be
the threshold value to calculate the PSNR percentage for
all the existing algorithms.

From Figure 16, it is proved that the PSNR is much
improved in the proposed quick response algorithm by
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Figure 13: Graphical representation of MSE difference between the
secret image and data.
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Figure 14: Graphical representation of PSNR difference between
the image and data.

Table 2: Comparative study of various algorithm-obtained PSNR
for steganography.

Author and year Algorithm
Cover
image

PSNR
(dB)

Shabir et al., 2010
Pixel repetition

method

Barbara 45.13

Mandrill 45.16

Lenna 45.14

Pepper 45.21

Iyad et al., 2016 Reversible data hiding

Barbara 48.70

Mandrill 48.71

Lenna 48.70

Pepper 48.71

Mehdi et al., 2017

Parity-bit pixel value
difference and

improved rightmost
digit replacement

Barbara 36.90

Mandrill 38.55

Lenna 39.09

Pepper 39.11

Ahmed et al., 2019
Quantum substitution

boxes

Barbara 44.18

Mandrill 44.19

Lenna 44.13

Pepper 44.11

Inas et al., 2020
Dual tree complex
wavelet transform

Barbara 51.42

Mandrill 51.02

Lenna 51.37

Pepper 51.19

Proposed Quick response

Barbara 52.53

Mandrill 52.60

Lenna 52.53

Pepper 52.61
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2.5% compared to the best existing algorithm. The higher
the PSNR, the better the quality of the compressed or recon-
structed image.

5. Conclusion

The data hiding and stenographic capacity is the most signif-
icant aspect of the proposed system. A novel data hiding
technique is proposed to improve the security of the pro-
posed system. The histogram shifting method ensures the
improvement in data hiding capacity, and the quick
response method is helpful in extracting the hidden data or
image from the original cover image. Several images were
taken as test images, and the experiment was carried out
on these test images. The resultant images proved that the
proposed technique enhances the data hiding capacity by

embedding the secret data/image in the cover image using
the shifting method. The performance analysis of both
encoding and decoding process provides better result than
any other techniques used for data hiding.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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Innovation and entrepreneurship (IAE) education in higher vocational education is mainly to cultivate college students’
innovative spirit and ability, and it is an important way to promote economic development. However, the current academic
research on the construction of IAE education ecosystem in higher vocational school (HVS) is relatively weak. In order to
improve the IAE education ecosystem of HVS and strengthen the innovation of HVS education system, this study
systematically discusses and analyzes the system from the four aspects of system boundary, state, power, and movement and
further innovates and constructs the IAE education ecosystem of HVS on the basis of university education system, subject
cooperation, and mechanism management. The results prove the feasibility of HVS IAE education ecosystem from the
perspective of system theory, enhance the cultivation of HVS talents’ IAE ability, and are of great significance to promote the
comprehensive reform of higher vocational school education system.

1. Introduction

Innovation and entrepreneurship (IAE) education in higher
vocational education is mainly to cultivate college students’
innovative spirit and ability, serve the construction of an
innovative country, and is an important way to promote
economic development [1]. The report of the 19th National
Congress of the Communist Party of China clearly puts for-
ward, actively encourages IAE to drive employment, and
helps fresh college students achieve employment and entre-
preneurship [2]. Compared with general education, higher
vocational education is more closely connected with indus-
try and market and has the natural advantage of developing
IAE education. Many domestic scholars began to pay atten-
tion to IAE education. Bo et al. explored the deep integration
path of professional education and IAE education, hoping to
realize the coordinated development of vocational education
and IAE Education [3]. Dongmei took Jilin Engineering
Vocational College as an example to explore the IAE educa-
tion system of higher vocational school (HVS) through three

aspects: full coverage, hierarchy, and modularization [4].
IAE education of HVS is a systematic project promoted as
a whole, which requires mutual cooperation and cooperation
among participants, and more attention should be paid to
the coupling relationship between top-level design and
implementation.

With the proposal of China’s education reform, the the-
ories of integrity and systematicness in the field of ecology
have been applied in pedagogy, gradually forming the theory
of educational ecology and putting forward the IAE educa-
tion ecosystem. The construction of the IAE education eco-
system of HVS is of great significance to IAE Education [5],
but the current academic research on the construction of the
IAE education ecosystem of HVS is relatively weak, As a
result, the so-called educational reform is still in the explor-
atory stage. Shunbo and Wei explored the path of building
IAE ecosystem from five system aspects based on type char-
acteristics [6]. Yang took Sichuan Vocational College of cul-
tural industry as an example, analyzed the necessity of
building IAE education ecosystem, and summarized the
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specific measures of IAE education ecosystem construction
of HVS [7].

With the reform of education system by social develop-
ment, the construction of IAE education ecosystem of HVS
is an inevitable requirement to serve the national develop-
ment strategy and an inevitable trend to enhance the adapt-
ability of vocational and technical education. This paper
discusses the reform of education ecosystem.

2. Practical Problems and Available
Resources for IAE Education in HVS

2.1. Practical Problems. The construction of IAE education
ecological embodiment in colleges and universities is a com-
plex main project involving many problems. As a result of
efforts in recent years, the existing IAE education ecosystem
of HVS in China has taken shape, but its future development
still faces bottlenecks [8]. Sha analyzed the significance and
existing problems of enterprise school cooperation in IAE tal-
ent training through the exploration of talent training path
and believed that we should pay more attention to IAE Educa-
tion [9]. Jianzhong believes that the current HVS’s IAE educa-
tion thinking concept is backward, the teachers are not
enough, and the system is not perfect, which needs to be fur-
ther improved [10]. Guofeng also believes that the current
IAE education system has immature concept, imperfect man-
agement mechanism, chaotic internal structure, and insuffi-
cient fund investment [11]. Yang and Wu further improved
and optimized the IAE education system from the aspects of
responsibility implementation, curriculum system, teaching
staff, cultural atmosphere, and establishment of practice plat-
form and policy guarantee, so as to improve students’ high-
quality employment and realize the high-quality development
of the school [12].

In the past, the teaching methods of the normal education
system in colleges and universities were jointly participated by
the student department, schools, and school enterprise coop-
eration units in the teaching process. School support was
adopted for entrepreneurship with college students. Students
raised their own funds, school enterprise job fairs, and individ-
uals took the initiative to apply online. Most students pre-
ferred employment, and the number of students who started
their own businesses was relatively small.

2.2. Available Resources. The education ecosystem is a sys-
tem composed of horizontal subject coordination and verti-
cal mechanism coordination, which needs the support of the
government and society through policy and resource drain-
age. At this time, students still do not have more resources
and experience for the society. The education is more to pro-
vide guidance. Colleges and universities and teachers and
students expand the output of achievements through teach-
ing and practical training and realize the development pat-
tern of two-way promotion. According to the viewpoint of
system theory, the system is analyzed from four aspects:
boundary, state, power, and motion.

2.2.1. Openness of System Boundary: Support and Output.
From the perspective of the external sources of the IAE edu-

cation ecosystem of HVS, the government has issued rele-
vant policies to guide IAE education in colleges and
universities and provided financial support for IAE educa-
tion in colleges and universities through financial allocation.
The society provides technical support and platform support
for IAE education in colleges and universities through
school enterprise cooperation. From the internal perspective
of the IAE education ecosystem of HVS, colleges and univer-
sities have received various external support and realized the
output of innovative talents, innovative technologies, and
innovative projects. Border openness is a necessary prerequi-
site for the internal and external exchange and resource
exchange of IAE ecosystem in manuscript colleges and also
determines the characteristics of system state, system power,
and system movement.

2.2.2. Non Equilibrium of System State: Dissipation and
Disorder. Because of the expanding boundary openness of
the IAE education ecosystem of HVS, it presents a nonequi-
librium state. From the perspective of dissipative structure of
resource allocation, the support for IAE education of HVS is
different in different regions. This “disorderly” nonequilib-
rium state can promote the transfer of IAE education
resources in higher vocational colleges and form the power
of complementary advantages and disadvantages. From the
perspective of the dissipative structure of subject coopera-
tion, due to the different value choices and professional
levels of different subjects, the division of labor of IAE edu-
cation in HVS is also different. This “disorderly” unbalanced
state promotes institutionalized cooperative governance and
efficient cooperation.

2.2.3. Nonlinearity of System Dynamics: Interleaving and
Catalysis. The complexity of IAE education of HVS makes
the interaction mode of factors at all levels no longer a sim-
ple linear relationship, but a spiral trajectory. When the IAE
education strategy of HVS was just put forward, there was a
simple linear relationship between the government, universi-
ties, and teachers and students. After promoting the cooper-
ation between schools and enterprises and the integration of
industry and education, it became a complex nonlinear rela-
tionship of multipoint cooperation among the government,
universities, society, teachers, and students. In the future,
with the increasing depth and breadth of participation of
various subjects of HVS IAE education, the nonlinear role
of this system will also be strengthened, and the effectiveness
of HVS IAE education ecosystem will be brought into full
play.

2.2.4. Fluctuation of System Motion: Jump and Qualitative
Change. The nonlinear relationship of IAE education ecosys-
tem of HVS makes the results of system movement show
huge fluctuation. At the level of external fluctuation, the
adjustment of top-level design and the change of educational
environment will lead to the deviation of the internal struc-
ture of the ecosystem, and the nonlinear relationship is more
significant, which promotes the IAE education of HVS to
reform and adjust in depth and develop with higher quality.
At the level of internal fluctuation, the change of cooperation

2 Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

mechanism and the change of teachers’ and students’ needs
will make the internal structure of the system develop out of
order, expand the nonlinear auxiliary relationship, promote
the in-depth adjustment of IAE education mode and mech-
anism of HVS, and pay more attention to the cultivation of
college students’ enthusiasm, creativity, and ability.

The openness of the boundary, the nonequilibrium of
the state, the nonlinearity of the dynamic, and the fluctua-
tion of the movement are the characteristics of the IAE edu-
cation ecosystem of HVS. Firstly, the openness of the system
boundary is the symbol of the effectiveness of IAE education
in HVS, which determines the existence and sustainable
development of the system. Secondly, the greater the diver-
sity of IAE education in HVS, the greater the intensity of
reform; the key to promoting the IAE education reform of
HVS is the imbalance of the system state. Thirdly, the richer
the participants of the IAE education system of HVS, the
more perfect its coordination system and the more scientific
its mechanism; the formation source of IAE education syn-
ergy of HVS is the nonlinearity of system dynamics. Finally,
the internal cause of the high-quality development of IAE
education of HVS is the fluctuation of system movement.
The reform and adjustment of internal and external linkage
has greatly promoted the improvement of IAE education
quality of HVS.

3. Innovation in the IAE Education
Ecosystem of HVS

The education ecosystem is a complex system, developed
from a simple system, and is a development process of
orderly growth. In this process, the coordination among sub-
jects plays a key role, which requires multidimensional coor-
dination among subjects such as government, schools, and
enterprises. This requires not only teacher sharing, project
docking, resource coconstruction, and other methods but
also public opinion guidance, policy support, financial
investment, interest balance and so on. The structure of
the IAE education subject subsystem is shown in Figure 1.

In Figure 1, the government, as the initiator, advocate,
and policy maker of IAE education, defines the implementa-
tion path and objectives of IAE education through top-level
design; as the main body of direct connection and imple-
mentation, the colleges and universities include entrepre-
neurship college, youth league committee, academic work
committee, academic affairs office, research institute, labora-
tory, and other departments, which, respectively, undertake
the roles of IAE education, teaching, guidance, and scientific
research. It is necessary to specify the IAE education devel-
opment plan according to the university’s conditions and
Cather’s theory and practice courses of IAE education, so
as to create an atmosphere for the development environ-
ment of IAE in colleges and universities; as the carrier and
platform of IAE education, enterprises provide practice
opportunities and internships for college students, provide
guidance for entrepreneurship projects, and provide favor-
able external conditions for IAE education. The entrepre-
neurship park provides IAE with entrepreneurship venues,
policy consultation, entrepreneurship guidance, and infor-
mation services and plays a leading role in IAE education.
In the process of participating in various entrepreneurial
projects, college students’ innovation awareness and entre-
preneurial spirit have been improved, and their entrepre-
neurial experience has become richer and richer. Finally,
their achievements have been transformed into real enter-
prises, providing more students with jobs and entrepreneur-
ial opportunities.

The education system is a typical open system with cer-
tain complexity. In order to improve the IAE education sys-
tem, we need to combine the overall planning of education,
the optimization of policy supply and the enhancement of
resource symbiosis, establish a guarantee system of external
subject coordination and internal department linkage to
ensure policy implementation resources, determine the
training level and content, and adjust and supplement the
talent training plan, through the combination of all aspects
of the system to achieve the training goal. The IAE education
talent training system is shown in Figure 2.

Instructor

Instructor

Full-time teacher
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Youth
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committee

Academic
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Dean's office
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Figure 1: Main subsystem of innovation and entrepreneurship education.

3Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

4. Teaching Experiment and Test Results

4.1. Basic Information of Students and Teaching Grouping. In
order to increase higher vocational students’ all-round cog-
nition of IAE ecological education system, 2000 graduates
of a HVS in 2020 and 2021 were randomly investigated in
groups. The graduates in 2020 were a group of normal
higher vocational education, with an average of 18.5-20
years old, 1245 boys and 755 girls. The higher vocational
students in 2021 are another group receiving IAE education
system, with an average age of 18-20.6 years, 1087 boys and
913 girls.

4.2. Teaching Methods and Teaching System. The graduates
in 2020 adopt the teaching methods of the normal education
system of colleges and universities. In the teaching process,
the student department, schools, and school enterprise
cooperation units jointly participate in the school support
for entrepreneurship with college students. Students raise
funds by themselves, and school enterprise job fairs and per-
sonal active online recruitment. Most students give priority
to employment, and the number of students who start their
own businesses is relatively small.

In 2021, the graduates adopted the teaching method of
HVS IAE ecological education system. During the teaching
process, they reformed the previous education system,
sought various educational preferential policies to provide
financial support for students, and greatly improved the stu-
dents’ active learning habits in the way of combining teach-
ing theory with practice. The school will provide guidance
and support in many aspects to graduates with innovative
and entrepreneurial ideas and encourage students to partic-
ipate in independent entrepreneurship.

4.3. Observation Contents and Statistical Methods. For the
two groups of students in 2020 and 2021, observe the mass
entrepreneurship and innovation education under the
reform education, investigate and count the cognition of

the education system, the entrepreneurial scale and entre-
preneurial success rate of the two groups of students, and
evaluate the results of systematic application.

Among them, in the application of the teaching system,
the arithmetic mean and standard deviation rate method in
statistics and the bivariate t-test method need to be used
for statistical analysis in the calculation of students’ entre-
preneurial results. The arithmetic mean and standard devia-
tion rate are shown in formula (1)

σ = 1
n − 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

〠
n

i=1
xi − μð Þ2

s

, μ = 1
n
〠
n

i=1
xi, ð1Þ

where σ is calculation result of standard deviation rate of input
sequence x, n is the number of elements of the input sequence
x; μ is the arithmetic mean of the input sequence x.

The bivariate t verification method is shown in formula
(2)

t = μ1 − μ2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n1 − 1ð Þσ21 + n2 − 1ð Þσ22/n1 + n2 − 2∙ 1/n1ð Þ + 1/n2ð Þð Þ
p

,

ð2Þ

where �x is the arithmetic mean of the sample series of IAE
education system; μ is the average value of the sample
series of IAE education system, and t is the result of bivar-
iate t-test.

5. Discussion on Teaching Experiment Results
and Achievements

5.1. Investigation on Students’ Basic Cognition. Through the
relevant investigation on the IAE education ecosystem of
HVS students, it is found that a small number of students
have very limited understanding of the IAE education sys-
tem and need the promotion and publicity of the school.
After accepting the IAE education ecosystem, most students

Guarantee system Cultivation level Training content Training objectives

Entrepreneurship
competition

Project incubation

Integration of expertise
and innovation

Project cultivation

Curriculum design

Entrepreneurial activities

Practical education

Special education

General education

Institutional mechanism

Strategic planning

School land coordination

Comprehensive
development

Comprehensive
literacy

Practice ability

Result
feedback

Evaluation
system

Figure 2: The whole system promotes the government, colleges and universities, enterprises, society, and academic circles to form school
local coordination, encourages the government and enterprises to participate in the education platform of colleges and universities, carry
out strategic planning and establish effective institutional mechanisms to form a security system, so as to carry out general education,
characteristic education, and practical education, determine the training level and refine various training contents, so as to achieve the
training goal of promoting vocational ability, comprehensive quality, and all-round development of higher vocational students and
feedback the results through the evaluation system.
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take the initiative to strengthen the learning of education
methods and teaching contents. Various optimization poli-
cies are also being applied and well utilized. With the inno-
vative application of the IAE education system, higher
vocational students preparing to start a business are very
confident in the prospect of entrepreneurship. The investiga-
tion on students’ entrepreneurial cognition of a HVS in 2020
and 2021 is as shown in Table 1.

Table 1 shows that in the survey on entrepreneurship
awareness of HVS students in the same number and differ-
ent years, the number of graduates in 2020 gives priority to
employment, followed by the industries of public recruit-
ment and independent entrepreneurship. In 2021, after the
students who accepted the IAE education system of colleges
and universities made effective use of educational reform
and innovation and preferential government subsidies, the
number of students who chose to give priority to entrepre-
neurship increased significantly, followed by the students
who chose to give priority to work and participate in public
recruitment.

By visualizing the cognitive survey results of the same
number of students in the HVS in 2020 and 2021 in terms
of IAE, Figure 3 is obtained.

In Figure 3, it is obvious that the proportion of entrepre-
neurial students who accept the application of IAE educa-
tion system in 2021 is significantly higher than that in
2020, indicating that the application of IAE education sys-
tem can be recognized by most students and improve the
number of entrepreneurs of higher vocational students,
which is worthy of being popularized and applied in HVS.

5.2. Student Entrepreneurship Scale and Success Rate. The
HVS college students choose to start a business after grad-
uation every year, accounting for about 5% of the number
of graduates in the same year, but the success rate of stu-
dents’ entrepreneurship only accounts for about 3% of the
5%. The above data show that the success rate of students’
entrepreneurship is very low and in an obvious form of suc-
cess weakness. Although students’ independent entrepre-
neurship accounts for a large proportion, few can succeed
in independent entrepreneurship without the support of pol-
icies of colleges and universities and social parties, according
to the investigation and statistics on the entrepreneurial scale
and entrepreneurial success power of fresh graduates of a
higher vocational college in 2020 and those who received
IAE education ecosystem in 2021, see Table 2.

Table 2 shows the success rate of HVS graduates in 2020
and 2021 with different entrepreneurship funds such as
20000 yuan, 40000 yuan, 60000 yuan, and 100000 yuan,
and the IAE education ecosystem in 2021, the success ratio

Table 1: Questionnaire on entrepreneurial cognition of higher vocational students.

Grouping/year Number of graduates Entrepreneurship priority Work priority Public recruitment Other

2020 2000 485 (24.2) 530 (26.5) 495 (24.75) 490(24.5)

2021 2000 735 (36.75) 610 (30.5) 427 (21.35) 228(11.4)

t value 8.429 9.034 9.127 8.926

P value 0.007 0.009 0.008 0.007

24.2

26.5

24.75

24.5

36.75

30.5

21.35

11.4

0 5 10 15 20 25 30 35 40

Entrepreneurship priority

Work priority

Public recruitment

Other

2021
2020

Figure 3: Visualization of students’ IAE cognitive survey results.

Table 2: Statistics of student entrepreneurship scale and success
rate.

Year/yuan 20000 40000 60000 100000

2020 21:4 ± 4:3 16:4 ± 3:5 11:2 ± 5:1 6:3:±5:1
2021 35:2 ± 2:7 32:6 ± 2:9 22:5 ± 4:7 12:4 ± 4:3
t value 9.561 8.687 9.104 9.002

P value 0.007 0.009 0.008 0.009

20000 element.

5Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

of entrepreneurial students in different entrepreneurial
scales was significantly higher than that in 2021, and the sur-
vey results were t < 10:000 and P < 0:01, through the visual
chart of the survey and statistics results of different entrepre-
neurial scale and entrepreneurial success rate of higher voca-
tional graduates in 2020 and 2021, as shown in Figure 4.

Figure 4 shows that the graduates of higher vocational
education in 2021 have received various preferential policies
of IAE education system, various entrepreneurship models,
and relevant support of entrepreneurship funds. The entrepre-
neurship scale and success rate have increased significantly,
which improves the students’ entrepreneurial enthusiasm
and success rate, and can promote the sustainable develop-
ment of HVS and socioeconomic market.

5.3. Discussion on Teaching Test Results. After the establish-
ment of HVS IAE education ecological index system, it is
also necessary to evaluate the index weight reasonably.
Weight is an important index system for the comprehensive
evaluation of the system. The key of index weight is how to
reasonably allocate weight for quantitative evaluation The
accuracy and objectivity of the weight of each evaluation
index directly affect the scientificity of the evaluation. There-
fore, when allocating the weight of the system index, the sta-
tistical law and authoritative value between the system index
data should be considered. The index weight of the system is
shown in Table 3.

Table 3 shows that the weight indicators of the system
are quantitatively evaluated by objective weighting method

2020 year
2021 year

21.4

16.4

11.2

6.3

35.2
32.6

22.5

12.4

0

5

10

15

20

25

30

35

40

2 (ten thousand
yuan)

4 (ten thousand
yuan)

6 (ten thousand
yuan)

10 (ten thousand
yuan)

Figure 4: Visualization of statistical results of entrepreneurship scale and success rate of higher vocational students.

Table 3: Index weight of IAE education ecosystem in higher vocational colleges.

Serial number
Educational ecology

system index
PCA weight AHP weight Entropy weight

1 Education system 0.038 0.054 0.152

2 Mechanism management system 0.046 0.061 0.067

3 Subject cooperation system 0.063 0.076 0.075

4 School teaching philosophy 0.065 0.068 0.059

5 School teaching methods 0.071 0.059 0.049

6 Teaching content system 0.040 0.054 0.162

7 Teaching platform system 0.072 0.061 0.042

8 Teaching practice system 0.057 0.054 0.034

9 Organization and coordination model 0.061 0.056 0.047

10 Education fund support 0.050 0.052 0.054

11 Education policy support 0.027 0.037 0.123

12 Educational environment support 0.048 0.053 0.050

13 School enterprise cooperation support 0.062 0.058 0.065

14 Achievement transformation system 0.068 0.064 0.037
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(PCA), subjective weighting method (AHP), and entropy
weight method. The PCA weight is a statistical method to
investigate the correlation between variables. This method
uses the principle of data information concentration and
has the characteristics of objective weight. The AHP weight
is a hierarchical model that builds the decision-making
problem according to the order of overall goal, subgoals,
and evaluation criteria. It is the weight of each index to the
overall goal and has the characteristics of subjective weight.
The entropy weight method determines the objective weight
according to the variability of the index. Generally, the
smaller the information entropy of an index, the greater
the variability of the index value, the more information it
provides, and the greater the role and weight it plays. Con-
sidering the advantages and disadvantages of the three
methods, AHP, PCA, and entropy method are optimized.
According to the subjective weight, objective weight, and
entropy weight obtained from each index of HVS IAE edu-
cation ecosystem, the geometric mean is recalculated and
normalized, and the final weight results affecting each index
of HVS IAE education ecosystem can be obtained.

In the application of the above index data, the result for-
mula of the normalization algorithm is shown in (3) as fol-
lows:

yi =
xi −min xð Þ

max xð Þ −min xð Þ , ð3Þ

where yiis the output item corresponding to the i input item;
min ðxÞ is the minimum value in the input sequence x; and
max ðxÞ is the maximum value in the input sequence x.

In the research on the construction of HVS IAE educa-
tion ecosystem from the perspective of system theory, after
analyzing the current practical problems and available
resources, ptimize and innovate the HVS IAE education eco-
system, such as IAE education subject subsystem and IAE
education talent training system, and conduct teaching
experimental research and analysis according to the specific
situation of higher vocational students and teaching method
system. The results show that the students’ cognitive effect of
IAE education in the basic cognitive survey is better, and the
entrepreneurial scale and success rate are also significantly
improved [13].

In the ecological education system, optimize the subjec-
tive weight and objective weight and come to the conclusion
that effective education methods and scientific courses are
an important part of the IAE education ecosystem of HVS.
The combination of teaching theory and practice platform
will form a new innovation and entrepreneurship education
system supported by various policies and promote the devel-
opment of the education level of HVS, effectively stimulate
and cultivate students’ entrepreneurial spirit and innovation
potential.

6. Summary

With the continuous development and progress of various
forms of education, HVS’s education system also needs to
strengthen innovation and integrate with other special edu-

cation to form an education ecosystem in the new era [14].
Constructing HVS IAE curriculum education ecology from
the perspective of system theory can stimulate the innovative
consciousness of college students, make use of the relevant
characteristics of HVS and students, and combine the ability
of college IAE education ecology theory and practice to
effectively form HVS diversified ecological education system.
Based on the university education system, subject coopera-
tion, and mechanism management, this study draws lessons
from the system theory as the integration of education sys-
tem theory and practice to build the HVS IAE education
ecosystem system. The IAE education system is gradually
improved through the basic characteristics and structural
levels of ecological education. According to the needs of col-
leges and students, the subjective weight and objective
weight indicators are combined and optimized in the educa-
tion ecosystem to obtain the comprehensive weight index
results of the IAE education ecosystem. The results prove
the feasibility of HVS IAE education ecosystem from the
perspective of system theory, enhance the cultivation of
HVS talents’ IAE ability, and are of great significance to pro-
mote the comprehensive reform of higher vocational school
education system. In the future practice, the IAE curriculum
education ecology of HVS still has great prospects to be fur-
ther developed.
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With the increasing number of Internet users, cybersecurity is becoming more and more critical. Denial of service (DoS) and
distributed denial of service (DDoS) attacks are two of the most common types of attacks that can severely affect a website or a
server and make them unavailable to other users. The number of DDoS attacks increased by 55% between the period January
2020 and March 2021. Some approaches for detecting the DoS and DDoS attacks employing different machine learning and
deep learning techniques are reported in the literature. Recently, it is also observed that the attackers have started leveraging
state-of-the-art AI tools such as generative models for generating synthetic attacks which fool the standard detectors. No
concrete approach is reported for developing and training the models which are not only robust in the detection of standard
DDoS attacks but which can also detect adversarial attacks which are created synthetically by the attackers with harmful
intentions. To that end, in this work, we employ a generative adversarial network (GAN) to develop such a robust detector.
The proposed framework can generate and classify the synthetic benign (normal) and malignant (DDoS) instances which are
very similar to the corresponding real instances as evaluated by similarity scores. The GAN-based model also demonstrates
how effectively the malicious actors can generate adversarial DDoS network traffic instances which look like normal instances
using feature modification which are very difficult for the classifier to detect. An approach on how to make the classifiers
robust enough to detect such kinds of deliberate adversarial attacks via modifying some specific attack features manually is also
proposed. This work provides the first step towards developing a generic and robust detector for DDoS attacks originating
from various sources.

1. Introduction

According to [1], cybercrimes have increased by over 600%
during the COVID-19 pandemic. Organizations have a huge
amount of sensitive public data which needs to be protected.
A cyber-attack can severely damage their reputation and con-
sumer trust, leading to loss of customers and sales, thus result-
ing in financial losses. Further implications of this could result
in harassment and cyberbullying of the individuals whose data
is hacked or stolen. Additionally, there are legal consequences
such as heavy fines imposed by the government that an orga-

nization might face after suffering a cyber-attack. Therefore,
with the increasing number of Internet users, cybersecurity is
becoming more and more critical. Cyber-attacks can be
divided into two categories:

(1) Passive attacks: these cause damage to data confiden-
tiality. In this kind of attack, an intruder monitors
the system for information that can later be used
for malicious purposes. The information remains
unchanged, and the system has no impact. Some of
the examples include an attacker trying to scan a
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device or a server to find vulnerabilities such as open
ports or an attacker trying to monitor a website’s
traffic [2, 3]

(2) Active attacks: active attacks cause damage to the
integrity and availability of the system. In this kind
of attack, an attacker uses the information gained
during the passive attack to exploit a device or a
server. Unlike passive attacks, the information can
be changed, and system service may be harmed dur-
ing an active attack. Some of the examples of active
attacks are DoS/DDoS attacks [4], MITM attacks
[5], and Trojan attacks [6]

Among all the attacks, DoS and DDoS attacks are two of
the most common types of cyber-attacks [7]. Between the
period of January 2020 and March 2021, DDoS attacks
increased by 55% with the technology sector being the most
impacted ones [8].

A denial of service (DoS) attack is the type of attack in
which an attacker tries to make a website or a computer server
unavailable to other users by flooding the website or the server
with heavy traffic. The attacker sends much more traffic than
the server or the website can accommodate. A distributed
denial of service (DDoS) attack is a DoS attack originating
from multiple sources on the same target. DDoS attacks can
be divided into 3 types [9]:

(1) Volume-based attacks: in this type of attack, heavy
traffic is sent to the server to consume all its network
bandwidth

(2) Protocol attacks: in this type of attack, the aim is to
exploit server resources such as firewalls and load
balancers

(3) Application layer attacks: these types of attacks are
considered as the most serious types of attacks and
exploit the weaknesses present in the application
layer

Figure 1 shows the frequency of different DDoS attacks
from January 2020 through March 2021 [8].

From Figure 1, it can be observed that volumetric DDoS
attacks have higher chances of occurring than other types of
attacks. Therefore, security systems must be able to detect
such volumetric DDoS attacks and raise an alarm at the right
time to prevent any damage.

1.1. Detecting DDoS Attacks with Standard Approaches. One
of the ways to mitigate a DDoS attack is to limit the number
of requests a server or a device from a particular IP address
can send. However, with this approach, even legitimate
requests can be blocked in some cases such as a user trying
to refresh a page multiple times. Another way includes filter-
ing out network traffic based on certain features, but identi-
fying those features is not an easy task. With the recent
advancements in AI, many researchers have tried to apply
various machine learning and deep learning algorithms to
detect DDoS attacks. In [10], multiple linear regression
[11] is employed to detect DDoS attacks using CIC-IDS

2017 dataset [12]. The authors shortlisted some important
features using the information gain technique [13]. First,
the top 16 features are used to train the model and predict
the classes. The reported prediction accuracy is 73.79% for
the Friday afternoon dataset. Further, 10 statistically insig-
nificant attributes are eliminated, reducing the accuracy to
71.7% on the same dataset. Later on, the authors experimen-
ted with the ensemble model [14] and obtained an accuracy
of 97.86%. The authors in [15] have used machine learning
(ML) methods, namely, linear regression, K-nearest-neigh-
bors (KNN), Naive Bayes (NB), decision tree (DT), random
forest (RF), artificial neural network (ANN), and support
vector machine (SVM), to detect DDoS attacks where the
ANN outperforms the rest of the methods. Elsayed et al.
proposed another method to detect DDoS attacks in [16]
in which they have used a recurrent neural network (RNN)
[17] along with an autoencoder [18] on the CICDDoS-
2019 dataset [19]. They were able to outperform the previ-
ous models with an accuracy of 99%. In [20], a bidirectional
RNN [21] along with long-short-term memory (LSTM) [22]
and gated recurrent unit (GRU) [23] (to eliminate the van-
ishing gradient problem of RNN) to detect DDoS attacks is
implemented. UNB ISCX Intrusion Detection Evaluation
2012 dataset [24] is used to demonstrate the approach, and
maximum accuracy of 97.996% and 98.410% using two dif-
ferent datasets is reported.

1.2. Detecting DDoS Attacks Using Adversarial Machine
Learning(AML) Paradigm. Various AI algorithms to detect
DDoS attacks are proposed in [10, 15, 16, 20]. However,
ML- and deep learning- (DL-) based classification models
may perform poorly when there are changes in the input fea-
ture space [25]. This problem of generalization can be used
by some malicious actors to trick the classifiers into making
a wrong decision. This falls under the adversarial machine
learning (AML) paradigm. AML techniques attempt to fool
the AI detectors by supplying deceptive input with a primary
reason to cause the malfunction in the machine learning
model. Most ML models are designed to work on a specific
dataset where the train and test data come from the same
independent and identical distribution (IID). However, in
the real-world scenario, if the data that is supplied to this
model does not satisfy this statistical assumption and comes
from a different IID, the results may get compromised [26,
27]. Adversarial attacks can be classified into two categories:

(1) Poisoning attacks: these types of attacks occur dur-
ing the AI model training phase. In this type of
attack, either the training dataset is poisoned with
the malicious input data or the model training algo-
rithm is modified by the attacker, thus changing the
way the algorithm learns to classify input data

(2) Evasion attacks: they are the most prevalent type of
attack, wherein the data is modified to be classified
as legitimate and evade detection after deployment

To mitigate this problem, GANS [28] can be used to gen-
erate synthetic benign and DDoS instances and validate if
the security systems are robust enough to identify those
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generated instances with high accuracy. In [29], the authors
have introduced a “DoS-WGAN” model, which is used to
generate DoS traffic that looks similar to normal traffic and
can bypass a classifier trained using CNN [30], thus reducing
the detection rate of the classifier. A “Wasserstein GAN with
Gradient Penalty” (WGAN-GP) model [31] is used and
implemented for the KDD CUP’99 dataset [32]. Although
they were able to reduce the classifier’s accuracy to approxi-
mately 46.27% from 97.34%, the dataset used is very old. It
has several significant issues, such as the huge number of
replicated records [33]. Charlier et al. [34] introduced a
“SynGAN” framework that can generate synthetic network
attacks of high quality using publicly available datasets like
NSL-KDD [35] and CICIDS2017 [12]. A root mean square
(RMS) error of 0.10 is reported on adversarial generated
attacks, showing a close similarity between the artificially
generated attacks and real attacks. An area under curve
(AUC) score of 75% is also reported, proving that the evalu-
ator cannot differentiate between the real data and the gen-
erated synthetic data. In [36], it is shown that even after
defensive systems are developed which employ incremental
learning, they can still be vulnerable to new attacks if the
attack profile is changed. Another challenge while detecting
DoS and DDoS attacks is to be able to differentiate between
the flash crowds and the actual attacks. An unexpected
increase in the number of visitors visiting a website due to
some event is known as flash crowds. Gursun et al. [37] first
described how to differentiate between DDoS attacks and
Flash crowds by statistically characterizing certain traffic fea-
tures. Later on, in the same paper, the authors proved that
even DDoS attack instances could be made to look like flash
crowds using AI techniques.

Although [29, 34, 36, 37] have described and proved that
an AI model can be trained to generate new synthetic
instances and fool the security systems, they have not pro-
vided any concrete solution on how a classifier can be
trained to detect such kind of generated synthetic adversarial
instances. An attacker can use these generated synthetic
instances to generate evasion attacks on the security systems
to make the classifier misclassify those samples. Having
undetected DDoS traffic can turn out to be very costly, and

a robust classifier capable of detecting DDoS traffic instances
even when there are some changes in the nonattack features
of DDoS instances is essential. For this purpose, the GAN
framework can generate new DDoS instances and check if
the classifier is robust enough to detect such generated syn-
thetic instances. [38] have implemented a GAN-based
framework wherein they have used the discriminator model
to detect DDoS attacks. Although the discriminator model in
GANs can help make the system less sensitive to adversarial
attacks, traditional GANs are known to suffer from prob-
lems like vanishing gradients and mode collapse. To that
end, in this work, a framework consisting of a special type
of GAN for the generation and detection of DDoS attacks
is proposed.

The contribution of this work is:

(1) Development of a deep neural network- (DNN-)
based classifier that can differentiate between DDoS
instances and benign instances from the dataset

(2) Development of two separate GAN-based models to
generate synthetic traffic instances

(a) First generator that is capable of generating the
benign instances which look very similar to benign
instances from the dataset

(b) Second generator that is capable of generating the
DDoS instances, which look very similar to DDoS
instances from the dataset

These synthetic traffic instances (benign and DDoS from
a and b, respectively) are used to test the classifier and check
if they can predict those generated instances correctly.

(3) Modifying the values present in the DDoS-specific
features in the generated benign instances to convert
them into DDoS instances. We test if the classifier
can predict such adversarial instances as DDoS
instances even though they look very similar to
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Figure 1: Frequency of different DDoS attacks from January 2020 through March 2021.

3Wireless Communications and Mobile Computing



benign ones. This is carried out to check if the
trained classifier can detect evasion/adversarial
attacks after deployment

(4) Development and demonstration of an approach to
train the classifier to differentiate between benign
and DDoS instances when both of them look very
similar

The rest of the paper is divided as follows: Section 2 gives
a brief background of the GAN framework implemented in
this work. Section 3 describes the methodology proposed
in this research for developing a GAN-based framework
for generating and detecting attacks. The performance of
the classifier at different stages is also discussed briefly in this
section. Section 4 describes the experimentation and results,
followed by their analysis. Finally, Section 5 concludes the
paper and presents some future work ideas.

2. Materials and Methods

The work proposed in this research primarily employs the
generative adversarial network- (GAN-) based framework.
In this section, firstly, the basic GAN architecture is dis-
cussed. This is followed by the specific approach WGAN
employed here.

2.1. Generative Adversarial Networks (GANS) [28]. A GAN
model consists of 2 submodels: generator (G) and discrimi-
nator (D). The role of the generator is to generate new exam-
ples and make the discriminator classify them as the real
ones. The role of the discriminator is to classify which exam-
ples are generated ones and which are real. This process
works as a zero-sum game [39].

The accuracy of the generator is defined by how well it
can fool the discriminator by making the discriminator clas-
sify its generated examples as real ones. The accuracy of the
discriminator is measured by how well it can differentiate
between the examples generated by the generator and the
real examples. Essentially, both G and D networks strive to
train better, and the model achieves convergence where fur-
ther improvement in outcomes is not possible.

The methodology for training the GAN model (refer to
Figure 2) is as follows:

(1) Initially, a random noise vector is given to the gener-
ator submodel

(2) The generator tries to produce some examples from
the noise vector given to it

(3) The generated example is then passed on to the dis-
criminator to classify it as real or generated

(4) Based on the output of the discriminator, the gener-
ator is trained to make it generate even better exam-
ples that can fool the discriminator

(5) Similarly, based on the discriminator’s ability to clas-
sify the generated examples as real ones or fake ones,

the discriminator is trained to classify the examples
more correctly

Mathematically, the loss function of a GAN model can
be defined as [28]:

min
G

max
D

V D,Gð Þ = Ex∼pdata xð Þ log D xð Þ½ � + Ez∼pz zð Þ log 1 −D G zð Þð Þð Þ½ �,

ð1Þ

where pzðzÞ is the input noise variable; the goal of the gener-
ator is to generate new adversarial samples GðzÞ that come
from the same distribution of x. The discriminator model
“D” returns the probability DðxÞ that the given sample “x”
is not generated by G and is actually from a real dataset.
The goal of G is to maximize the probability of D predicting
the generated data as a real one, whereas for D, the goal is to
minimize this probability.

The GAN model that is mentioned in Section 3.1 faces
the problem of vanishing gradients and mode collapse. To
avoid this problem, a special type of loss function known
as “Wasserstein Loss” is used by [40].

2.2. Wasserstein Generative Adversarial Networks (WGANS)
[40, 41]. A WGAN is a type of GAN that uses Wasserstein
Loss as the loss function. In GANS, the role of the discrim-
inator is to identify the probability of the given sample being
real or fake. But in the case of WGANS, instead of having a
discriminator, a critic is present whose job is to identify how
real or fake the given sample is instead of just predicting the
probability of the given sample being real or fake. That is,
the critic predicts the realness of the given sample.

The WGAN function is given by [31]:

min
G

max
D∈D

Ex∼Pr D xð Þ½ � − E~x∼Pg D ~xÞð Þ½ �, ð2Þ

where Pr is original data distribution, Pg is the generative
model distribution, DðxÞ is the predictions made by the
critic on original data distribution, and Dð~xÞ is the predic-
tions made by the critic on generated data samples. The goal
of the generator is to minimize the distance between DðxÞ
and Dð~xÞ, whereas the goal of the critic is to maximize the
distance between DðxÞ and Dð~xÞ.
2.3. Wasserstein Generative Adversarial Networks with
Gradient Penalty (WGAN-GP) [31]. To further optimize
WGAN, a gradient norm penalty method was introduced
by [31] to generate samples of even high quality. The
WGAN-GP function is given as [31]:

L = E~x∼Pg
D ~xð Þ½ � − Ex∼Pr

D xð Þ½ � + λEx̂∼Pα
∥∇x̂D x̂ð Þ∥2 − 1ð Þ2� �

:

ð3Þ

Wasserstein loss augmented with a gradient norm pen-
alty for random samples x̂ ∼ Pα to achieve Lipschitz continu-
ity. The 2nd part of the equation is the applied gradient norm
penalty function as discussed in this section. In this work,
the WGAN-GP model is employed.
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3. Methodology

The proposed methodology based on the GAN-based model
is described in this section. The performance of the classifier
at various stages is also briefly mentioned. Detailed results
are mentioned in Section 4.

For the simplicity purpose and to improve readability,
the abbreviations shown in Table 1 are used throughout this
work.

3.1. Datasets. Two different datasets are employed for exper-
imentations and validation.

(i) CIC-DDoS2019 [19] dataset which contains the
most common types of DDoS attacks. From this
dataset, 533052 samples of UDP-based DDoS attacks
were considered for the study. UDP-based DDoS
attack is a type of volumetric DDoS attack. 3134
samples of benign traffic data are also considered.
Since the data in this dataset was not balanced, we
augmented the benign class data from another data-
set, namely, CIC-IDS2017 [12]

(ii) CIC-IDS2017 [12] dataset contains benign traffic
data and some other types of attack data. 529918
samples of benign data instances from this dataset
are combined with the 3134 samples from the CIC-
DDoS2019 [19] dataset

After collecting data from both datasets, the two-class
data were merged based on common features. The features
which were not common to both datasets were not consid-
ered. Finally, the combined dataset has a total of 533052
instances of UDP-based DDoS attack data, a total of
533052 instances of benign traffic data, and 79 features.

3.2. Preprocessing. The first step of data preprocessing is to
change the target label. Label “0” for benign data and “1”
for UDP-based DDoS attack data is used. Followed by this,
some of the features were omitted, either because they were
unnecessary or because the data distributions in those fea-
tures were highly uneven. Further, all the infinite values were
replaced with the maximum value of that feature. Finally, to
scale all the data evenly, a min-max scaler was used. After
carrying out all the preprocessing steps, our final dataset
has 533052 instances of UDP-based DDoS attack data,
533052 instances of benign traffic data, and 54 features.
Figure 3 describes the preprocessing steps.

3.3. Model Architecture. The proposed framework consists of
one classifier and two generator models. The primary goal of
the classifier is to classify the given input data as a benign
one or a DDoS attack. The classifier is a DNN-based model
with 5 layers consisting of 128, 64, 32, 16, and 1 neuron[s],
respectively. Rectified linear unit (ReLU) activation [42] is
employed in the first four layers, followed by a sigmoid

GeneratorNOISE Generated
samples

Dataset
samples

LG

Training the
generator

based on the
feedback
given by

discriminator

LD

Training the discriminator
based on discriminator loss

Discriminator

Figure 2: GAN training process.

Table 1: Abbreviations used in this and further sections.

b Benign/nonmalicious samples from the dataset

m DDoS/malicious samples from the dataset

bg Generated benign instances which look like b

mg Generated DDoS instances which look like m

bgm Generated DDoS instances which look like b

clf-1 Classifier trained only on b and m

clf-2 Classifier trained on b, m, bg and bgm
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activation [43] at the last layer. Since the classifier is trying to
find the probability of an instance being benign or malicious
independently, the sigmoid activation function is imple-
mented instead of the standard Softmax function [43] in
the last layer. The binary cross-entropy loss function with
ADAM optimizer is employed. Our trained classifier will

be able to detect the following two types of attacks after
deployment:

(1) Automated adversarial DDoS attacks generated
using the methodology similar to the ones suggested
by [29, 34, 36, 37]

Merged dataset

Drop unnecessary
columns

Replacing infinite values
with maximum value

Scaling using
Min-Max scaler

533052 DDoS instances

533052 benign instances

54 features

Final dataset after
preprocessing

Common
features

Label change
(0 for benign, 1 for 

DDoS)

Dataset 2

Dataset 1

Figure 3: Preprocessing steps.

Table 2: List of DDoS specific attack features (functional features).

FlowDuration Duration of flow in a millisecond

FwdPacketLengthMax Max packet size sent in a forward direction

AvgFwdSegmentSize Average segment size sent in a forward direction

TotalLengthofFwdPackets The total length of packets sent in the forward direction

BwdPacketLengthStd Standard packet size sent in the backward direction

AveragePacketSize The average size of the packet while in transmission

AvgBwdSegmentSize Average segment size sent backward direction

PacketLengthStd The standard deviation of packet length

FlowIATStd The standard deviation of interarrival time between two flows

ACKFlagCount Packet counts with ACK

BwdPacketLengthMean Mean of number of packets sent in the backward direction
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(2) Instances that look very similar to the benign ones
where some DDoS specific attack features were man-
ually manipulated to make classifier misclassify them
as benign instances

Along with detecting these two types of attacks, our clas-
sifier will also be able to differentiate the benign instances
from the malignant DDoS instances, thus reducing the num-
ber of false positives after deployment.

The two generators are WGAN-GP models. The role of
the first generator is to generate bg instances, and the role
of the second generator is to generate mg instances. A
WGAN-GP model consists of 2 submodels: a generator
and a critic. The generator is responsible for generating the
required instances. The role of the critic is to give feedback
to the generator on these generated instances. Based on the
feedback given by the critic, the generator learns to generate
instances of even higher quality. The generator in model 1
will generate benign instances, and the generator in model
2 will generate the malignant DDoS instances.

The generators in both the models consist of 5 layers
with 128, 64, 64, 32, and 54 neurons. ReLU activation func-
tion is used in all the layers except the last layer, where the
LeakyReLU [44] activation function with the alpha value of
-0.01 is employed. A negative alpha value is used in the last
layer since a network packet can never have negative value
data inside it and should preferably have a nonzero positive
value.

The critics in both the models have five layers with 128,
64, 64, 32, and 1 neuron(s). For layers 1, 2, and 3, the ReLU
activation function is employed. No activation function is
used for the last two layers to allow the critic to use negative
values in its output to demonstrate its predicted realness to
the given input [45].

3.4. Model Training

(1) First, both b and m datasets are split into training
and testing sets. The training sets are denoted as b_
train and m_train and testing sets as b_test and m_
test. The classifier is trained using b_train and m_
train. After training, the classifier is tested on b_test
and m_test. The classifier can predict the instances
with high accuracy

(2) Next, two generators are trained: the first generator
is trained to generate bg instances that look very sim-
ilar to b, and the second generator is trained to gen-
erate mg instances that look very similar to m. After
generating mg instances, the values present in

DDoS-specific attack features are modified with the
values of the DDoS instances from the dataset (m).
This is done to validate the attack

The DDoS specific attack features are shown in Table 2.

(3) The trained classifier is retested on bg and mg and
found to be able to correctly predict those instances.
From this, we conclude that our trained classifier can
detect adversarial attacks generated using AI models
when there are no manual changes made in any of
the feature values in the generated synthetic
instances

(4) Further, we test if the classifier will be able to detect
the attack when there are some manual changes
made in the attack features of the generated benign
instances. For this, bg instances are considered, and
the values present in DDoS-specific attack features
are modified with the values of DDoS instances (m)
from the dataset. This way, the generated benign
instances get converted to DDoS instances, and they
look very similar to b. These new instances are
“bgm” as described in Table 1

The cosine similarities of bg, mg, and bgm with that of
the original dataset are mentioned in Table 3.

(5) The classifier is tested on bgm. The classifier is pre-
dicting them as “benign” even though they are DDoS
instances. From this, it can be concluded that the
classifier trained only using the dataset cannot cor-
rectly predict the instances based on DDoS-specific
attack features. As mentioned in Table 1, at this
stage, the classifier is termed as “clf-1”

(6) Next, the bg and bgm instances are split into training
and testing sets. To make the classifier robust
enough, further training of the classifier is carried
out on bg_train and bgm_train. This way, the classi-
fier learns to differentiate between DDoS and benign
instances giving more weightage to the attack
features

(7) The classifier is tested on bg_test, bgm_test, b, and
m. The classifier is correctly able to predict all the
instances. At this stage, the classifier is termed as
“clf-2”

Figure 4 shows the workflow of the implementation.
The detailed results and comparison between the work-

ing of clf-1 and clf-2 are mentioned in Section 4.

4. Results and Discussion

Since most of the bg, mg, and bgm instances were used up in
training the classifier, new bg and mg instances are gener-
ated to check the performance of both the classifiers “clf-1”
and “clf-2” on newly generated data. New bgm instances
are also generated using the same approach previously
employed to generate bgm instances. These newly generated

Table 3: Cosine similarities of bg, mg, and bgm with that of dataset
instances.

Instances [sample 1,
sample 2]

Mean cosine similarity (20 samples of
sample 1 with the whole sample 2 dataset)

[bg, b] 85.40

[mg, m] 95.37

[bgm, b] 77.74

7Wireless Communications and Mobile Computing



instances are termed as “bg_new,” “mg_new,” and “bgm_
new.” The cosine similarities of newly generated instances
are mentioned in Table 4.

From Tables 3 and 4, it can be concluded that both the
generators can generate instances that look very similar to
benign and DDoS instances from the dataset. The predic-
tions made by the classifiers are mentioned below:

4.1. B, M. B is the combination of bg_new and b, and M is
the combination of mg_new, bgm_new and m.

As can be observed from Table 5, the classifier trained
only using the dataset can correctly classify the generated
benign and DDoS instances when they look like benign
and DDoS instances from the dataset. Therefore, this classi-
fier, which is trained only using the dataset, will be able to
classify both generated adversarial attack instances and
benign instances correctly, similar to the discriminator
model trained by [38] as long as there are no manual
changes made in the input features of the generated
instances. But from Table 6, it is concluded that such a clas-
sifier will not be able to predict the attack if the values of
DDoS-specific attack features are changed in benign
instances to make them malicious. From Tables 7–10, we
conclude that the classifier trained using the approach sug-
gested in this work is correctly able to differentiate between
DDoS attack instances and benign instances using the attack
features and will be able to detect DDoS attacks with high
accuracy even if someone tries to make them look as benign
as possible by manually changing some features.

Split b, m into train
and test sets 

Train the classifier 
using b_train and 

m_train

Test the classifier
using b_test and

m_test

Train two
generators to

generate bg and mg

Generate bg and mg
using the

generators 

Test the classifier
using bg and mg 

Convert bg
instances to DDoS 
instances (Bgm) by
changing the attack

features

Test the classifier on
bgm

Split bg and bgm
into training and

testing sets 

Train the classifier 
using bg_train and

bgm_train

Test the classifier on
bg_test, bgm_test,

b and m

Figure 4: Workflow of the implementation.

Table 4: Cosine similarity table for newly generated samples used
for testing the classifier.

Instances [sample 1,
sample 2]

Mean cosine similarity (20 samples of
sample 1 with the whole sample 2 dataset)

[bg_new, b] 85.34

[mg_new, m] 95.63

[bgm_new, b] 78.07

[bgm_new, bg_new] 78.62

Table 5: Confusion matrix for clf-1 on [bg_new, mg_new].

Predicted benign Predicted DDoS

Actual benign 533052 0

Actual DDoS 0 533052

Table 6: Confusion matrix for clf-1 on [bg_new, bgm_new].

Predicted benign Predicted DDoS

Actual benign 533052 0

Actual DDoS 533052 0

Table 7: Confusion matrix for clf-2 on [bg_new, mg_new].

Predicted benign Predicted DDoS

Actual benign 532880 172

Actual DDoS 0 533052
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5. Conclusion and Future Work

With the recent advancements in AI, many attackers have
started using AI to generate adversarial attacks and bypass
the security systems. Therefore, it is necessary to build the
security systems that are robust enough so that they can cor-
rectly identify different types of adversarial attacks, thus
helping in preventing them and minimizing the damage.

In this work, we first described how one can generate
synthetic instances using GANs. We have used a special type
of GAN framework called “WGAN-GP” for generating both
benign and DDoS instances. These generated instances can
be used to test if the classifiers are robust enough to detect
automated attacks generated using AI techniques. Later on,
we proved how a classifier, which is correctly able to detect
the automated attacks generated using GANs, can be made
to misclassify the samples by using other techniques
described in adversarial AI paradigm. Lastly, we suggested
an approach on how a classifier can be trained to detect eva-
sion attacks by changing the DDoS attack features in the
generated benign instances manually. This approach can
also be used to test the classifier after deployment.

Recently many new AI techniques and frameworks are
being introduced. Therefore, it is important to understand
how one can leverage these new techniques in the cybersecu-
rity domain. This work only focuses on volumetric DDoS
attacks, since they are one of the most common types of
attacks. However we believe that this approach can be used
to detect other types of attacks. Similar approach can also
be used in malware detection as well.

Data Availability

All the datasets used for training the models are publicly
available and their links are provided in the reference sec-
tion. The preprocessed and the generated datasets can be
accessed via the link provided below: https://drive.google

.com/drive/folders/1lu-cf0RLj0R7AiooLmGeMh8b1_
nCRZS1?usp=sharing.
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In order to meet the needs of the development of the times and the cultivation of innovative talents, various countries have carried
out a series of educational reforms. It seeks more diversified talent training methods through innovative education and teaching
methods. With the development of science and technology and the diversification of information, the integration of multilevel,
distributed, and massive information has become the development direction of various disciplines. Therefore, this research is
based on the background of big data, exploring the way of university Chinese education and information fusion teaching
under the education reform and helping students establish a systematic subject knowledge system. This article chooses two
parallel classes of similar level as the experimental group and the control group. It analyzes the results of the four aspects of
the students’ ancient and modern language and writing analysis, college students’ Chinese reading comprehension, college
students’ Chinese writing application, and college students’ language expression and communication through test papers. The
experimental results of this article show that the P values of these four aspects are all less than 0.05, indicating that the
learning effect of the experimental group is higher than that of the control group.

1. Introduction

1.1. Background. With the rapid economic development,
social technology has entered the public’s field of vision, and
artificial intelligence, robots, and big data are no longer just
imagined [1, 2]. They are gradually changing people’s living
standards, improving people’s work efficiency, and leading
the advancement of mankind. However, these have not been
vigorously promoted in education, especially in the classroom
teaching of college Chinese; some teachers still have the origi-
nal teaching mode. If things go on like this, students who are
curious about social information and knowledge will gradually
lose their interest in learning because of this traditional teach-
ing model. Therefore, based on the background of the big data
era, Chinese teaching should be combined with information
fusion to realize the high efficiency of Chinese teaching. How-
ever, there are not many related studies on the application of
information fusion technology in the education industry

through the search of relevant materials. Therefore, it provides
a reference for future related research in school education and
social training industry.

1.2. Significance. With the application of new technologies
such as big data, cloud computing, and artificial intelligence,
the education industry has ushered in unprecedented chal-
lenges and opportunities. The traditional education industry
is gradually moving towards informatization, and various
teaching applications have emerged. However, how to com-
bine subject teaching and information fusion based on the
background of various teaching applications, so as to obtain
more efficient teaching, still faces many problems. This shows
that the research in this article has practical significance.

1.3. Related Work. With the development and populariza-
tion of social informatization, information fusion can exert
an influence that cannot be underestimated in all walks of
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life. In order to optimize the fault diagnosis of the Rocket
Hydraulic Drive Servo System (HDSS), Liu et al. proposed
an information fusion diagnosis method based on D-S evi-
dence theory and BP neural network. Their research shows
that the multisensor information fusion fault diagnosis
method improves the reliability of HDSS [3]. The informa-
tion fusion method of INS/GPS navigation system based
on filtering technology is the current research hotspot. In
order to improve the accuracy of navigation information,
Liu et al. proposed a navigation technology based on adap-
tive Kalman filter with attenuation factor to suppress noise.
The algorithm continuously updates the measurement noise
variance and processes the noise variance of the system by
collecting estimated and measured values, which can sup-
press white noise. According to the test results, the accuracy
of their proposed algorithm is 20% higher than that of the
traditional adaptive Kalman filter [4]. In the classification
of hyperspectral image (HSI), it can use the combination
of spectral information and spatial information to improve
the classification performance. In order to better character-
ize the variability of spatial features at different scales, Hong
et al. proposed a new framework called multiscale spatial
information fusion (MSIF). MSIF consists of three parts:
multiscale spatial information extraction, local one-
dimensional embedding (L1-DE), and information fusion.
First, they use spatial filters of different scales to extract
multiscale spatial information. Then, they used L1-DE to
map the spectral information and spatial information of
different scales into one-dimensional space. Finally, they
use the obtained one-dimensional coordinates to mark the
unlabeled spatial neighbors of the labeled sample [5]. Shibo
et al. proposed a dangerous cargo container monitoring sys-
tem based on multisensor. In order to improve the accuracy
of monitoring, multiple sensors will be used inside the dan-
gerous goods container. Shibo et al. proposed a multisensor
information fusion solution for dangerous cargo container
monitoring. They elaborated on information preprocessing,
homogeneous sensor fusion algorithm, and information
fusion based on BP neural network. The application of
multisensor in the field of container monitoring has certain
novelty [6]. At the same time, the realization of diversified
courses and information management in the education
industry has become a concern of scholars. In his research,
Shim revealed the shortcomings of Chinese classics as a
liberal art through its transformation process and present
state and proposed ways to improve it. He suggested that
the curricula of Chinese studies should be developed in the
direction of providing the overall foundation of Oriental
studies, rather than carefully reading the original works.
Textbooks should also take into account the specific condi-
tions of students for detailed analysis and choose texts based
on a diverse society. In addition, it is necessary to set up
courses that consider the differences of students’ abilities
[7]. Taking Russia as an example, Albekov et al. study the
factors that promote the effectiveness of university educa-
tion. They determined the management point of view to
maximize the effectiveness of university education. Their
research shows that the most important factor in the effec-
tiveness of university education is the number of universities

and the number of faculty and staff. The viewpoint of max-
imizing the efficiency of university education is related to
human capital management [8]. In summary, it cannot be
seen that in recent years, information fusion has not only
been studied in the aviation field but has also very good
application prospects in the civil field. With the advance-
ment of social science and technology, information fusion
technology has become a new trend in research in various
countries. But there are not many practical studies on educa-
tion. Therefore, in order to further promote the develop-
ment of education, the practical research of subject
education and information fusion teaching brooks no delay.

1.4. Innovation. Driven by the needs of military technology,
automation, and intelligence, information fusion has
received extensive attention from academia and industry,
and many new theories and methods have been made in
recent years [9–11]. However, in recent years, most of the
research on college Chinese education has remained at the
theoretical level. Therefore, this article adopts action
research, starting from practice, and tries to explore the
teaching mode of combining college Chinese education
and information fusion. It seeks to improve the teaching effi-
ciency of Chinese, so that students have better growth.

2. College Chinese Education and Related
Theories of Information Fusion

2.1. Big Data Background. With the advent of the era of big
data, all walks of life in society are affected by big data. The
traditional teaching mode of colleges and universities has
also been greatly impacted by big data. Based on the arrival
of new teaching reforms based on big data platforms, we can
reform traditional courses [12, 13]. Colleges and universities
from various countries have built big data platforms, such as
China’s Youmu course. The platform categorizes and orga-
nizes the massive information of a large number of users
by building different data models and abstracts different user
images. This can not only push the most suitable high-
quality teaching resources for individuals but also optimize
and organize teaching resources to promote more humane
and better quality teaching resources, which can also set a
warning line for the user’s image. It conducts specific obser-
vations on specific students and provides real-time guidance.
This reduces the emergence of problematic students and
promotes the healthy development of students in the process
of growth. For example, under a big data platform such as
Youmu class in a Chinese college, the teaching and research
group of the school conducted a preliminary teaching
reform attempt on the university Chinese course. It also
compares the differences with the traditional teaching mode
through the five links of preview, lecture, homework, extra-
curricular tutoring, and testing [14].

2.1.1. Preliminary Study of College Chinese. In the course of
learning the course, preview is a very important step. Each
student can understand the difficulty of the knowledge
points through the preview and then improve their learning
efficiency. Teachers can also fully understand the level of
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knowledge that students have now mastered in order to
achieve the goal of high teaching effect. Therefore, a good
preparation before class is the most important task before
class. However, in the traditional teaching mode, teachers
determine the focus and difficulty of teaching based on
teaching experience and syllabus. In fact, this is not neces-
sarily suitable, and it is easy to cause a huge gap between
the classes taught by teachers with rich teaching experience
and teachers who lack teaching experience [15]. However,
under the big data platform, teachers can search for rele-
vant teaching chapters in the Youmu course database in a
more targeted way during preview. They can also view the
preview tasks and scores of different majors and different
classes on the university language platform in recent years
and then determine the focus and difficulty of the preview
after sorting.

2.1.2. The Teaching of University Language. In traditional
teaching, teachers mainly teach, and there is not much inter-
action between teachers and students [16]. Under the big
data platform, the main focus is to improve the core quality
of students, which is different from traditional teaching.
Learning materials and learning tasks can be pushed to
students online via mobile phones or classroom network
devices [17–20]. The interaction between teachers and stu-
dents in the classroom can clearly and intuitively introduce
and teach the key points and difficulties to be taught in the
classroom. It uses online resources to push knowledge points
in the form of cartoons, etc., which can more stimulate stu-
dents’ enthusiasm and initiative in learning in the classroom.

2.1.3. Homework in College Chinese. Under the traditional
teaching mode, the homework of college Chinese usually
can only be small composition or essay practice, which is rel-
atively simple and boring [21]. On the big data platform,
teachers can arrange multiple choice questions, true or false
questions, and interesting essay questions, which are richer
and more interesting. And when the teacher finishes talking
about a knowledge point, students can practice in class in
time and train targeted on the platform based on past data.
This enhances the core competence of students in college
Chinese. On the big data platform, teachers can flexibly
choose review questions and question types. This allows
the left homework to cover the chapter knowledge points
taught in the classroom. It can answer questions online
and automatically mark papers; they can see the wrong ques-
tions of the students and find the places where the students’
knowledge is not firmly grasped. This in turn can push the
test questions in a targeted manner, so that students can
consolidate the knowledge they have learned.

2.1.4. Extracurricular Tutoring of College Chinese. On the big
data platform, teachers and students do not need to specifi-
cally arrange a time to meet; they can push the relevant
learning materials of extracurricular tutoring online.
Teachers online supervise students to study in a timely
manner, complete the learning content, and expand the
knowledge of the students. And through the continuous
accumulation of relevant extracurricular tutoring materials

on the platform by teachers, it is more conducive to the con-
struction of the university Chinese big data platform.

2.2. Information Fusion Technology. Information fusion
technology is a technology that processes various informa-
tion to meet the various needs of users. It is also called data
fusion technology [10, 22, 23]. Multifeature attributes or the
presence of multiple sensors perceives data. The actual work
of information fusion technology is to obtain a description
of the perceived object by eliminating the contradiction
between various information. Therefore, it is also called
multisource information fusion or multisensor information
fusion [11, 24]. The process of multisensor information
fusion is shown in Figure 1.

Redundant information is information repeated between
sensors, while complementary information is external infor-
mation sensed by sensors, which are independent of each
other. Redundant information and complementary informa-
tion are obtained by the multisource system through the
data information of the sensor group [25–27]. The relation-
ship between redundant information and complementary
information is shown in Figure 2.

The sensor data has information redundancy in both
time and space, that is, the continuity and consistency in
time and the correlation of attributes in space. Based on this
redundant information, there are temporal redundant infor-
mation fusion methods and spatial redundant information
fusion methods.

2.2.1. Data-Level Information Fusion Algorithm Based on
Time Dimension. The data-level information fusion algo-
rithm based on time dimension is mainly aimed at single
sensor data, using redundant information in time for
single-attribute time information fusion. It extracts redun-
dant information in the time domain and frequency domain
from the sensor data sequence in the window and establishes
a mathematical model of attribute changes. According to the
measurement data of the sensor, the optimal estimation
function of the attribute change is given, and the fusion
result is obtained [28, 29].

Frequency domain feature extraction is a data sequence
composed ofNdata collected in time window ½ti, ti+1�, and
this data sequence usually contains important features of
the measured attribute. It uses the frequency, amplitude,
phase, and other parameters of each harmonic component
in the signal obtained by frequency domain analysis to real-
ize the description of the measured attribute characteristics.

For the data sequence fxjn = 0, 1, 2,⋯N − 1g in the
window, its discrete Fourier transform is

X kð Þ = 〠
N−1

n=0
e−i 2π/Nð Þnkx nð Þ, k = 0, 1, 2⋯N − 1: ð1Þ

The power spectrum estimation is defined as

S ωð Þ
∧

= 1
N

〠
N−1

n=0
xne

−jwn

�����

�����
2

: ð2Þ
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Multi-sensor data collection Data sequence Fused data

Sliding window model Time information
redundancy fusion method

Feature vector

Data association

Spatial information fusion Multi-attribute information
fusion method

Multi-sensor information
fusion method

Decision processing

Measurement
space

Attribute
space

State space

Figure 1: Multisensor information fusion process.
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Figure 2: The relationship between redundant information and complementary information.

4 Wireless Communications and Mobile Computing



It can also be expressed as

S ωð Þ
∧

= 1
N

X ωð Þj j2: ð3Þ

The signal is conserved in the process of transforming
the signal from the time domain to the frequency
domain, namely,

〠
N−1

n=0
xnj j2 = 〠

N−1

k=0
S kð Þj j2: ð4Þ

Therefore, Skðk = 0, 1, 2⋯N − 1Þ can be regarded as
an energy division of the original signal in the frequency
domain space. In order to reduce the interference of
noise to the frequency domain selection, this paper
defines the power spectrum probability Pk.

pk =
Sk

∑N
k=1Sk

: ð5Þ

The frequency domain whose power spectrum probability
is less than a given threshold P0 is regarded as the noise corre-
sponding spectrum, and its main frequency part is reserved.

Therefore, the dominant frequency distribution f
!
= ð f0, f2,

⋯f i,⋯, f n−1Þ of the monitoring data signal is obtained, and
this is used as the frequency domain distribution of f iðxÞ, as
shown in the following formula:

f i xð Þ = 〠
n−1

j=0
aij cos 2πf jx + bij sin 2πf jx

� �
, ti ≤ x∠ti+1:

ð6Þ

where f
!

represents the main frequency distribution and aij
and bij indicate amplitude.

From the above analysis, it can be seen that the vector
composed of frequency domain distribution and frequency
domain amplitude is used as the characteristic vector of
the signal.

Extraction of the amplitude spectrum feature deter-
mines the amplitude in each frequency domain, and then,
an estimate of f iðxÞ can be obtained. This is shown in
formula (7) to formula (10). Among them, it is assumed
that the mean and variance of the known environmental
noise are EðσÞ and σ2, respectively. Given the monitoring
data FiðtÞ = f iðtÞ + σiðtÞ, assuming that the unbiased
estimate of f iðxÞ is f i′ðxÞ, then

Fi tð Þ = f i′ tð Þ + σi′ tð Þ = f i tð Þ + σi tð Þ, ð7Þ

where σi′ðtÞ is an estimate of σiðtÞ.

The difference between FiðxÞ and f iðxÞ is expected to be
EðσÞ, namely,

〠
N−1

j=0
Fi t j
� �

− f i t j
� �� �

= E σð Þ: ð8Þ

The variance of the difference between FiðxÞ and f iðxÞ
is σ2:

〠
N−1

j=0
Fi t j
� �

− f i t j
� �� �2 = δ2: ð9Þ

For amplitude constraints,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2ij + β2

ij

q
− δ ≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2ij + b2ij

q
≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2ij + β2

ij

q
+ δ: ð10Þ

From the above, the amplitudes a! and b
!

of at each
frequency can be obtained, that is, the characteristic vector
of the amplitude spectrum.

2.2.2. Feature-Level Information Fusion Algorithm Based on
Spatial Dimension. Feature-level data fusion belongs to the
middle-level fusion. It first extracts a set of characteristic
information from the raw data collected by each sensor. It
then uses the feature-level information fusion method to
fuse each group of feature information. The feature-level
fusion process is the mapping process from an n-dimen-
sional measurement space to an m-dimensional attribute
space [30, 31], as shown in Figure 3.

Feature-level attribute association fusion mainly includes
three steps: feature vector selection, multisensor data associ-
ation, and association fusion between attributes based on
simple relationships [32].

The first point is the selection of feature vectors. The
feature-level data fusion object is the feature vector. The
requirement for the feature vector is that it can fully reflect
the characteristics of the signal. And it has an objective
compression rate and at the same time guarantees the loss
of as little original information as possible. The eigenvector
of the window signal expressed in the form of a complex
number is shown in the following formula:

F
!

f = ⋯, 0,⋯, ai0 + i ⋅ bi0ð Þ,⋯, 0,⋯, aim + i ⋅ bimð Þ,⋯, 0,⋯f g, 0 ≤m∠nf ,

ð11Þ

F
!

g = ⋯, 0,⋯, αi0 + i ⋅ βi0ð Þ,⋯, 0,⋯, αij + i ⋅ βij

� �
,⋯, 0,⋯

n o
, 0 ≤ j∠ng,

F
!

h = ⋯, 0,⋯, λi0 + i ⋅ γi0ð Þ,⋯, 0,⋯, λik + i ⋅ γikð Þ,⋯, 0,⋯f g, 0 ≤ k∠nh,

ð12Þ
where ðaim, bimÞ represents the cosine and sine compo-
nents at frequency f m corresponding to the change in
the frequency domain of the signal.

aim + i ⋅ bim is the plural form of ðaim, bimÞ.
The second point is multisensor data association. How to

judge whether the data from different sensors represent the
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same target is the problem of data association. Therefore, the

cosine value of the angle between feature vectors F
!
1 and F

!
2

can be used as a measure of the mutual support Sf of differ-
ent sensors, namely,

Sf =
F
!

1 ⋅ F
!

2

F
!

1

���
��� × F

!
2

���
���
: ð13Þ

When the cosine value reaches a certain threshold and
can maintain long-term strong correlation, this means that
the two sensors have a strong correlation and are used to
measure the same attribute. This method can be used for
the fusion of multiattribute information.

The third point is the fusion between attributes based
on simple relationships. The main use of spatial informa-
tion fusion is to use the interrelationships between attri-
butes to merge information between attributes. Fusion
based on simple relationships can be performed through
linear relationships.

(1) Linear relationship extraction. There is a simple
linear relationship between sensor monitoring data,
as shown in the following formula:

z = ax + by + c, ð14Þ

where x, y, z indicate measurement data of different attri-
butes and a, b, c represent the coefficients corresponding to
different attributes

The specific relationship of the three sensor data can be
expressed as

f i xð Þ = a ⋅ gi xð Þ + b ⋅ hi xð Þ + c: ð15Þ

After decomposition, the frequency amplitude of f iðxÞ is
the linear sum of the amplitudes of giðxÞ and hiðxÞ at differ-
ent frequency components. It is expressed in vector form as

a! = a ⋅ α! + b ⋅ β
!
,

b
!
= a ⋅ β

!
+ b ⋅ γ!:

ð16Þ

Then, the same linear relationship exists between the
feature vectors:

F
!

f = aF
!
g + bF

!
h: ð17Þ

When determining the relationship between different
attributes, only the eigenvectors of the corresponding attri-
butes need to be extracted to form the eigenvector matrix.
If there is a linear correlation between the row vectors in
the matrix, it means that there is a linear relationship

Sensor A

Sensor
measurement 

space

Feature
extractionSensor B

Sensor N

Attribute
space

obtained by
attribute

association
processing

Spatial
information

fusion

Monitored
state space

Feature
extraction

Feature
extraction

decision
making

Figure 3: Feature-level information fusion process.
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between the corresponding attributes. The state of another
property can be estimated from the linear correlation and
the state of the known property.

(2) Linear relationship fusion. From the eigenvector
matrix, different measurement data with linear rela-
tionship can be determined, and these data come
from different sensors. There may be multiple sen-
sors measuring the same attribute, or the attribute
measured by a certain sensor is a linear combination
of the measured attributes of several other sensors.
As shown in Figure 4, the sensor information can
be fused by the weighted fusion algorithm

Under the combined effect of monitoring attributexand
noise (including the influence of sensors), the result is data
x1 and x2, if the noise satisfies a Gaussian distribution with
a mean value of zero and a variance of δ21 and δ22, respec-
tively. As shown in Figure 5, the two distributions have a
common area, indicating that the measurement data x1
and x2 have a supporting relationship.

α1 =
S1

S1 + S2ð Þ ,

α2 =
S2

S1 + S2ð Þ ,

8>>><
>>>:

ð18Þ

where α1 and α2 are expressed as the weight of the fusion of
the two monitoring data. The obtained fusion estimation
result is

x′ = α1x1 + α2x2: ð19Þ

Similarly, for n sensors, the support and fusion weight of
each monitoring data are

Si = 〠
n

j≠i
Pj xið Þ,

αi =
Si

∑n
j=1Sj

:

ð20Þ

Then, the fusion estimation expression of n monitoring
data is

x′ = 〠
n

i=1
αixi: ð21Þ

(3) Multiattribute information fusion. Multiattribute
fusion is based on the redundant information that
exists between the measured attributes. It uses the
method of information fusion to remove the uncer-
tainty of measurement attributes. Multiattribute

information can be fused by means of multisensor
information fusion

The measurement accuracy of n sensors is independent
of each other, so the accuracy x′ of attribute x can be
expressed as

δ2x = 〠
n

i=1
α2i δ

2
i : ð22Þ

In the same way, the y measurement accuracy y′ of the
attribute is

δ2y = 〠
m

j=1
β2
jδ

2
j : ð23Þ

The equivalent sensor is a linear combination of attri-
butes x and y after fusion, and its measurement accuracy is
expressed as

δ27 = a2δ2x + b2δ2y: ð24Þ

The multisensor information fusion method fully mines
the associated information between attributes and uses this
relationship for information fusion. It provides mutual
support between attributes, reduces the uncertainty of infor-
mation, and improves the accuracy of fusion.

2.3. Effective Teaching Theory. The evaluation index of the
effectiveness of teaching refers to whether the student has a
certain development in the learning process [33]. The effec-
tiveness of the deep integration of information fusion tech-
nology and subject teaching refers to classroom teaching
activities supported by information fusion technology. This
enables students to benefit from their studies, improve their
comprehensive abilities, and gain development. From the
perspective of students, study time is the foundation, and
students can obtain certain learning results through a period
of study. It is not only the improvement of learning ability
but also the improvement of learning efficiency. Similarly,
the learning experience is also a key point that cannot be
ignored. Students get a positive learning experience, and
their learning efficiency will also increase, thereby promot-
ing the improvement of learning effects. Therefore, in addi-
tion to learning time and learning results, learning
experience is one of the goals of effective learning. From
the perspective of teachers, most teachers teach based on
their personal teaching experience or teaching process, and
there is no teaching model that can be copied or referenced.
Therefore, to model the teaching experience, teachers com-
pile their own experience into a teaching model and think
about the rationality of the model. In the teaching process,
teachers think about which technologies should be used in
each link of the model. This not only provides teachers
with thinking points in teaching but also is a way to imple-
ment the combination of information fusion technology
and subject teaching.
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3. Teaching Action Practice Based on
Information Fusion in the Context of Big Data

In this experiment, two parallel classes with equivalent levels
under natural teaching conditions were selected as the teach-
ing objects. It adopts the traditional teaching mode and the
teaching mode of university Chinese education and informa-
tion fusion technology based on the background of big data.
It teaches the same content through the overall teachingmodel
and is completed by the same teacher. According to the teach-
ing effect and the interviewwith teachers, the application effect
of this teaching model is analyzed. The teaching mode of prac-
tical research in this article is shown in Figure 6.

This paper tests the four aspects of college students’
mastery of ancient and modern language analysis, college
students’ Chinese reading comprehension, college students’
Chinese writing application, and college students’ language
expression and communication effects. This article ana-
lyzes the learning effects of these four aspects under the
two teaching modes through test paper testing. The test
papers were distributed in the experimental group and
the control group, and 70 copies were distributed in these
four areas, and 70 copies were recovered. The experimen-
tal result data were all performed on the computer with
SPSS statistical analysis software for independent sample
T test.

Sensor 1

Sensor 2

Attribute x

Sensor 3

Sensor 4

Sensor 5

Attribute y
Sensor 6 Attribute z

Figure 4: Multisensor system.

x1 x2

Pr
ob

ab
ili
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Measurements

Figure 5: Probability distribution of measured values x1 and x2.
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Problem found Confirm theme

Determine the purpose

Collect information Analysis processing

Draw up a plan

Implementation activities

Scope of inquiry Subject inquiry

Evaluation effect Results presented Inductive reflection

Talk and share

Initial stage

Implementation
phase

Summary
stage

Communicate with 
each other

Figure 6: The teaching mode of college Chinese education and information fusion technology based on the background of big data.
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3.1. The Effect of Students’ Chinese Learning

(1) The effect of college students on the analysis and
mastery of ancient and modern languages

The students’ mastery of the analysis of contemporary
ancient languages and characters is obtained through the test
paper, and the content of the test paper is mainly based on
the words and words in the course they have learned. It is
to analyze the students’ understanding of words and the
effect of using them under the two teaching modes through
test paper tests. The analysis result is shown in Figure 7.

It can be seen from Figure 7 that the average teaching
effect of the experimental group is 19.4222. The control
group was significantly lower, with an average value of
only 11.4000. Through further independent sample T test,
the P value is 0.043 less than 0.05, which is significant.
This shows that the performance results of the two teach-
ing modes are significantly different. From this point of
view, the learning effect of the experimental group was
significantly higher than that of the control group. The
sample T test of the pretest and posttest ancient and
modern language analysis mastery of the experimental
group is shown in Table 1.

(2) The effect of college students’ Chinese reading
comprehension

Similarly, it learns about students’ reading comprehension
through examination paper tests. It chooses to take the extra-
curricular reading that is similar to the school teaching content
as the test content. The main analysis is shown in Figure 8.

As shown in Figure 8, it is obvious that the mean value of
31.3000 in the control group is lower than the mean value of
41.4222 in the experimental group through the comparison
of the mean values of teaching effects. It can be explained
that the average performance of the experimental group is
higher than that of the control group. Through further inde-
pendent sample T test on the teaching effect values of the
two groups, the P value is 0.002, which is significant. There-
fore, from the perspective of learning effects, the experimen-
tal group is higher than the control group. The sample T test
of the pretest and posttest reading comprehension of the
experimental group is shown in Table 2.

(3) The effect of college students’ Chinese writing
application

Through the test of writing training, the effect of
improving students’ writing ability under the two teaching
modes is tested. The data analysis is shown in Figure 9.

It can be found from Figure 9 that the standard deviation
of the experimental group is smaller than that of the control
group, indicating that the performance fluctuation range of
the experimental group is smaller than that of the control
group. Through further testing of the teaching effect values
of the two groups, the P value is 0.016 less than 0.05, and
the conclusion is significant. It can be seen from the effect
of Chinese writing application that the learning effect of
the experimental group is higher than that of the control

group. The sample T test of the pretest and posttest writing
application in the experimental group is shown in Table 3.

(4) The effect of college students’ language expression
and communication

It tests students’ language expression ability by setting
specific communication situations for the experimental
group and the control group. The experimental results are
shown in Figure 10.

Through independent sample T test, P value 0.029 is less
than 0.05, and the conclusion is significant. This shows that
the results of the two groups are significantly different. It is
not difficult to see from Figure 10 that the mean value of
the experimental group is higher than that of the control
group, and the standard deviation is also smaller than that
of the control group. This shows that the average perfor-
mance of the experimental group is not only higher than
that of the control group, but also the performance fluctua-
tion range is small and relatively stable. The sample T test
of the pretest and posttest language expression and commu-
nication of the experimental group is shown in Table 4.

3.2. The Effect of Teacher Teaching. After the teaching prac-
tice is over, this article discusses the teacher’s feelings and
views on the teaching model through interviews with
teachers, and there are three main points.

First, teachers believe that the greatest advantage of this
teaching model is that the initiative in the classroom is in
the hands of students, and students are more willing to
express themselves. This not only exercises students’ lan-
guage skills but also gives them room for independent think-
ing. In the teaching process, students are very motivated.
Students are willing to participate in the classroom and
express their ideas more directly. This not only allows them
to have a healthy learning environment in their studies but
also allows teachers to understand the situation of students,
which is more conducive to teachers’ targeted teaching.

Second, this teaching model brings a positive learning
atmosphere, and students are more willing to communicate.
Students with better grades can actively communicate their
study habits and their own understanding of knowledge,
while students with lower levels can encourage them to show
more by expressing their opinions. Students learn from each
other and promote each other. In this teaching mode, a very
good growth environment has been created.

Thirdly, the teachers provided some suggestions worth
considering for the teaching model. Teachers believe that
the combination of university Chinese education and infor-
mation fusion technology will not only help students’ enthu-
siasm for learning but also make students more willing to
communicate in such a good atmosphere. This will improve
the ability of information integration and reflect on their
own shortcomings, so as to promote the healthy growth of
students in ideological and political.

4. Discussion

This paper conducts a practical research on college Chinese
education and information fusion teaching action based on
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Figure 7: Independent sample T test of college students’ mastery of ancient and modern language and character analysis: (a) independent
sample T test of the control group; (b) independent sample T test of the experimental group.

Table 1: Pretest and posttest of the experimental group T test.

Dimension Category Mean
Standard
deviation

t
P

value
Conclusion

The mastery of ancient and modern language
analysis

Word sound
Pretest 3.5300 1.27436

-6.767 0.001 Significant
Posttest 6.2056 1.16523

Font
Pretest 6.0000 1.24623

-2.045 0.003 Significant
Posttest 7.0000 1.06572

Word
meaning

Pretest 4.0722 0.10369
-4.540 0.001 Significant

Posttest 5.0400 0.08965
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Figure 8: Independent sample T test of the effect of college students’ Chinese reading comprehension: (a) independent sample T test of the
control group; (b) independent sample T test of the experimental group.

Table 2: Sample T test of reading comprehension in the pretest and posttest of the experimental group.

Dimension Category Mean Standard deviation t P value Conclusion

Reading comprehension

Read the article aloud
Pretest 4.0400 1.17072

-1.762 0.007 Significant
Posttest 5.0556 0.78652

Overall perception
Pretest 4.3400 1.28068

-2.277 0.002 Significant
Posttest 5.4400 1.10207

Integrate information
Pretest 4.0600 1.18208

-4.087 0.001 Significant
Posttest 5.6400 1.10480

Appreciation and evaluation
Pretest 4.3556 1.47511

-4.512 0.001
Significant

Posttest 6.1222 1.00872 Significant

Form an explanation
Pretest 5.1222 0.61682

-2.285 0.002
Significant

Posttest 6.0422 1.26808 Significant
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Figure 9: Independent sample T test of the application effect of college students’ Chinese writing: (a) independent sample T test of the
control group; (b) independent sample T test of the experimental group.

Table 3: Sample T test of the writing application of the pretest and posttest in the experimental group.

Dimension Category Mean Standard deviation t P value Conclusion

Writing application

Examining questions accurately
Pretest 4.2722 1.02015

-3.236 0.001 Significant
Posttest 5.3722 0.83104

Appropriate selection
Pretest 4.5400 0.63341

-5.800 0.001 Significant
Posttest 6.2400 1.10764

Language expression
Pretest 4.8556 1.58032

-1.716 0.007 Significant
Posttest 6.0556 1.44438

Rigorous structure
Pretest 5.0722 1.50065

-1.561 0.011
Significant

Posttest 6.3222 1.42430 Significant

Writing norms
Pretest 5.2722 1.44632

-2.180 0.002
Significant

Posttest 6.5722 1.08142 Significant
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Figure 10: Independent sample T test of the effect of college students’ language expression and communication: (a) independent sample T
test of the control group; (b) independent sample T test of the experimental group.

Table 4: Sample T test of language expression and communication in the pretest and posttest of the experimental group.

Dimension Category Mean Standard deviation t P value Conclusion

Verbal communication

Concise
Pretest 3.0722 1.74158

-5.560 0.001 Significant
Posttest 4.7222 0.83878

Coherent
Pretest 6.1056 1.21306

-2.042 0.004 Significant
Posttest 7.1000 1.22538

Decent
Pretest 4.8000 1.22410

-1.701 0.008 Significant
Posttest 5.6400 0.87806
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the background of big data through test paper testing. From
the data analysis results, the four aspects of the data show
that the results are relatively good. With the support of
information fusion technology in the analysis of ancient
and modern languages and characters, students have a better
understanding of language and characters. This can commu-
nicate smoothly with people at work, with smooth sentences
and clear expression. This will be a very good help for stu-
dents after entering the society. In terms of language reading
comprehension, this is undoubtedly the idea to help students
understand the article. Through abstract thinking and
reasoning judgment, the realization of the mastery of the
subject of the article will be very helpful to cultivate students’
thinking activities. In the writing application part, in addi-
tion to cultivating students’ ability in language understand-
ing, students also need to cultivate clear thinking and
rigorous structure. Therefore, after passing the writing train-
ing, students gradually master the logic and skills of writing.
In terms of expression and communication, the use of
language is not only in writing but also in daily life. Through
the setting of the language situation in the classroom, it not
only exercises the students’ language expression ability but
also makes them feel the importance of proper, concise,
and accurate language in daily life, so as to reflect on their
own shortcomings, point out, and improve themselves in a
targeted manner.

5. Conclusion

This article is based on the action research of college Chinese
education and information fusion teaching under the
background of big data. Through examination papers, it
conducted action research on the effects of ancient and
modern language analysis, college students’ Chinese reading
comprehension, college students’ Chinese writing applica-
tion, and college students’ language expression and commu-
nication. In this paper, an independent sample T test was
performed on the experimental results of the experimental
group before and after the test. From the performance of
students, the results of the experimental group’s perfor-
mance before the test need to be strengthened. In terms of
parsing ancient and modern languages, students will not
actively communicate, and the learning method is mainly
based on classroom explanations. Most students do not have
a good understanding and use of words, and in terms of
reading comprehension, students cannot successfully com-
plete the course content and analyze the corresponding
themes. In terms of writing application, some students are
not proficient in the application of similar sentence patterns
or writing techniques and description methods. The expres-
sion communication part is better for simple daily commu-
nication, but the expression of subjective issues needs to be
strengthened. After the action research, students will express
their opinions more enthusiastically and engage in commu-
nication with their classmates. Through communication
with each other, they learned how to learn more efficiently.
Students understand their own shortcomings, understand
that they have many areas for improvement, and are more
willing to explore with classmates to find solutions. This

shows that college Chinese education and information
fusion teaching make the content of Chinese teaching more
vivid and diversified. From the perspective of students’
learning effects, this teaching model has a certain effect.

This research has achieved some results. However, due
to the limited research time and ability of the researchers,
this article still has many shortcomings. The premise of this
teaching mode is that teachers have the ability to make
topics and information literacy, so that they can deal with
various problems in the teaching process. At the same time,
students also need to have the corresponding abilities, such
as concisely and clearly explain their own problems and
directly address the doubts in the relevant teaching content.
This prevents teachers from affecting the teaching process in
order to solve the problem of students with different levels of
information. Therefore, before conducting college Chinese
education and information fusion teaching, it is necessary
to conduct curriculum training on exploration and exchange
of relevant topics for teachers and students. There are many
teaching courses and limited time. Teachers need to spend
more time to guide students to build knowledge through
communication and learning. In the future teaching, what
still needs to be explored and considered is how to make
the language ability of college students in all grades more
systematic. It needs to ensure that the ability goals of differ-
ent grades form a complete system that is not single but is
leveled by difficulty.
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With the current data-driven era, there is the potential to employ controllers that can store a large amount of data, which is not
achievable with traditional controllers. Our goal is to propose an intelligent controller system for computer room management
based on artificial intelligence that maintains data integrity, saves memory, minimizes computation, and simplifies program
design. To upgrade the computer room management system’s intelligence that is not high, the management mode that is not
flexible, and the distributed large-scale management of the whole school that is difficult to realize, the original system is
improved to the distributed computer room management system based on artificial intelligence. By starting from the actual
situation of higher vocational college computer room, combined with the characteristics of the school computer room, we
designed framework model based on distributed artificial intelligence machine room management system, the system by means
of network communication technology and database access technology, put forward the B/S combined with C/S structure to
realize the computer room management system model, and used radio frequency identification technology to develop radio
frequency card. The results show that the optimization results of the traditional computer automatic control system in the
computer room vary greatly and fluctuate between 0.6 and 0.8, while the control results of the automatic control system in this
paper keep stable at 0.8, which can reach the ideal state in a short time. Through the outcome, it can be said that the proposed
control method can be used of higher level of automation, flexibility, and robustness which will work effectively. Therefore, the
improved system integrates software, hardware, communication, and distributed system technology into one, which greatly
improves the control effect of computer automatic control process, and control result of computer automatic control process is
more stable and has a certain practical application value.

1. Introduction

Using smart sensor technique to develop intelligent software
apartments has also recognized as a dominant position in
university renovation. In such an era of rapid advancement
of machine learning and artificial intelligence, how to fully
utilize technology, cloud platform, advanced analytics com-
puting, and other resources to build a new intelligent control

and management platform, to achieve intelligent manage-
ment of university network room teaching administration,
has become the main production trend of university intelli-
gent control and management system. At present, the con-
struction of intelligent control and network technology-
based computer room management system in colleges and
universities is in the exploration stage. With the constant
evolution, maturity, and perfection of Internet of Things,
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information mechanism, schools will have different require-
ments for the application of the Internet of Things in various
industries and fields. Strengthen the construction of intelli-
gent control and management system of the college rooms,
grant entire play to the function of science and technology
in physical environment perception of the Internet of
Things, and provide more personalized services for teachers
and students in the teaching process and daily life. At pres-
ent, there are many problems in management of computer
rooms in many colleges and universities, such as heavy man-
agement workload, difficult arrangement of computer
rooms, inconvenience of after-class computer and charge
management, and many financial loopholes. Facing the high
number and high investment of the school computer room,
a set of functional integrity and practical, simple mainte-
nance, high-security charge management system for
improving the management efficiency of the computer
room, reducing the intensity of work, and timely processing
of the fault occurring in the computer room has important
significance. How to use computer resources effectively and
improve the utilization rate of computer room has put for-
ward higher requirements on the management level of com-
puter room. In this case, higher vocational colleges urgently
need to develop a distributed IC card-based computer room
management system for unified management, to achieve the
modern management of computer room, and improve the
management level of computer room [1].

Artificial intelligence, or AI for short, was first proposed
in 1956 by John McCarthy and other scientists at the Dart-
mouth Institute in America. As a main division of computer
science, artificial intelligence has become a broad interdisci-
plinary and frontier science after more than 60 years of rapid
development. Artificial intelligence is considered as one of
the three high-tech mechanisms in the 21st century. Artifi-
cial intelligence (AI) is a basic theory, methods and technol-
ogy that combines computer software and hardware to
refresh definite thinking processes and behaviors of human
beings by studying the laws of human intelligence activities
and building artificial systems with definite intelligent bear-
ings. AI technology is a rapidly developing research field.
The research on AI has not only become a hotspot of distrib-
uted artificial intelligence research but also a hotspot of com-
puter technology research. At the same time, it has attracted
wide attention from the scientific, educational, and indus-
trial circles and has been applied increasingly widely in
recent years. The reason for this is that AI-based systems
have excellent advantages in problem-solving. AI technology
provides a new distributed computing model and problem-
solving approach, which can effectively relieve the con-
straints of sequential and centralized control on the system
and seek the solution of problems in a concurrent and non-
centralized way. It provides a new computational and
problem-solving solution and will be a model for the next
generation of complex distributed engineering systems.
The traditional distributed computer room management
system is usually a client/server structure. Compared with
the client/server, AI does not need continuous network con-
nection and can reduce the occurrence of network blocking.
AI can move a piece of application code to the location of

the data, execute it at a high speed locally, and eventually
remit the execution outcome to user, thus eliminating the
transmission of a large amount of data on the network [2,
3]. AI refers to machine or software intelligence. When it
comes to AI in control engineering, it is not necessarily
about mimicking human intelligence. While seeing other
people may teach you a lot about how to assist robots in
solving difficulties, the vast bulk of intelligent control
research focuses on real-world problems rather than people
or animals. AI incorporates a variety of strategies, including
search and mathematical optimization, reasoning, and
probability-based procedures. Conventional control tech-
niques and approaches are frequently less computationally
demanding to implement than other AI applications and
may be accomplished using low-capability microcontrollers.
The successful deployment of emerging Industry 4.0 will
contribute to the creation of more capable control systems
and applications. AI advancements that will have an impact
on control engineering include data mining techniques, mul-
tiagent systems, and distributed self-organizing systems
[4–6]. Radanliev et al. proposed a novel numerical technique
for incorporating concepts from cognitive propulsion sys-
tem, edge computing, artificial intelligence, and machine
learning into automated intrusion detection. At the edge of
the Internet of Things network, the engine uses machine
learning technology to initiate process changes, providing
actual intelligence with stability and operability for inferen-
tial network risk analysis. This will improve risk analysis
capabilities and encourage the development of a systematic
and comprehensive understanding of the challenges and
threats that arise when deploying edge computing servers,
as well as local IoT networks as machine learning and artifi-
cial intelligence technologies migrate to the Internet’s
periphery [7]. Artificial intelligence (AI) has found applica-
tions in society over the last decade. As AI applications
become more challenging and use incidents expand, they
highlight the significance of trying to address performance
and power significant challenges in their implementation.
Kurshan et al. [8] give a brief overview of what 3D integra-
tion offers in the design of machine learning chips, discuss
emerging opportunities in the next generation of memristive
architectures, and inspect challenges. Because of our limited
knowledge of the activity and structures of the human mind,
machine learning layout, which relies on the brain for inspi-
ration and virtual world, faces serious challenges. However, a
large sum is being invested in the development of memris-
tive chips. We believe that three-dimensional integration
not only provides tangible advantage for fee and versatile
neuromorphic chip design, but it may also provide architec-
ture flexibility when it comes of fusion, further enabling
design in future works. For monitoring, the multivalent sys-
tem can help in monitoring the condition of system and pro-
viding effective asset management by diagnostics and
protection against faults. Both areas are built upon the mul-
tiagent system properties, such as proactive, reactive, and
social properties, as well as other fundamental properties.
Moreover, they require highly developed communication
protocols and specified architectures for the purpose of
applications [9].
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A major concern for the networked sensing and actua-
tion of a large-scale system is the complexity, due to the
number of components and their interaction patterns and
communication delays. This complexity is raised when a
control system is required to become intelligent by imple-
menting a completely new variety of knowledge processing
functions [10]. To sum up, this paper proposes a computer
room management application process depending on artifi-
cial intelligence. Database design is the cornerstone of suc-
cessful development of the system, so how to set up
database tables, in which fields each table has to ensure data
consistency, save memory, and reduce the amount of com-
putation, which simplifies the program design is essential.
According to the database design specification, to prevent
abnormal data insertion, deletion, and update, the database
design reaches three normal forms (3NF). The main data
table of the system is user table, user on machine record
table, user-type table, and rate table. The user table mainly
includes the primary information of the user and the login
information of the user. The user login record table mainly
includes the login record registration; this table is convenient
for the user to inquire their own login record. The user-type
table includes user types such as super administrator, system
administrator, general administrator, teacher, and student.
The rate table mainly designs the system billing parameters.
According to the rate, the way of billing, and the composi-
tion of measurement units, the database design also con-
siders the needs of teaching, development, and
conservation of the computer room. The intelligent man-
aged process of communication computer room obtained
by this study has a good system interface and easy to use,
which is convenient for students to learn on the computer,
reduces the management workload of computer room
administrators, improves the utilization rate of equipment
and work efficiency, realizes the modernization of computer
room management, and has a certain practical application
value.

2. Research Methods

2.1. System Pattern of Computer Room Supervised System
Based on AI

2.1.1. Workflow of the System. The working flow of college
students’ computer room is as follows: for the students
who have class arrangements, the computer room super-
vised process will allocate the computer room according to
the class arrangement and assign a machine to the students
who swipe the card; for free students on the machine at their
own expense, the machine room management system must
first check the situation of the machine room, to see if there
is no idle machine that can be used; if not, then give a “no
idle machine” prompt information; if there is idle machine,
then arrange students on the machine, the following process
and the normal students on the machine the same. Its work-
ing flow diagram is shown in Figure 1.

Figure 1 is the client-server paradigm, also known as
client-server architecture, which is a distributed application
framework that splits tasks between servers and clients that

are either in the same system or communicate over a com-
puter network or the Internet. It can be seen from Figure 1
that in the client/server mode, the client and the server must
always maintain the connection during the calculation pro-
cess. A high number of median results need to be transmit-
ted during the calculation system, which wastes bandwidth,
etc., making it difficult to adapt to the high delay and unsta-
ble network environment. The main research is to introduce
AI technology into the computer room management system
and rebuild our existing computer room management sys-
tem model. In this new model, AI is not only the basic com-
ponent unit of the process but also the independent function
entity of the process. This new design can constructively
decrease the network link time, reduce the occupancy of net-
work bandwidth, greatly improve the robustness and reli-
ability of the system, give full play to the role of the
network for distributed computer room management, real-
ize nonconnection interaction, support weak clients, and
enhance the performance of remote interaction. The flow-
chart of the system is shown in Figures 2 and 3. In
Figure 2, a flowchart depicts the individual phases of a pro-
cess in a logical sequence. It is a general tool that may be
used for a wide range of applications and can be used to
describe a number of processes like service processes and
project plans. Similarly, for Figure 3, the flowchart of credit
card exchange has been shown. The dotted line indicates
whether the subserver requests the server according to the
IC card information. If it is a self-charging server (no request
can be made to the server when there is IC card informa-
tion), if there is no free machine, the subserver can first com-
plete the prompt to the user that the machine is unavailable
[11, 12].

As can be seen from the figures, the processing between
the card reader and the subserver does not have to wait, and
the communication between the subserver and the master
server can be completed.

2.2. System Platform Mode

2.2.1. Common System Platform Patterns. In recent years,
with the rapid development of computer technology and
network technology, the management of the computer room
in colleges and universities has been transferred from man-
ual management to intelligent automatic management. A
client/server program works on the client side and connects
with a remote server for information, whereas a web applica-
tion runs entirely within a web browser. On a regular basis,
the client server sends queries to the remote server to gain
information. User interaction with the server is always
accomplished via a client-side user interface or application.
To connect with a web service, a web browser is used. A cli-
ent server application might be platform-specific or cross-
platform, depending on the programming language used. A
web application is platform neutral since all it needs is a
web browser. The cross-platform language makes an appli-
cation look native to the platform or operating system of
the client [13, 14]. In this process, the choice of the platform
mode of the computer room management system is the
main problem that the system designers meet. The platform
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mode of computer room management system can be divided
into four types: host terminal mode, file server mode, client/
server mode (C/S for short), and web browser/server mode
(B/S for short). The host terminal mode has been phased
out due to limited hardware choices and unguaranteed hard-
ware investment. The file server mode is only suitable for
small-scale local area networks; for many users, a large
amount of data will produce network bottlenecks, especially
in the Internet which cannot meet the user requirements.
Therefore, the platform mode of modern computer room
management system should mainly consider C/S mode and
B/S mode [15].

The broad classification of C/S- and B/S-type mode has
been done in detail along with pros and cons. A client-
server network’s key advantage is the centralized control it
gives. All of the required information is gathered in one spot.
A client-server network’s data is successfully secured due to
its centralized architecture. It can be enforced using access
controls, enabling only those who have been granted permis-
sion to do so. Client-server networks are extremely scalable.
As needed, the user can increase the amount of resources
such as clients and servers. As a consequence, the capacity
of the server may be raised without creating substantial
downtime [16, 17].
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Figure 1: Flow diagram of the machine room.
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Figure 2: Flowchart of card swiping.
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(1) C/S structure: the client/server architecture, known
as the client/server(C/S for short) architecture, is
well known as the architecture. C/S architecture
application is accompanied by the network database
(such as Oracle, Informix, and Sybase) and desktop
graphics interactive window application and devel-
opment technology development and gradually
formed. It separates the user interaction interface
and business application processing of a complex
network application from database access and pro-
cessing. The dialogue between the server and the cli-
ent is carried out through a message passing
mechanism. The client sends the request to the
server, and the server sends the request back to the
client after the corresponding processing through
the passing mechanism. A large number of opera-
tions to the database through the way of remote
database access to the backstage database server to
complete this mode to a certain extent to improve
the speed of user interaction and response, reduce
the requirements of the client to the CPU processing
capacity, application development is simple and has
more powerful foreground development tool. C/S
business logic: the architecture is a two-tier system:
the first layer combines the presentation on the client
system and the second layer combines the database
server over the network as shown in Figure 4

Generally, application software with C/S architecture is
left at the client side, which makes the client side application
still fast when dealing with complex applications, which is
not consistent with the development trend of thin clients.
In the remote database access database mode (obbc.sql),
the client and the backstage database server data exchange
frequently, and the amount of data is large, when a large
number of users access easy to cause network bottlenecks.
The traditional C/S mode has many shortcomings: such as
low efficiency: inconvenient installation and operation, diffi-
cult to upgrade, and low safety performance [18]. Moreover,
if all clients request data from the server at the same time,
the service may become overburdened. As a result, the net-
work may get overcrowded. If the server fails for whatever
reason, none of the clients’ requests will be fulfilled. As a

result, the expenses of implementing and maintaining a
client-server strategy are rather high [19, 20].

(2) The B/S structure: browser/server structure, namely,
browser/server (referred to as B/S) structure, is a
change or improvement of C/S structure with the
rise of Internet technology. Its client is a standard
browser (such as Internet Explorer and Netscape
Navigator); the server side of the standard WEB
server collaborative application server responds to
the browser’s request. The B/S mode is a three-tier
structure system. The first-tier client is the user’s
interface to the entire system. Customers’ applica-
tions are streamlined with general purpose browser
software such as Netscape Navigator and Microsoft’s
Internet Explorer. The browser converts HTML code
into an illustrated web page. The web page also has a
certain interactive function, allowing users to input
information on the application form provided by
the web page to submit to the background and put
forward processing requests. This background is
the second layer of the web server. The second layer
web server starts the process in response to the
request and dynamically generates a string of HTML
code that embeds the result of the processing and
returns it to the client’s browser. If the request sub-
mitted by the client includes access to data, the web
server also needs to work with the database server
to complete the processing. Tier 3 database server
is similar to C/S mode, responsible for coordinating
SQL requests from different web servers and manag-
ing the database

2.3. System Platform Mode Used by the System. There are
many differences between C/S and B/S. First of all, C/S is
built on the basis of local area network; B/S is built on the
basis of wide area network. Second, the hardware environ-
ment is different: C/S is generally built on a dedicated net-
work environment in a small-range LAN between the
special server to provide connection and data exchange ser-
vices. B/S is built on the WAN, which does not have to be a
special network hardware environment, such as telephone
Internet, there is a stronger than C/S to adapt to the range,

Creditcard
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server agent
Swipe the card to
get off the machine Generate user
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Figure 3: Flowchart of credit card discharge.
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generally as long as there is an operating system and browser
on line. Although the two-layer C/S or B/S structure has
many advantages, it has disadvantages in the following
aspects:

(1) Low efficiency in a distributed environment: in the
general three-tier C/S or B/S structure access to the
database process, because the client id direct with
the application server and the application server
and the database server hit, this will undoubtedly
reduce the data access rate

(2) For some special information form, through the
database server makes the management very incon-
venient. In the traditional three-tier C/S or B/S struc-
ture, data cannot be exchanged between the
application servers. As for descriptive information,
it must be exchanged through the database server.
This not only causes the pressure of the database
server but also is not easy to realize, thus affecting
the application of the traditional two-tier C/S or B/
S structure. We overcome this shortcoming by divid-
ing the traditional application server layer into two
parallel sublayers that can interact, thus making the
three-tier C/S or B/S architecture more dynamic
[21]. In the improved architecture, the two parallel
sublayers not only have the functionality of their
original application server layer, but they can inter-
act with each other through some mechanism. The
interaction principle between them is based on the
principle of independence and mutual trust, that is,
each sublayer is independent of the influence of
another layer, and each sublayer has the integrity of
the other side [22, 23]

AI technology is a good way to deal with in the past, the
traditional C/S pattern cannot solve the problem, and its
advantage lies in the following: 1 AI mode from the tradi-
tional C/S mode, the framework of the service request will
be issued to the client code dynamically moved to execute
on the server, the AI is not through the network transmis-
sion among the link and interact directly with the service
source. This significantly reduces network bandwidth
requirements and minimizes conflicts between multiple
applications [24]. Of course, there are times when the code
is moved to the client side for execution so that the interac-
tion occurs locally on the client, which can achieve the same
effect. Compared with the C/S mode, it is less dependent on

the network, does not need to keep the network always con-
nected, allows discontinuous connection, and improves the
utilization rate of the network [25].

3. Result Analyses

3.1. Performance Test of Automatic Control System in the
Computer Room. To test in this paper, the performance of
the automatic control system, computer rooms and the cur-
rent classical room computer automatic control system opti-
mization method on the same platform to carry on the
simulation test, when the automatic control system by the
outside factors under the condition of strong interference,
the method and the traditional method of computer auto-
matic control system of control results are shown in
Figure 5. The dotted line in Figure 5 is the result line for
the method proposed in the paper. It can be clearly seen that
the output results have been stable which greatly improves
the control effect of computer automatic control process.
Through the outcome, it can be said that the proposed con-
trol method can be used of higher level of automation, flex-
ibility, and robustness which will work effectively. This will
address a major issue for the networked sensing and will
solve the problems related to the communication delays.
Under the condition of strong interference by outside fac-
tors, the traditional room change is very big, computer auto-
matic control system optimization results in the output ups
and downs unstable between 0.6 and 0.8, to achieve the ideal
state of computer automatic control system control, long
time-consuming, and results in this paper, the automatic
control system control is steady in 0.8. It can reach the ideal
state in a short time and improve the control effect of the
computer automatic control system, and the control results
of the computer automatic control system are more stable,
with obvious advantages. The comparison results show that
the optimization method of the automatic control system
designed in this paper can solve the problems of large errors
and low control efficiency in the optimization process of the
automatic control system in the computer room.

3.2. Implementation of AI-Based Computer Room
Management System. The client of this system includes the
control client, the card swiping client, and the computer cli-
ent, who are responsible for the server management, card
swiping management, and the student computer control,
and the client only carries on the data exchange with the
subserver, without any contact with the central server. Take

Server side

Client programClient programClient program

Figure 4: Architecture for C/S business logic.
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the swipe client as an example to describe the implemen-
tation of the client. The card swiping client is responsible
for the student swiping card on and off the machine and
communicates with the subserver to decide whether the
student swiping card can get on the machine, including
swiping card management and message processing, which
are, respectively, composed of IC card identification, mes-
sage sending thread, message sending thread, message
queue, and so on. The structure of the operation process
is shown in Figure 6.

The computer room management application system is
designed by combining the foreground database with the
background database. Database design is the cornerstone
of the successful development of the system, so how to
set up database tables, in which fields each table has to
ensure data consistency, save memory, and reduce the
amount of computation, which simplifies the program
design is essential. According to the database design spec-
ification, to prevent abnormal data insertion, deletion, and
update, the database design reaches three normal forms
(3NF). The main data table of the system is user table,
user on machine record table, user-type table, and rate
table. The user table mainly includes the basic information
of the user and the login information of the user. The user
login record table mainly includes the login record regis-
tration; this table is convenient for the user to inquire
their own login record. The user-type table includes user
types such as super administrator, system administrator,
general administrator, teacher, and student.

4. Discussions

The proposal is to create an artificial intelligence-based intel-
ligent controller system for computer room management
that protects data integrity, saves memory, reduces compu-
tation, and simplifies program design. As a result, the

improved system combines software, hardware, communi-
cation, and distributed system technology into one, greatly
improving the control effect of computer automatic control
processes, as well as the control result of computer auto-
matic control processes, which is more stable and has a prac-
tical application value. It is apparent that the output results
have remained consistent, significantly improving the con-
trol impact of the computer automatic control process. As
a result of the findings, it can be concluded that the sug-
gested control approach may be utilized to achieve a better
degree of automation, flexibility, and resilience, all of which
will be beneficial.

5. Conclusions

Based on the analysis of the defects of the existing computer
room management system and the characteristics of AI tech-
nology, a framework model of distributed computer room
management system based on artificial intelligence is
designed in combination with the characteristics of interac-
tion, autonomy, and initiative of AI technology. The existing
management system of the computer room in our school has
been improved. A management system model based on B/S
and C/S is proposed, and a radio frequency card is developed
by using radio frequency identification technology. Run on
the system in the management of basic normal, in computer
room management for the school to save a large amount of
manpower and material resources, improve the control
effect of computer automatic control system, equipment uti-
lization, and efficiency, and solve the existing current com-
puter automatic control system optimization process, the
control problem of low efficiency, and great error in com-
puter room management, modernization has certain actual
application value.
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Figure 5: Output results of the automatic control system
interference.
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In the technical world, NoC (network-on-chip) is a noticeable communication subsystem based on integrated circuits. It is mainly
used in improving the performance of system-on-chip (SoC) by bridging the intellectual properties in the SoCs. But there is a need
of protected architecture which is dealing with routing and processing data in the multicore system-on-chip (SoC). The recent
issue with the above is there is still a drawback in enabling a better network routing system for accessing physical networks.
The methodology of NoC mainly depends on the routing scheme, switching techniques, and structuring topologies. In this
paper, we propose a new technique in implementing the chip in order to maintain the data privacy of NoC routers. There are
many works with different algorithms that were evolved in enabling the secureness of NoCs, but due to the key size and block
size, it is still not able to reach the expected effectiveness. Our proposed work is intended in designing a NoC architecture by
means of embedding advanced TACIT security algorithm in Virtex-5 FPGA. Here, we used a hash function which is under a 4
hash function (4-H) scheme. The main advantage of this key generation scheme is it is applicable for block size and key size
up to ‘n’ bit. Thus, this TACIT security algorithm enables ‘n’ bit using the software VHDL programming language in Xilinx
ISE 14.2 and Modelsim 10.1 b which are applicable for 1024 bit and ‘N ’ bits of block size on Virtex-5 FPGA systems. This
design system can be enhanced by improving the factors like timing parameters, supporting memory, higher frequencies, and
utilized summaries.

1. Introduction

Various technical methodologies are being evolved in shar-
ing the information either in wired or wireless networks.
But the main motto or requirement to be attained in the sys-
tem is that the privacy of the information should be main-
tained while passing over the various communication
channels. But losing of information is in higher state even
in the technically globalized industry [1, 2]. If we compare
and discuss about any encryption algorithm, the important
thing should be noticed as well as maintained is its process-
ing speed with data privacy. Because when there is an

increase in the sensitive of the information, the level of data
privacy and speed are getting varied. In this concept, cryp-
tography plays a vital role in achieving the data privacy [3,
4]. It is an art of expressing mathematical notation for
encryption and decryption of data. When high sensitive data
are stored or communicated, there is a possibility of privacy
breach when those data are being passed through the unse-
cured networks. Cryptography is an art of data securing,
and cryptanalysis is the concept of analyzing and damaging
the secured communication systems [5]. Various kinds of
cryptography techniques and algorithms used in the indus-
try are DES, 3DES, AES, Kasumi Encryption Core, Blowfish,
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RC4, and X-MODDES. Here, we compared the TACIT
encryption algorithms based on the parameters like block
size and key size. Next, the TACIT encryption algorithm
was progressed on hardware description languages and it
was analyzed with well commonly known encryption algo-
rithms in the industry like AES as well as RSA.

1.1. Cryptography Overview. In cryptography [6, 7] the two
factors involved are plain text and cipher text, in which the
actual message or data to be viewed is known as plain text.
Those texts which are encoded by means of key value are
known as cipher text. This information is shared normally
through the communication channels which are technically
known as encryption. The reverse process of encryption
which is being used in order to view the original text from
encoding with key matching concept is known as decryp-
tion. The combination of these two processes is well known
as cryptography which is involved in sharing the common or
various keys in both ends. In technical factor, the sharing of
the same key is called symmetric and by means of various
keys is asymmetric key, respectively. Figure 1 is the pictorial
representation of how the original text (X) which is getting
encrypted with the (k) key value and communicated as
cipher text with an expression Y = E ½K , X�. The reverse pro-
cess as mentioned above is shown by decryption algorithm
with the expression X = E ½K , Y � and same key (K).

Y = E,X½ �X = E, Y½ �: ð1Þ

The important factor in the encryption algorithm is its
secret key and key length. During the output, the key values
vary by means of encryption algorithm.

According to the key values and exact substitutions, the
algorithm produce varied outputs as per the key dependents.
On discussing about the multiprocessor system-on-chip
(MPSoC) and network-on-chip (NoC), the main drawback
is maintaining the security channel. Network-on-chip is a
well-known approach for designing any kind of subsystem
that deals with the IP on system-on-chip. On the NoC com-
munication architecture, the software and application layer
are considered the crucial phases. If we get into a NoC tem-
plate, it has a chip region and it is composed of chaining of
chips. Those are physically isolated with the aid of regions
through which they can communicate with each other. The
switches in the architecture are composed of slots, which
has computing and other resources. A resource can either
be a memory, microprocessor, I/O, or FPGA resources. As
the application layer is implemented by OSI layer, the
resource connectivity among the network by means of
switches and network interfaces. The networking services
for the resources were gained by the network interfaces.
The other layers implemented by network interfaces were
presentation, session, and transport layers. Here, there is
chain of connectivity between the switches and it is also con-
nected to the network interfaces. The packet communication
from source to destination is delivered by using the switches.
The interconnection of network, data link, and physical layer
is done by linking switches and metal wires. Figure 2
explains the NoC design which is structured by layer accord-

ingly for transmitting the data. We can say a resource can be
represented as fixed type or floating point. According to the
presentation layer, it must be a same type for converting
some process. The session layer will establish the connection
between the variable resources. The transport layer under-
took checking of packet loss during the transmission. The
network layer is implemented by the switches, which took
the responsibility of handling the network topology and
handled the addressing scheme among them. The passing
of data between the points are done by the data link layer
and physical layer holds the electrical properties.

2. Related Works

Various research works are done in NoC architectures [5, 8]
in which several gains were yielded over conventional bus
architecture. Common NoC architecture is a topology-
based structure especially 3D-mesh topology, which is pro-
posed with stacked mesh in [9]. In paper [8], wormhole
switching is proposed and it is suitable for dealing with high
speed and low power, in which NoC structure has routing as
final protocol but most of routing technique failed to design
mainly on the basis of power awareness. According to the
work on [10], the routing is created based on the pro-
grammable routing tables especially for dealing with the
faulty links in the NoCs. In paper [11], during the com-
munication, in order to reduce the power consumption,
a three-step routing algorithm is evolved. Here, they dis-
cussed about some of the open problems in the task rout-
ing. The work on [12] is composed of dead-lock free
routing and adaptive routing in minimizing the routing
latency. From paper [13], they discussed about the com-
plex dynamic routing protocol in order to shun the con-
flicts of data buffering raised in the networks. The
deflection routing protocol is proposed in [14] which is
mainly proposed for dealing with output connection prob-
lems. In addition to these, various algorithms were devel-
oped in order to improve the NoC architecture
performance on various factors such as dead-lock, low
power, high speed, buffer connection, and low latency.
But the abovementioned algorithms failed to address the
security breach among the routing packets. In architecture,
during communication, if the data is not secured, it is vul-
nerable to various attacks. Paper [15] shows the works of
proposing the TACIT algorithm for the purpose of secure
data communications. It uses hash function for key selec-
tion and distributing keys. The TACIT algorithm is the
well-known bit-reverse process that can be easily predict-
able by the attackers. In this paper, our proposed work
enhanced the TACIT algorithm by using 4-H key distribu-
tion (4-types of hash function) to implement secure rout-
ing system. It is too hard for the invader to destroy
advanced TACIT algorithm, because of the design used
in four types of hash function while generating the keys.

3. Research Gap

The achievement of effectiveness in internetworks mainly
depends on the freedom while implementing the
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forwarding packets as well as routing. But traditional rout-
ing techniques have its own policies which restrict the
routed traffic through specific paths for some administra-
tive issues. These policies based routing intended the users
to add policies which enable the packets selectively to pass
through various paths. In a structured network, it is
mainly required for a design to enable a route for secured
data transmission till the destination. That is the reason
for requirement in enabling secured policy based routing
method. This paper analyses various methods in attaining
security for networks. The methods discussed are DES,
Triple DES, AES, Blowfish, RC4, Modes, and X-Modes
but these have the limitation on block size and key size,
in which the maximum size is 256 bits which is supported
by AES algorithm. Finally, we proposed a new security
algorithm known as TACIT. This TACIT is applicable
for encryption and decryption on any network. The appre-
ciable work of this proposed scheme is that it is designed
to face ‘n’ bits block size and ‘n’ bits key size on any net-
work. The implementation of hardware chip in the TACIT
network security is proposed for future work with motto
of achieving excellent result and even the key size is con-
sidered to be greater than the block size. The proposed
algorithm is examined under various text files by imple-
menting it on C, C++, C#, and Java programming lan-
guages. The TACIT can be used for encryption as well
as decryption. It protects the theft of secret data in routers
of network-on-chip by generating HASH key-based func-
tion. In case of proper right by the owner, the data protec-
tion unit does not create as problem to the unit. The main
aim of the encryption and decryption algorithm is to pro-
vide the best secured database.

4. Proposed Key Generation Scheme

4.1. Procedure for Hash Function.We create streams A and B
. Then, weexchange it. The above hash function has four
cases are as follows:

Case 1: ðA = B = igÞ and take ′i′ : x =H1 and y =H1,
where ig = i > ðj, k, lÞ

Case 2: ðA = B = jgÞ and take ′i′ : x =H2 and y =H2,
where jg = j > ði, k, lÞ

Case 3: ðA = B = kgÞ and take ′i′ : x =H3 and y =H3,
where kg = k > ði, j, lÞ

Case 4: ðA = B = lgÞ and take ′i′ : x =H4 and y =H4,
where lg = j > ði, j, kÞ

Consider string A randomly at one end of transmit-
ting such as source end and string B at receiving end.
Here, both the strings were familiar among them and
the hash table calculates the values between x and y.
The value of random from the sender end is the range
0 to 9 with a code sequences in signifying the hash func-
tions. It has four exist cases in order to break the key
such as (i) ig = i > ðj, k, lÞ, (ii) jg = j > ði, k, lÞ, (iii) kg = k
> ði, j, lÞ, and (iv) lg = j > ði, j, kÞ. Table 1 shows the pos-
sible hash functions according to the proposed algo-
rithms. In this, ig represents the lower case alphabetic
characters in the random sequence. If X and Y exchange
between each other, value of ‘i’ is the first value which is
under generated sequence. The value of x and y is gener-
ated by the value of ‘i’ to get the least prime numbers.
This prime number is generated at both the ends by
means of trial solution method. Thus, the biggest prime

Plain Text Input 
X

Encryption Key
Generation (k)

Encryption Key
Generation (k)

Plain Text Input
Y

Figure 1: Symmetric encryption and decryption process.
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Figure 2: NoC architecture.
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Table 1: Hash table using the 4-H key.

j
Hash function

H1 H2 H3 H4
ig = i > j, k, lð Þ jg = j > i, k, lð Þ kg = k > i, j, lð Þ lg = l > i, j, kð Þ

0 ij − i:j jk + j:k kl + k:l li + l:i

1 ik + i + kð Þ jl + j + lð Þ ki + i + lð Þ l j + k + lð Þ
2 il − k + lð Þ ji − i + jð Þ kj − k + jð Þ lk − l + ið Þ
3 jk + l:ið Þ il + k:jð Þ kj + l:ið Þ li + l:ið Þ
4 jl + j:ið Þ ik + k:lð Þ kj + l:jð Þ li + j:kð Þ
5 ji − i ij − j kl − l lk − k

6 ki − i l j − j ik − k jl − l

7 kj + j + i − kð Þ li + i + j − lð Þ jl + l − j − ið Þ ik + k − i − jð Þ
8 kl + j + i + l − kð Þ lk + l + k + i − jð Þ ij + i + j + l − kð Þ ji + i + k + j − lð Þ
9 i:j:l + i:kð Þ j:k:l + j:lð Þ i:j:k + j:lð Þ k:l:j + l:ið Þ
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Figure 3: Encryption and decryption algorithm.
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number is between x and y with the average actual key.
That generated key is proposed for processing the data
encryption as well as decryption.

4.2. Key Generation

(1) Let X = ð4mph#∗%DH@897^jk$Þ and Y = ð7ln85
JZ41@!60&gtÞ

(2) For X fm = 4, n = 3, u = 2, v = 6g
(3) X satisfies Vg. Therefore, P should use hash table

H4. Here n = 4

(4) Therefore, P = Vm + ðn:uÞ = >ð6Þ4 + ð3 ∗ 2Þ
(i) 1296 + 6 = 1302

(5) For Y fm = 4, n = 6, u = 2, v = 3g
(6) Y satisfies ng. Therefore, Q should use Hash table

H2. Here n = 7

(7) Therefore Q =Vm + ðm + n − vÞ = >ð3Þ4 + ð4 + 6 − 3
Þ
(i) 81 + 7 = 88. Key:

(8) Least prime number between 88 and 1302 = 89.
Largest prime number between 88 and 1302 = 1301.
Key = ðLeast Prime + Largest PrimeÞ/2

(i) ð1301 + 89Þ/2:Key = 695

4.3. TACIT Encryption Algorithm
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Step 1. initially the text file is viewed and process for permu-
tation approach in order to get the shuffle position for the
characters using the key value.

Step 2. the text file characters were analyzed, and ASCII
values are generated accordingly by means of character.

Step 3. the corresponding text specified the n-bit key value as
XORed.

Step 4. TACIT logic is applied for nkxorkk in order to per-
form some specified operations.

Step 5. the obtained resultant value is converted from Step 4
into binary one.

Step 6. reverse operation is applied on the resultant values
from Step 5 on the binary string.

Step 7. the corresponding decimal value is to be analyzed.

Step 8. the decimal value according to the unicode character
is formulated and that is the cipher text.

Step 9. perform all Steps from 1 to 7 for the remaining char-
acters still the reaching the end of file (EoF).

The value for the first character and the key is generated
using 4-H key function using ASCII table. This function is
applied for doing the XOR operations. According to the
TACIT logic (nk XOR kk), the value obtained is converted
into binary forms by means of the preceding steps. In this
stage, a modification is implemented in the TACIT logic that
is the bit reverse operation which is processed after carrying
out the bit XOR operations. As per [15], bit reverse opera-
tion is performed which the attacker can easily predict. To
avoid this, the process is continuously performed based on
the decimal value gained from the previous step. Those
results involved the cipher text characters still its enciphered
[16]. Visual cryptography technique allows visual informa-
tion to be encrypted in such a way that the decrypted infor-
mation appears as a visual image. Visual cryptography

allows digital images to be separated into few shares called
transparent shares. For security reasons, it ensures that
hackers cannot find any clues about the secret image from
a single cover image. Transforming a secret message to add
some protection using cryptography technique is called as
encryption algorithm [6]. The encryption algorithm is
unique to the master user who in turn protects the data from
attackers. Encryption technique is of two types symmetric
and asymmetric encryption. In symmetric encryption, the
secret data can be encrypted and decrypted using a single
key, without which it is impossible to decrypt the secret data.
In asymmetric encryption, the secret data can be encrypted
and decrypted using two different keys; it is difficult to
decrypt the secret data without those keys. For the decryp-
tion process, the first character’s decimal value is in ciphered
packets. Then, according to the advanced TACIT algorithm
logic, it is inversed as shown in Figure 3. For character deter-
mination, these processes were reshuffled and this imple-
mentation further carried out for all packets still gets
deciphered.

4.4. TACIT Decryption Algorithm

Step 1. the cipher text is the encoded text by means of
encryption algorithm. The cipher text gives the approximate
decimal value of the first character.

Step 2. reverse the corresponding binary values and
examined

Step 3. according to the TACIT logic, inverse operation is
processed.

Step 4. implementing XOR logical operation to the next key
value or n-bit key value

Step 5. represent the corresponding character accordingly.

Step 6. by the help of key value reshuffle

Step 7. Steps from 1 to 6 is repeated still achieving EoF

Table 2

Pins Functional description

Reset Used to reset sender and synchronized with clock of std_logic (1 bit)

Clk Default input for sequential logic, rising edge of clock pulse of std_logic (1 bit)

input_text (N − 1 : 0) Input text of the encryption end it can be of ‘N ’ bit. It is of std_logic_vector type

Decryption_text
(N − 1 : 0) Decrypted text at receiving end, it is also of ‘n’ bit and of std_logic_vector type

Mode_Selection
1 bit input (std_logic) to select in a particular mode if mode selection = ‘1’ it is in encryption mode and mode

selection = ‘0’, it is in decryption mode

Enable 1 bit input (std_logic) enable and disable the encryption logic. If enable = ‘1’ encryption algorithms else decryption
logic

Cipher_text (N − 1
: 0)

Cipher text is the text which is encrypted with key at the transmitting end. It can be any garbage value and it is of
std_logic_vector type
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4.5. Implementing Advanced TACIT in NoC Architecture.
The developed network-on-chip (NoC) is successful for
implementing in conventional bus architecture in an effec-
tive manner. The performance of NoC is improved by
implementing some set of protocols. These protocols are
mainly based on the working of topologies and routing
and switching methodologies. This work is carried out by
routing techniques [17] which are known to be deadlock free

mechanism. The proposed advanced TACIT algorithm-
based router architecture of NoC is shown in below Figure 4.

5. Result and Discussion

The proposed work is modeled and developed in VHDL as a
finite state machine. As shown in Figures 5 and 6, the

Figure 7: Modelsim simulation for data encryption.

Table 3: Device utilization summary of encryption and decryption.

Device part Encryption Decryption
Block size ‘1024’ bit block size ‘N ’ bit block size ‘1024’ bit block size ‘N ’ bit block size

Number of slices 82 out of 1408, 6% 108 out of 1408, 8% 89 out of 1408, 6% 105 out of 1408, 8%

Number of slice flip-flops 134 out of 2816, 5% 184 out of 2816, 7% 147 out of 2816, 5% 187 out of 2816, 7%

Number of 4 input LUT’s 48 out of 2816, 2% 72 out of 2816, 3% 144 out of 2816, 5% 168 out of 2816, 6%

Number of bonded IOB’s 132 out of 140, 94% 132 out of 140, 94% 138 out of 140, 98% 138 out of 140, 98%

Number of GCLKs 1 out of 16, 6% 1 out of 16, 6% 1 out of 16, 6% 1 out of 16, 6%

Table 4: Timing parameters of encryption and decryption.

Device part Encryption Decryption
Block size ‘1024’ bit block size ‘N ’ bit block size ‘1024’ bit block size ‘N ’ bit block size

Minimum period 1.56 ns 2.03 ns 1.442 ns 2.01 ns

Maximum frequency 786MHz 793MHz 754MHz 768MHz

Minimum input arrival time before clock 2.828 ns 2.915 ns 2.477 ns 2.545 ns

Maximum output required time after clock 5.807 ns 5.914 ns 5.112 ns 5.205 ns

Total memory usage 89943 kB 94248 kB 81175 kB 90298 kB
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register transfer level (RTL) is a developed view and Table 1
has the description of the chip.

Step input 1: reset = ‘1’, the clk is for managing and run.
At 50% duty cycle, every result was checked and rising edge
is implied by clock pulse.

Step input 2: reset = ‘0’, Select the input text and same
clk is use for management.

Here, the Model_selection has two modes such as to
select encryption and decryption mode. By which particular
logic is done by enabling input. Table 2 has description of
the pins and by means of Mode_selection is intended to per-
form the chip’s functions [18]. There are two at Mode_selec-
tion 1 data encryption logic and at 0 decryption logic [8].
Thus, integrated chip differentiates the encryption and
decryption logic in the system. In which, by enabling ‘1,’
the encryption logic began, and at 0, the decription logic will
be enabled by disabling the encryption logic. We force the
mode selection and enable with input_text <n bit>.

5.1. Device Utilization and Timing Analysis. The chip imple-
mentations and hardware device utilization is analyzed by
the device utilization report. The implementation design
has the device hardware which is based on no. of flip flops,
no. of bounded IOBs, no. of gated clocks (GCLKs), no. of
slices, and no. of input LUTs. The important details like
minimum period value, minimum input arrival time before
clock, information of delay, maximum frequency value,
and maximum output required time after clock were
resulted at timing details [19]. But the design is still incom-
plete, and by means total memory utilization value, it will

attain complete state. xc5vlx20t-2-ff323: it is the target
device created with Virtex-5 FPGA. The simulated values
of the design are tabulated in Tables 1, 3, and 4.

The achieved result is compared with existing work, and
by means of ref. [5], the future work of chip development of
TACIT cryptographic logic is proposed. On proposed work,
the chip is designed and developed as per the logic. Accord-
ing to [2], the design is developed and created for 128 bit of
block size. In the proposed work, it is designed to carry out
for 1024 bit and N bits of block size with encryption maxi-
mum support frequency at 793MHz.

The simulation output for data encryption and decryp-
tion using Modelsim is as shown in Figures 7 and 8 above.
It is clearly evident that the proposed method has achieved
its target with maximum security features.

6. Conclusion

In this paper, we proposed an advanced TACIT algorithm-
based secured routing architecture for NoC (network-on-
chip). In this mechanism, the key generation is based on
the hash function (4-H key) scheme which is of four various
types. According to this method, the intruder will not be able
to break the key easily. This proposed scheme is simulated
for the ‘n’ bit block size and key value. And the results are
successfully implied on Virtex-5 FPGA for 1024 bit and ‘N’
bit of block size. Thus proving the efficiency of the proposed
scheme compared to the other traditional approach in the
industry. The flawless performance earns the remark for its
achievement on being applicable for key size and block size

Figure 8: Modelsim simulation for data decryption.
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of ‘n’ bits. Based on the results the used memory and
throughputs were tabulated and future work can be carried
out for various NoC architectures.
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Animation education is an essential part of art education. Animation education in China started late, and its development was
intermittent. After entering the 21st century, animation education has developed at an unreasonably high speed and has
formed layers of animation education bubbles. There are many problems and drawbacks behind the rapid development of
animation education, but it has been slowly improved and some results have been achieved. In today’s multimedia age, the
digital revolution has brought a brand new environment and space for contemporary animation, and a large cross-field
animation industry is gradually taking shape. China’s animation industry should actively respond to the overall innovation of
the global animation industry and build a new animation industry development model that adapts to the era of big data. And
it builds an animation education system that adapts to the big data environment and continuously supplies talents for the
animation industry. This article will study the innovation of animation education based on big data. This article introduces
innovative methods of animation education based on big data and designs an animation education platform based on big data.
It also conducted a questionnaire survey of learners using the platform based on the Technology Acceptance Model (TAM)
and concluded: among the four-dimensional options of TAM, the average proportion of people who choose to agree is 49.5%,
and the proportion of people who choose to disagree is 1.81%. This proves that most learners think that the animation
learning platform in this article is useful and satisfied with the platform, and only a very small number of people have a poor
experience of using the platform.

1. Introduction

Animation education in China began in the 1950s. In nearly
half a century, there was only one university in China with
dozens of students, and its development was slow. The real
development of Chinese animation education began in
2004, and the development of animation education has
shown an extremely rapid momentum from the beginning.
In just a few years, it has blossomed all over the country,
with animation schools, animation majors, and animation
education institutions constantly appearing. However, the
animation education of universities is still relatively weak
for cultivating students’ innovative ability. Therefore, how
to cultivate college students’ creative thinking in animation
has become a central topic of college animation education.
Affected by the new media revolution, the traditional anima-

tion industry has begun to change. It covers many fields, for
example, clothing, toys, video games, advertising, and other
industries. These industries include animation, derivatives,
and industries that use animation to convey information.

Animation art education is an education implemented
through animation art work, and its comprehensive knowl-
edge contains more information than any single art form.
In addition to the following the general laws of art educa-
tion, animation art has its own laws. That is the unity of sci-
ence and art, thought and technology, production, and
market. Different from ordinary art work, animation is a
market-oriented commercial industry, and its derivative
products include comics, movies, TV, music, and even
theme parks and website resources. As animation education
continues to be hot today, animation educators must clearly
understand the current situation of animation education,
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and creators must have sufficient artistic accomplishment.
Therefore, the focus of modern animation education should
still be on technical education and art education. In today’s
Internet age, the use of big data technology to assist anima-
tion education is of great significance to the improvement of
the effect of animation education.

The animation industry is a fast-growing industry, and
the development of the industry has driven the development
of animation education. Therefore so far, many scholars
have also conducted research on animation education. Jian
et al. showed that the lecturer’s gestures can help capture,
maintain, and guide students’ attention in the classroom
and enhance learning and retention capabilities. He pro-
posed that the system allows users to effectively create accu-
rate and effective stimuli for complex gesture research
without the need for computer animation expertise or artist
talent [1]. Shreesha and Tyagi use field experiments to eval-
uate the effectiveness of animation in education and try to
eliminate the influence of external factors such as psycholog-
ical factors and students’ socioeconomic background. The
research results show that animation can be used as an effec-
tive communication tool in pedagogy. If used properly, it
can improve students’ academic performance in elementary
education, but this conclusion lacks data support [2]. Pinto
et al. have created three storyboards and verified by 22
experts. The results show that the matching rate for care is
above 80%. Storyboards enable people to understand the
changes in scenes and dialogue more clearly and in more
detail. Animation is an innovative educational technology
that supports the teaching and learning of parents and fam-
ilies [3]. Suki and Suki aim to use the unified theory of
acceptance and use of technical models as the guiding prin-
ciple to examine the determinants of students’ behavioral
intentions in animation and storytelling. The research
results show that university management and business
school scholars should recognize that animation and story-
telling are an effective educational method. And it actively
integrates this strategy into the curriculum to cultivate busi-
ness school students who are more creative in story commu-
nication. The lack of this research is the lack of detailed
design [4]. The purpose of Farrokhnia et al. is to give an
overview of the research in the field of stop motion anima-
tion (SMA) and to synthesize the research results. The
results of the study show that if the appropriate scaffold is
provided, SMA can facilitate deep learning. In addition, the
scientific concepts proposed as SMA should be self-con-
tained, dynamic, and not too difficult to express. The disad-
vantage of this research is that the research is not deep
enough [5]. Earnest and Amador assign prospective teachers
(N = 33) to one of two widely used courses to generate lesson
plans and corresponding animations. And it analyzes the
homework data called “curriculum planning” to reveal how
future teachers will use the curriculum to formulate the cur-
riculum. He discussed the impact on theory, curriculum, and
teaching, but the dimensions of analysis are somewhat less
[6]. Yim focuses on discussing the social value of animation
in the context of community culture and art education and
exploring the policy direction of community animation art
education. The analysis results show that the community’s

understanding of the value of animation art education is
low, and the educational needs are uncertain. However, it
can be confirmed that the community can carry out anima-
tion art education for the elderly and young people. It would
be better if the study can propose specific animation educa-
tion measures [7].

The innovations of this article are (1) combining big data
with animation education expounding the innovative
methods of animation education based on big data. This is
an innovation in method. (2) An animation education plat-
form was designed based on big data, and the platform’s
functions, overall framework, and key technologies were all
designed in detail. And after investigation, it is found that
learners feel better about using this platform. This is an
experimental innovation.

2. Innovative Research Methods of Animation
Education Based on Big Data

2.1. Big Data

2.1.1. Definition and Characteristics of Big Data. From a
technical point of view, big data is a large-scale, diverse,
extremely fast-growing, and potentially valuable complex
data spawned by the integration of the information technol-
ogy, revolution, and human social activities; from a social
point of view, big data is a new type of driving force that
enhances interactivity, relevance, and personalization, cre-
ates social value, and changes human behavior [8]. In terms
of data categories alone, big data refers to information that
cannot be collected, stored, managed, and processed by tra-
ditional means. The scale of the data set exceeds the process-
ing capacity of traditional methods, and more powerful
methods are usually needed to process.

2.1.2. Big Data Analysis Algorithm. The related algorithms of
big data analysis are essentially an application of collective
intelligence. It collects answers from a large number of per-
sonnel information recorded in the information database to
help obtain statistical conclusions. And these conclusions
cannot be obtained with a small amount of data. Collabora-
tive filtering algorithm is a recommendation algorithm that
uses collective wisdom. It is an algorithm that generates cor-
responding recommendations to target users based on the
rating data of similar neighbors. It can help people dig out
related information from a large amount of information to
generate the recommended content.

The implementation steps of the collaborative filtering
algorithm are to collect user preference data, find similar
users or similar items, and finally calculate the
recommendation.

First, we use the Sqoop-based big data collection module
to distribute mobile phone user preferences from various
systems such as the education system and convert these his-
torical records into a simple triple:

<UserID, ItemID, Preference > : ð1Þ

Then, several similarity measures are used to calculate
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the similarity between users, such as Euclidean distance and
cosine similarity [9]. Euclidean distance represents the true
distance between two points in a multidimensional space,
and its calculation formula is as follows:

d x, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠 xi − yið Þ2

q
: ð2Þ

The similarity expressed by Euclidean distance is

sim x, yð Þ = 1
1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ xi − yið Þ2

q : ð3Þ

The cosine similarity represents the cosine value of the
angle formed by the vector values of two triples in the vector
space. The formula is as follows:

cos ω = ∑xiyiffiffiffiffiffiffiffiffi
∑x2i

p ffiffiffiffiffiffiffiffi
∑y2i

p : ð4Þ

In the formula, x and y represent triples.
According to the similarity measurement value calcu-

lated by the abovementioned similarity calculation method,
two types of methods can be used to obtain adjacent users
or items [10]. That is, neighbors are based on the similarity
threshold and a fixed number of neighbors, as shown in
Figure 1.

2.1.3. Big Data Storage Method

(1) Data Access Mode of the Storage System. The basic form
of recency-friendly data access mode is

a1, a2,⋯, ak,⋯a2, a1ð Þn: ð5Þ

In the formula, k represents the number of data blocks,
and n represents the number of cyclic visits. This data access
mode has good data locality, that is, the currently accessed
data has a high probability of being accessed again in the
near future.

The basic form of Loop data access mode is

a1, a2,⋯, akð Þn: ð6Þ

The basic form of Frequency-friendly data access
mode is

a1, a2,⋯, akð Þm½ �P b1, b2,⋯, bið Þn: ð7Þ

In the formula, k represents the number of data
blocks that have been accessed, and m represents the
number of cycles to access k data blocks. m represents
the number of data blocks that are accessed only once
in a round of access. P represents the probability of
accessing data blocks. n represents the number of cycles
of the entire access process.

(2) Cache Scheduling Strategy. CRF (combined recency and
frequency) is an attribute value associated with each data
block. It represents the probability that the data block will
be accessed in the near future. CRF is calculated by the fol-
lowing formula:

CRFt0 bð Þ = 〠
k

i=1
F t0 − tbð Þ: ð8Þ

CRF integrates the contribution value of each access to a
data block [11]. Let FðtÞ denote the contribution value
brought by a data block access, and the contribution value
gradually decreases with the passage of time, then

F tð Þ = 1
attenuation

� �w×t
: ð9Þ

W is the weight adjustment parameter. Update the size
of the CRF in two cases. In one case, when the data block
is accessed or submitted, the latest CRF can be updated
according to the original CRF size. The calculation formula
is

CRF = CRFl × F − tlð Þ: ð10Þ

In the formula, CRFl represents the size of the last
updated CRF, and tl represents the time of the last update.

The second case is when a replacement operation occurs,
the CRF values of all data blocks will be updated at this time.
Because all data blocks must be sorted according to the latest
CRF, the new CRF calculation formula is

CRF = CRFl × t − tlð Þ∙F: ð11Þ

2.2. Educational Methods Based on Big Data

2.2.1. Construction of the Evaluation Model of University
Online Education Based on Big Data. The application of
big data technology in college network education is still in
the stage of practical exploration. In order to better and
objectively evaluate the achievements of college and univer-
sities, online education, and reflect the existing problems.
This thesis is in the process of constructing a dynamic eval-
uation model of college online education based on big data,
and it tries the combination of big data technology and tra-
ditional analysis methods and strives to increase the massive
data advantage of big data on the basis of traditional
methods [12]. The basic design of the evaluation model for
college network education is shown in Figure 2.

Data processing is required before evaluation to elimi-
nate the incomparability caused by directions and units.
Generally speaking, there are two main forms for deter-
mining evaluation indicators, namely, subjective empower-
ment and objective empowerment. Subjective weighting is
less likely to differ from actual common sense in the inter-
pretation of the results, but it may affect the accuracy of
the evaluation results; objective weighting has a rigorous
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mathematical theoretical interpretation, but it may make
the weight distribution unrealistic. Combining the advan-
tages and disadvantages of the two methods, this chapter
uses the analytic hierarchy process as the subjective
weighting method, and the entropy method as the objec-
tive analysis method. The two weighting methods are inte-
grated to get the reasonable weight value.

(1) Analytic Hierarchy Process. In the construction of the
judgment matrix, relevant leaders, experts, scholars, and
grassroots executives in the construction of campus network
culture in China are invited to score relevant indicators and
construct a corresponding judgment matrix. The weight
value of each indicator is calculated from the judgment
matrix of each person, and the average value of the weight
value of each indicator is taken as the final weight of the cor-

responding indicator [13]. The subjective weight vector
obtained by the analytic hierarchy process is

L = l1, l2,⋯, lnð Þ: ð12Þ

(2) Entropy Method. According to the characteristics of
entropy, we can judge the randomness and disorder degree
of an event by calculating the entropy value, or use the
entropy value to judge the degree of dispersion of an indica-
tor, the greater the degree of dispersion of the index, and the
greater the impact of the index on the comprehensive evalu-
ation. As an objective weighting method, the entropy
method determines the weight based on the amount of
information reflected by the confusion degree of each indi-
cator. The entropy method calculates the proportion p of
the index value of the j-th item under the i-th index. The

F

H
A

G

B

C

D

E

F

H
A

G

B

C

D

E
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formula is

p =
rij

∑m
i=1rij

: ð13Þ

(3) Comprehensive Approach. The index weight vector
obtained by the combination of analytic hierarchy process
and entropy method:

W = w1,w2,⋯,wnð Þ: ð14Þ

According to the weighted calculation index value, the
final evaluation result can be obtained.

2.2.2. Knowledge Level Diagnosis Method Based on Big Data

(1) Project Reflection Theory IRT Mathematical Model. IRT
is a mathematical model used to analyze test scores or survey
data. The goal of these models is to determine whether the
underlying psychological characteristics can be reflected
through the test questions, and the interactive relationship
between the test questions and the testee. IRT uses a nonlin-
ear probability model, and the most commonly used model
is the logistic model. The model is divided into three-
parameter model, two-parameter model, and single-
parameter model. The three-parameter model is as follows:

Pi θð Þ = ci +
1 − ci

1 + e−1:7ai θ−bið Þ : ð15Þ

In the formula, PiðθÞ represents the probability of a stu-
dent with the ability level θ of answering the question cor-
rectly. ai, bi, and ci, respectively, represent the degree of
discrimination, difficulty, and guessing coefficient, and e is
an irrational number, the base of natural logarithm [14].

The guess coefficient of some question types is quite
small, that is, the value of ci can be regarded as 0. At this
time, the two-parameter model can be used, that is, there are

Pi θð Þ = ci +
1

1 + e−1:7ai θ−bið Þ : ð16Þ

There are also some tests. Not only all project guesses
may be 0, but the discrimination is very close to each other.
That is to say, a is equal, and it can be set to ai at this time, so
a single parameter model is obtained, that is, there are

Pi θð Þ = ci +
1

1 + e−1:7 θ−bið Þ : ð17Þ

2.2.3. Intelligent Learning Path Recommendation Algorithm
Based on Ant Colony Algorithm. The structure of the smart
learning engine includes a storage layer and a control layer.
The storage layer is responsible for providing the databases
needed for engine operation, including learner information
database, group feature database, knowledge model and
resource database, teacher guidance strategy database, and
learning process database; the control layer is the operation

execution center of the engine. With the support of the
storage layer, the control layer provides personalized services
such as learning path recommendation, learning resource rec-
ommendation, adaptive presentation of learning resources,
knowledge level diagnosis, and teacher guidance. Among
them, the learning path recommendation is to use the smart
learning path recommendation algorithm [15]. Support the
smart learning of students and the smart guidance of teachers,
dynamically track the learning process, and evaluate the learn-
ing effect. It dynamically adjusts its own rules and data accord-
ing to the service effect to realize the continuous evolution of
the engine. Its structure is shown in Figure 3.

(1) Construction of Learning Object Network Graph. After
the learner selects the knowledge points to be learned, it is
necessary to determine the population according to the mas-
tery of all learners for the target knowledge points. Let L =
fl1, l2,⋯, lng denote the set of knowledge levels of all
learners who have completed the learning task (the popula-
tion size is n). li represents the knowledge level of the i-th
learner. Let dð0 < d < 1Þ represent the degree of difference
in knowledge level, then the population can be defined as

L0 = L1 + L2, ð18Þ

L1 = li lo − lij jj ≤ df g, li ∈ L: ð19Þ
(2) Evaluation of Learning Path. The overall evaluation
method of this chapter is that if the learner takes an evalua-
tion after learning and his knowledge level improves, then
the evaluation is adopted, otherwise, it is not adopted [16].
The reason for the decline in level is that the learning object
may not be very effective, but the possibility of error and
misleading is extremely low, so it can be ignored. After the
learning of the learning object, the main reason for the
decline in level is the learner’s personal reasons. The global
path evaluation is specifically expressed as suppose that user
k completes the learning task, and A represents the learning
path, then the evaluation update formula for each road sec-
tion on path J is

σij t + 1ð Þ =
σij tð Þ ∗ 1 − ρð Þ+ΔσkA mi ⟶mj

� �
∈ A,

σij tð Þ ∗ 1 − ρð Þ mi ⟶mj

� �
∉ A:

(

ð20Þ

Among them, ΔσkA is the evaluation of user k on the
learning path.

2.3. Animation Education Based on Big Data. As early as the
1940s and 1950s, China began to open an animation depart-
ment and carried out the earliest exploration of animation.
Although there are no specific works left, the talents culti-
vated played an essential role after the founding of New
China [17]. From the 1950s to the 1980s, Chinese animation
creation entered a prosperous stage. It has created many
excellent animated film and television works with strong ori-
ental colors and Chinese characteristics, such as Snow Child,

5Wireless Communications and Mobile Computing



Magic Pen Ma Liang, Nezha Naohai, and Calabash Baby. As
shown in Figure 4, it can be called a classic in the heart of a
generation.

2.3.1. Conventional Animation Course Setting. In the anima-
tion production process, traditional animation courses are
roughly divided into production preparation phase, midpro-
duction phase, and postproduction phase. It mainly offers
courses in ethics and law, college English, sketching, color,
script writing, animation segmentation design, animation,
motion law, and various software courses required for vari-
ous animations. This includes two-dimensional animation
production software courses and three-dimensional anima-
tion production software courses. And the curriculum set-
ting is based on this production process [18]. The details
are shown in Figure 5.

At present, the animation major is based on the basic
process of the early stage of the animation production stage,
the middle stage of the production stage, and the later stage
of the production stage. This cannot meet the needs of all
abilities that students need when creating short films, let
alone the professional needs of a certain professional skill.

2.3.2. The Problem of Animation Education in
Chinese Universities

(1) Lack of Animation Talent. According to statistics from
the Animation Art Committee of the Chinese Artists Associ-
ation, the national animation industry’s demand for profes-
sional talent is about 150,000. However, at present, there are
only 10,000 people in the domestic animation industry. The
lack of talent can be said to be an important reason for the
insufficient development of China’s animation industry,
which has caused deep anxiety to people. The lack of talent
is not only a lack of numbers but also a lack of high-
quality talent. That is to say, there are very few people who
meet the high-quality requirements of domestic animation
practitioners, and those who have the organic combination
of art and technology [19].

(2) Backward Teaching Methods. As far as the teaching
methods of animation in domestic colleges and universities

are concerned, whether it is an art course or a technical
course, it basically still stays in the traditional mode of
teachers talking and students listening. Moreover, with the
continuous expansion of enrollment and the shortage of
teachers, a teacher often has to face dozens or even hundreds
of students to give lectures. This kind of large-class and
indoctrinating teaching can improve efficiency relatively,
but it is difficult to create an atmosphere that stimulates
imagination and inspiration. There is a lack of communica-
tion and collision between teachers and students and
between students and students. This one-way indoctrination
method not only affects the cultivation of students’ creative
thinking and unique personality but is also incompatible
with the laws of art education. As far as the status quo of
art majors in Chinese colleges and universities is concerned,
it is almost impossible to achieve “one-on-one” or small
class teaching [20]. However, if the course content permits,
the interaction between teachers and students, students
and students can be realized in groups by grouping.

(3) Insufficient Teachers. In animation-related education,
there are very few animation teachers with professional
titles. If teachers have rich practical experience but lack the-
oretical ability, it is difficult to cultivate high-quality anima-
tion talents. Some schools will blindly recruit students when
there is no animation professional teacher at all. If they have
students, they will hire relevant teachers outside to teach
completely, keeping the quality of teaching aside. Teachers
are the core of education. To train professional students, a
high-level teacher team must be established. This is the key
to a good school animation education [21].

2.3.3. Animation Education Suggestions Based on Big Data.
The rapid development of new media technologies repre-
sented by mobile phones, the Internet, and digital television
has provided new channels for the dissemination of anima-
tion. Therefore, colleges and universities should seize the
opportunity to use new media as the engine of artistic inno-
vation, develop new forms of animation art, and meet peo-
ple’s new needs. The innovation of science and technology
is changing with each passing day. Theoretical research not
only needs to respond in time to the latest industrial
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Figure 3: Basic structure of smart learning engine.
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changes, technological innovations, artistic expressions, and
media methods but also needs to be prepared for new things
that may be about to emerge. For example, the merger of the
three networks is in progress, if the design expectations can
be realized, it will undoubtedly be another revolutionary leap
for the new media. It will inevitably have a new impact on
the current animation form, spawning new art forms, com-
munication and aesthetic methods, and theoretical construc-
tion should be correctly guided for this [22].

With the advent of the digital age, the Chinese advertis-
ing market is bound to usher in a revolution in animation
technology. Colleges and universities need to seize this
opportunity to improve the current curriculum settings,
accurately set up courses, and cultivate talents based on the
pyramid distribution map of the demand for animation tal-
ent. Introduce real projects as much as possible, use real pro-
jects to create a working atmosphere for the enterprise, and
realize the seamless connection between the school and the
enterprise. Only in this way can we cultivate technical ani-
mation talents that are more suitable for the digital age.
The talent structure diagram is shown in Figure 6.

3. Animation Learning Platform Based on
Big Data

3.1. Learning System Design

3.1.1. The Overall Framework of the System. This research
integrates the five aspects of individual characteristics, inter-
action, technology, motivation and emotion, and learning

content in all aspects of learning system development. The
development of an adaptive learning system for online ani-
mation education is to realize a customized learning plan
based on the learner’s individual characteristic data. And it
pushes personalized learning content and services, to
achieve a multiplier learning effect. The overall framework
of the system is shown in Figure 7.

The animation learning system records, stores, mines,
and analyzes learners’ online learning data, such as individ-
ual characteristic data, learning interaction data, and moti-
vational emotion data, and generates personalized learning
monitoring and evaluation reports. Finally, according to
the characteristics of the learners, the matching learning
content is pushed.

3.1.2. Function Design of Learning System

(1) Learner Section. The learner section is the most critical
part of the learning system design. The quality of the learner

Figure 4: Excellent Chinese animation works.
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module design will directly affect the learner’s experience
and satisfaction with the learning system. Therefore, to pro-
vide learners with a richer learning experience facing learner
users, the learning system is mainly designed from three
aspects: personal center, academic analysis, and personal set-
tings. “Personal Center” mainly includes four aspects of my
study, my wrong question book, my Q&A, and my exam; the
analysis of academic situation is mainly based on big data,
learning, analysis, and other technologies. Obtain, store,
mine, and analyze the learning data of learners throughout
the process, and provide learners with real-time learning,
quality testing, and personalized guidance and services.
The personal setting module mainly includes three contents:
basic information setting, avatar setting, and password
setting.

(2) Teacher Section. Teachers are supporters, guides, and
facilitators of student learning. Aimed at teacher users, the
research has carried out functional design from three
aspects: curriculum management, examination manage-
ment, and academic situation analysis. The course manage-
ment module mainly includes six aspects: course list,
chapter management, knowledge point management, learn-
ing object management, question management, question
bank management, etc.; the examination management mod-
ule is mainly composed of two parts: the “examination cen-
ter” and the “marking center.” It can help learners carry out
targeted training on high-frequency knowledge points and
weak knowledge points, enhance learning effects, and
improve learning efficiency; learning situation analysis can
help teachers grasp the learning process of learners, under-
stand the learning situation of students’ knowledge, and then
improve teaching strategies.

3.1.3. Key Technologies of the Platform

(1) Technical Support for the Overall System Architecture.
The system is mainly composed of five parts: database access
layer, cache service layer, service layer, web layer, and ses-
sion layer. The database access layer is mainly used to pro-
vide data persistence; the cache service layer is mainly
responsible for providing a unified distributed cache service
and improving the response speed of the entire system; the
service layer is used to process the business logic of the sys-
tem and is responsible for the transaction management of

the entire system; the web layer is mainly composed of
web resource files; the session layer stores the session infor-
mation after the user logs in in a cookie store, so that each
web server node in the web cluster can recognize the session
normally.

(2) Learning Style Calculation. The learning system uses data
mining technology to mine the learning data of learners in
the online learning process. If the learning style of a learner
A is SðAÞ, let N denote the number of behavior patterns in
each group of learning styles, then

S Að Þ = ∑n
i=1PiAð Þ
N

: ð21Þ

(3) Personalized Recommendation Based on Collaborative
Filtering. This system uses collaborative filtering to make
personalized recommendations to learners. This algorithm
has been introduced in the method.

3.2. The Survey Design of the Experience of Using the
Learning System

3.2.1. Survey Object. The subjects of this questionnaire are
animation-related students from four universities in a pro-
vincial capital city. These students have all studied in the
animation learning system designed in this article for more
than one month, and the total number of students surveyed
is 200. The questionnaire was sent to the students via QQ or
WeChat, so that they could fill it out carefully.

3.2.2. Questionnaire Design. This survey mainly starts from
the perspective of learners, through the questionnaire sur-
vey, we can understand the overall evaluation of the anima-
tion learners on the online education system, to provide a
basis for subsequent revision and improvement of the sys-
tem. The questionnaire is adapted from the Technology
Acceptance Model (TAM), which is mainly used to study
the survey respondents’ the acceptance and use tendency
of emerging technologies. It mainly includes four research
dimensions: perceived ease of use (PEU), perceived useful-
ness (PU), user attitude (AT), and behavior intention (BI).
Perceived ease of use refers to the degree of ease the user
feels when operating a new technology; perceived usefulness
is the degree to which the emerging technology used by the
user helps improve daily life and academic performance;
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Figure 7: Platform framework.
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user attitude is the subjective feeling that users have after
using the new technology; behavioral willingness is the
urgency of users to actually use new technology.

The questionnaire mainly contains two parts: one is a
survey of basic information of students, which separately
counts the gender and educational level of students; the
other part is a survey of learners’ use feelings adapted from
the TAM model.

3.2.3. User Experience Problem Design. The problems in this
part are designed based on the TAM model. The TAM
model is divided into four dimensions. Then, there are 8
questions in this part of the questionnaire, with 2 questions
in each dimension. The specific questions are designed as
follows:

Perceived ease of use (PEU): (1) when using the system,
you will not encounter situations where you do not know
how to operate. (2) When using this system, I can easily
enter the page, and I want to enter or get the learning
resources I want.

Perceived usefulness (PU): (1) the learning content or
resources recommended by the system are what I need. (2)
The system can help me understand my own learning situa-
tion and help me to check for omissions.

User attitude (AT): (1) using this system for learning will
make me feel satisfied and comfortable. (2) Overall, I like the
design of the system.

Behavioral willingness (BI): (1) I am willing to continue
to use this system for animation learning in the future. (2) I
am willing to recommend this system to my friends. The
options for these eight questions are all agreed, generally
agreed, somewhat agreed, and disagree with these four
options. We replace these four options with serial numbers
3, 2, 1, and 0, respectively.

3.3. Experimental Results and Analysis

3.3.1. Experimental Reliability Analysis. Import the data
from the questionnaire of the mobile phone into the spss,
and analyze the reliability of the questionnaire using the Kel-
bach coefficient, and the results are shown in Table 1. It is
generally believed that when the Kelbach coefficient is
greater than 0.9, the reliability of the questionnaire is very
high; when the Kelbach coefficient is between 0.7 and 0.9,
it indicates that the reliability is relatively ideal; when the
Kelbach coefficient is between 0.6 and 0.7, it indicates that
the reliability is acceptable; when the Kelbach coefficient is
less than 0.6, it indicates that the reliability is very poor.

It can be seen from the table that the Kelbach coefficient
of each dimension is greater than 0.8, and the comprehen-
sive Kelbach coefficient of each dimension is 0.913. There-
fore, the reliability of the questionnaire is relatively high
and suitable for surveys.

3.3.2. Statistics on the Basic Situation of Students. As men-
tioned above, the first part of the questionnaire is the basic
information survey of students. This part separately counts
the gender and educational level of the students. The results
are shown in Table 2.

According to Table 2, we can know the basic situation of
students’ gender and educational level. In the gender dimen-
sion, the proportion of men is 47.31% and the proportion of
women is 52.69%. It can be seen that there are slightly more
women than men in animation majors in these universities.
In terms of academic level, undergraduates accounted for
the largest proportion, accounting for 69.14%; graduate stu-
dents, including masters and doctoral graduates, accounted
for 12.12%.

3.3.3. Analysis of the Experience of Using the TAM-Based
Learning Platform

(1) Perceived Ease of Use. First of all, this experiment counts
the results of the questionnaire survey of two questions in
the perceptual ease of use (PEU) dimension, and the results
are shown in Figure 8.

It can be seen from Figure 8 that in terms of perceived
ease of use, whether it is question 1 or question 2, the
number of people who choose to agree very much is the
largest. Those who chose this option accounted for
48.7% and 47.1% of the two questions, respectively.
Regarding these two questions, the proportions of those
who chose little agree were 12.1% and 13.7, respectively,
and the proportions that chose not to agree were 3.7%
and 2.3%, respectively. This proves that there are still
some learners who are not satisfied with the perceived ease
of use of the learning platform.

(2) Perceived Usefulness (PU). The statistics in this part are
the results of a survey of learners’ satisfaction with the per-
ceived usefulness of the learning platform. The results are
shown in Figure 9.

It can be seen from the figure that in terms of perceived
usefulness, whether it is question 1 or question 2, the

Table 1: Questionnaire reliability.

Dimension Number of topics
Kelbach
coefficient

PEU 2 0.857

PU 2 0.891

AT 2 0.821

BI 2 0.836

Comprehensive
evaluation

8 0.913

Table 2: Basic information of students.

Type Option Proportion

Gender
Male 47.31%

Female 52.69%

Educational level

Specialty 18.73%

Undergraduate 69.14%

Graduate student 12.12%
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number of people who choose to agree with each other is
also the largest. Especially for question 2, the proportion of
people who chose to agree very much was 57.3%. It is proved
that the system can help most learners understand their own
learning situation. Only 1.3% and 0.9% of the people who
chose to disagree with these two questions proved that only
a very small number of people believed that the system was
not helpful for their own learning.

(3) User Attitude and Behavior Willingness. In this experi-
ment, the survey results of the two dimensions of user atti-
tudes and behavior intentions were analyzed together, and
the results are shown in Figure 10.

It can be seen from Figure 10 that whether it is the
dimension of user attitude or behavior willingness, the num-
ber of choices increases with the increase of option satisfac-
tion. It proves that from an overall point of view, learners
have relatively high user attitudes and behavioral willingness
toward learn platforms. Among them, in the dimension of
behavioral willingness, the people who strongly agree with
the choice of question 1 are the most, accounting for
54.1%. It proves that many students are willing to continue

to use this system for animation learning in the future,
which is a very good phenomenon. Among the four ques-
tions in these two dimensions, question 2 on user attitudes
has the largest number of people who choose to disagree,
accounting for 2.7%. It shows that 2.7% of learners do not
like the design of the system.

(4) Comprehensive Analysis of Usage Experience. In this
experiment, the evaluation of the above four dimensions is
comprehensively summarized, and the proportion of the
number of people who choose each option for the two ques-
tions in each dimension is averaged, and Table 3 is obtained.

From Table 3, we can know the average number of people
who choose each option in each dimension, and we can also
know the average number of people who choose each option
in the four dimensions. Among the four dimensions, the aver-
age proportion of people who choose to agree is 49.5%, and the
proportion of people who choose to disagree is 1.81%. It can
be seen that most learners are generally satisfied with the expe-
rience of using the system, and only a small number of people
are dissatisfied. It proves that the animation learning platform
designed in this article is quite helpful for learners.
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4. Discussion

With the innovation and development of information and
communication technology, human society has begun to
enter the era of big data. It is possible to identify and record
more types of data on a larger scale. Through the analysis
and processing of the sent data, it is possible to dig deeper
into the inherent information and core values. The educa-
tion field is regarded as an important application field of
big data. The close integration of big data application and
education field is the actual demand and future trend of
my country’s education development. Animation education
is a product of the development of the animation industry
to a certain extent. Animation education supports the devel-
opment of the animation industry and provides talents for
the animation industry. Combining big data technology with
animation education technology is believed to help cultivate
more outstanding talents in the field of animation education.

5. Conclusion

Big data is a product of the Internet era and is of great signif-
icance to many fields. And animation education is an impor-
tant part of the development of the animation industry, and
it transports talents to the animation industry. This article
studies the animation education innovation based on big
data. This article introduces the background, research signif-
icance, and related methods of big data and animation edu-
cation. And the combined two expound the innovative

method of animation education based on big data. Finally,
an animation education platform was designed based on
big data, and a questionnaire was made using the Technol-
ogy Acceptance Model (TAM). It investigates the use of
the learning platform of this article by learners of animation
majors in four universities in a certain area. Finally, I found
that among the four dimensions of TAM’s options, the peo-
ple who strongly agree with them are the most. This proves
that most learners have a good use of the learning platform,
and the learning platform is very helpful to most learners.
The next job is to investigate learners’ suggestions for
improvement of the animation learning platform and fur-
ther improve the functions and design of the platform and
then promote the animation learning platform to more ani-
mation learners.
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The current power grid planning mostly realizes the calculation and analysis based on the factors of operation reliability or
operation economy, but low-carbon green operation has become the main melody of power system development. Aiming to
support the green and reliable operation of the power grid, this paper proposes a power grid low-carbon collaborative planning
method based on improved cat swarm optimization algorithm. First, the carbon emission characteristics of the whole cycle of
power grid construction are analyzed on the edge side, and a power grid planning model including environmental, economic,
and reliability is constructed; on the cloud side, the cat swarm optimization algorithm is improved based on quantum
mechanics and chaotic algorithm to achieve efficient solution to the power grid low-carbon planning model, which can support
the stable and sustainable operation. Finally, the simulation experiment is realized based on IEEE 39 bus system. In this
experiment, the construction cost and carbon emission of the proposed collaborative planning method are 23 million yuan and
2.28 t/MWh, respectively, which can reduce carbon emission while optimizing the construction cost and maintaining the low-
carbon and stable operation.

1. Introduction

Traditional power grid planning is to formulate the planning
scheme of the area where the power system is located on the
basis of meeting the constraints of power balance, taking the
load demand as the goal, taking safety, reliability, economy,
and rationality as the basic conditions, and taking the loca-
tion and capacity of power supply and power grid structure
as the main contents [1, 2]. Reasonable power grid planning
scheme plays a vital role in power grid construction and sys-
tem operation.

In recent years, in order to improve global warming and
maintain stable energy storage, green and sustainable energy
supply strategy has become an important research object in
power-related industries [3–5]. Power industry has signifi-
cant carbon locking effect, which requires that the economy
of the system and the benefits of carbon emission reduction
should be included in power grid planning.

At the same time, vigorously developing renewable
energy is an important demand for low-carbon transforma-
tion of social energy system. Large scale clean energy grid
connection is an important feature of new energy power sys-
tem. The proportion of renewable energy in the energy con-
sumption structure in 2050 is expected to exceed 60%.
Furthermore, as the main carbon emission source in the
power industry, the low-carbon development planning of
the power generation side has attracted extensive attention
of scholars at home and abroad [6, 7].

In the traditional planning method, the goal of power
grid planning is to achieve stable and reliable power supply.
In addition to considering the reliability and economy, the
new power system planning under the carbon trading envi-
ronment should also include the carbon level into the evalu-
ation system [8]. The essence of the evaluation decision-
making of the model is the tripartite game of economic indi-
cators, reliability indicators, and environmental indicators
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[9]. How to combine carbon level assessment with power
system planning decision-making [10], the establishment
of low-carbon assessment system is the primary problem
to ensure the optimal planning of new power system.

In view of the existing problems, in order to realize the
low-carbon and efficient steady-state operation of power sys-
tem, this paper proposes a collaborative planning method to
realize the low-carbon sustainable development of power
grid based on the efficient computing mode of cloud edge
collaboration, which can effectively control the carbon emis-
sion content of power grid and ensure the green sustainable
state of power grid. The main contributions of this paper are
as follows:

(1) Fully analyze the carbon emission characteristics of
power transmission and transformation equipment
in the power grid in the whole life cycle on the edge
side, then establish the carbon emission evaluation
model of equipment in the whole life cycle, model
the network loss based on DC power flow, and
embed it into the power grid planning model to pro-
vide reliable and comprehensive low-carbon power
grid model support for cloud side planning solution

(2) On the cloud side, the parameter update of cat
swarm optimization (CSO) algorithm is improved
based on quantum mechanics and chaos algorithm
to solve the problem of local optimization of tradi-
tional algorithm. In the later stage of algorithm iter-
ation, it can save population resources, improve the
search ability of local optimization and the accuracy
of global search, and then improve the efficiency of
planning problem solving

The main contents of the rest of the paper are arranged
as follows. The second section introduces the corresponding
research on power grid low-carbon planning; the third sec-
tion combs the overall framework of the paper; the fourth
section realizes the simulation verification based on the
improved standard example; the fifth section is the conclu-
sion of this paper.

2. Related Work

Reasonable and effective planning methods for power grid to
realize low-carbon economy will help to understand the
actual low-carbon development level of power grid, feedback
the implementation effect of low-carbon measures, and find
the potential of power grid construction and improvement
[11, 12]. And the research on power grid planning method
and evaluation under the low-carbon development goal has
very important practical significance for guiding the plan-
ning, construction, operation, and management of low-
carbon power system.

The traditional linear programming model is essentially
a nonlinear multiobjective optimization problem. At pres-
ent, the existing power grid planning research only analyzes
and discusses the reliability index or economic index,
including the operation safety, power supply reliability,

investment scale, and economic return after the power grid
is put into operation.

At present, China’s carbon dioxide emissions from elec-
tricity account for 38.73% of China’s total carbon emissions
from fossil energy [13]. Therefore, on the premise of adapt-
ing to the national economic development, it is an urgent
problem to realize the adjustment of power energy structure
and strategic planning and the road of sustainable develop-
ment of power under the low-carbon mode [14].

Therefore, it is particularly important to introduce envi-
ronmental indicators into the construction of planning
model [15, 16]. In the power grid planning, the key issue
for the energy system is to promote the clean energy trans-
formation of the energy strategy of building a “national net-
work” by introducing the analysis of carbon emission
characteristics.

In fact, the contribution of power grid links to the reali-
zation of low-carbon power cannot be ignored [17, 18]. A
reasonable power grid structure can not only reduce the
power grid operation energy consumption but also reduce
the comprehensive carbon emission intensity at the power
generation side.

The research on low-carbon power grid planning is
mainly divided into the following three aspects [19, 20]: (1)
establish a low-carbon benefit evaluation model to compare
and analyze the low-carbon benefits of different power grid
planning schemes; (2) introduce low-carbon power technol-
ogy, analyze its influence mechanism on the change of opti-
mization planning scheme; (3) internalize the carbon
emission cost, embed the objective function of the tradi-
tional model, or increase the carbon emission constraints
to establish a low-carbon power grid planning model.

At present, there is still a relative lack of research on low-
carbon grid planning, taking into account the new energy
grid connection for power grid reliability or construction
economy analysis. Reference [21] proposed a multiobjective
transmission network planning model based on flexibility
and economy to realize the dual optimization of minimum
construction cost and optimal renewable energy treatment;
reference [22] takes the adaptability index of supply-
demand balance as the objective function of unit planning
stage and the adaptability index of operation state and net-
work structure as the objective function of network planning
stage to realize the dual planning of network source; a mixed
integer linear stochastic model is proposed in reference [23],
which is used for the optimal expansion planning of distri-
bution network and green energy devices to support the reli-
able and stable state; reference [24] is oriented to the analysis
of effective deployment of green energy in urban microgrid
with reliable power supply and optimal operation as the
objective function.

However, the above literature lacks the characteristic
analysis of carbon emission in the planning model. Consid-
ering only from the perspective of power grid reliability or
operation economy, the planning model is not complete,
which is difficult to meet the development needs of green
sustainability of current power grid.

Aiming to these problems, this paper analyzes the car-
bon emission characteristics of the whole cycle based on
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the efficient treatment mode of cloud edge cooperation and
constructs a power grid planning model including environ-
mental, economic, and reliability; the improved CSO algo-
rithm is introduced into the cloud to maintain the green
and sustainable system.

3. Methodology Framework

3.1. Overall Framework. The processing and analysis mode
of the integration of cloud computing and edge computing
has strong data decision-making and analysis ability and
can realize more accurate and fast model solving and calcu-
lation. Therefore, a power grid low-carbon planning method
based on cloud side collaborative architecture to support the
low-carbon sustainable operation of power grid is proposed.
As shown in Figure 1, the low-carbon planning scheme
under the cloud side collaborative architecture proposed in
this paper includes two modules:

(1) Cloud Network Source Collaborative Planning Analy-
sis. With the help of cloud server cluster, the tradi-
tional CSO algorithm based on quantum mechanics
and chaos algorithm is improved to form the hierar-
chical multi-objective model and power supply col-
laborative planning, solve the problem of local
optimization in the traditional algorithm, and realize
the low-carbon sustainability planning analysis of
the current power grid

(2) Operation Characteristics and Model Analysis of
Edge Network Source. Aiming to better achieving
the goal of power sustainability and green, taking
into account the carbon emission characteristics of
the whole life cycle of power grid planning, this
paper establishes a green energy operation simula-
tion model at the edge of the collaborative planning
architecture to support the cloud to achieve efficient
and accurate power grid low-carbon planning
analysis

3.2. Low Carbon Factor Analysis and Modeling of Power Grid
at the Edge. Aiming to better achieving the goal of sustain-
ability and green, taking into account the carbon emission
characteristics of the whole life cycle, this paper establishes
a green energy operation simulation model at the edge of
the collaborative planning architecture.

Taking wind power as an example, based on the histori-
cal output data, this paper simulates and generates the
hourly sequential output sequence in line with the random
output characteristics of new energy.

The wind speed model is

dsit = −υi sit −�sið Þdt +
ffiffiffiffiffiffiffiffiffiffi
ο sitð Þ

p
dκit , ð1Þ

ο sitð Þ = 2υ
f sð Þ

ðs
1
�s − xð Þf xð Þdx, ð2Þ

where sit is the simulated wind speed at time t of wind
farm i; υi is the exponential attenuation coefficient of auto-
correlation function of wind speed corresponding to wind

farm i; �si is the average wind speed of wind farm i; f ðsÞ is
the Weibull function of wind speed; dκit is a random num-
ber sequence with normal distribution.

The wind speed can be accumulated hourly according to
dst :

sit = sit−1 + dst: ð3Þ

The output of the wind farm is

Pit =mit 1 − ξið Þui sit jid jisð Þ, ð4Þ

where Pit is the output of wind farm i at time t; mit is the
number of units available at time t of wind farm i; ξi is the
wake effect coefficient of wind farm; ui is the output charac-
teristic curve of wind turbine; jid and jis are the correction
coefficients of daily and seasonal characteristics of wind
speed, respectively.

3.2.1. Life Cycle Carbon Emission Characteristics of Power
Grid Planning. The construction, operation, maintenance,
and scrapping of a large number of power transmission
and transformation equipment in the power grid will con-
sume a lot of energy and produce carbon emissions. In this
paper, the whole life cycle evaluation method is used to ana-
lyze each link of the power grid, which can more compre-
hensively and scientifically analyze the low-carbon
planning and investment decision-making of the power grid.

The life cycle analysis of transmission equipment is
shown in Figure 2.

Based on the analysis of the whole life cycle of transmis-
sion equipment, the carbon emission assessment model of
the whole life cycle of transmission equipment can be
established.

The whole life cycle carbon emission of transmission
equipment can be decomposed into

εALL = εC + εO + εM + εF + εD, ð5Þ

where εALL is the carbon emission in the whole life cycle;
εC is the carbon emission during construction; εO is the car-
bon emission in operation; εM is the carbon emission in
maintenance; εF is the fault carbon emission; εD is the car-
bon emission from decommissioning.

Based on the above analysis, the investment cost model
of new lines can be established by introducing carbon emis-
sion cost:

C = 〠
N line

n

clinen + σnε
line
n

� �
, ð6Þ

where N line is the investment payback period of the line;
clinen is the equivalent annual value of the line investment; σn
is the carbon emission price in the n year; εlinen is the annual
equivalent carbon emission of the line in year n. The line
operation carbon emission caused by network loss is consid-
ered separately. εlinen and clinen can be calculated by the
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following formula:

εlinen = εALL − εOð Þ
N line

, ð7Þ

clinen = 1 + αð ÞN line−nα

1 + αð ÞN line − 1
C′, ð8Þ

where C′ is the investment amount of the line; α is the
capital discount rate.

3.2.2. Reduce Power Grid Loss. Power grid loss will increase
additional carbon emissions on the power generation side.
Reducing loss is the most direct low-carbon measure in
power grid links. In this paper, the network loss is modeled

based on DC power flow and embedded into the power grid
planning model to realize the collaborative optimization of
network loss management and power grid planning [25].

Under the normal operation of high-voltage transmis-
sion network, the node voltage amplitude is close to 1.0 pu.
Therefore, combined with the traditional AC power flow
equation, the expression of active power loss P is

P ≈
θi − θj
� �2

g
, ð9Þ

where θi − θj is the voltage phase angle difference; g is
the conductivity of the line.

Equation (7) shows that the line network loss can be
approximately expressed as the product of line conductance

Edge computing
cluster
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characteristics in the whole life cycle
𝜀ALL = 𝜀C + 𝜀O + 𝜀M + 𝜀F + 𝜀D

Nline

n

Cloud Computing
Center

Model support

Network loss analysis
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C = ∑ (cn
line + 𝜎n𝜀n

line)
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Figure 1: Overall architecture of the proposed method.
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Figure 2: Life cycle of transmission equipment.
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and the square of node voltage phase angle difference, that is,
the active power mainly depends on the node voltage phase
angle difference.

3.3. Cloud Side Network Source Collaborative Planning
Model Optimization. In this paper, the economy, reliability,
and environmental benefits are comprehensively considered
in order to build a hierarchical multiobjective collaborative
planning model; based on the server cluster, the improved
CSO algorithm is adopted to realize efficient multiobjective
optimization and ensure the green sustainability of power
grid planning and analysis.

3.3.1. Network Source Collaborative Planning Model. The
low-carbon power grid planning model proposed in this
paper is a bilevel planning model. The planning objectives
and contents of each layer model are as follows.

(1) The upper model is mainly the construction cost
model. The planning economy considers the con-
struction cost and the operation cost after putting
into operation, mainly including power grid invest-
ment cost. The upper model is as follows:

C1 = CNCG + CNL + CLS + CNC + CNE, ð10Þ

where CNCG is the construction cost of power grid peak
shaving power plant; CNL is the construction cost of power
grid line; CLS is the cost of grid loss; CNC is carbon emission
cost; CNE is the power purchase cost.

The CNCG calculation model of construction cost of
power grid peak shaving power plant is

CNCG = 〠
I

i=1
μNCG,ixi = 〠

I

i=1
BNCG,i ⋅

r r + 1ð ÞNI

r + 1ð ÞNI ⋅ xi, ð11Þ

where xi is a 0-1 decision variable, indicating the opera-
tion status for peak shaving generator unit, where 0 repre-
sents shutdown and 1 represents operation; μNCG,i refers to
the annual value such as the investment cost of the generat-
ing unit i; I refers to the number of generator units to be
added; BNCG,i refers to the initial investment cost of the gen-
erating unit i; r refers to the annual discount rate of the
investment; NI refers to the planned service life.

Start
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Initialize corresponding parameters

Calculate the fitness value and
record the optimal solution

Is it in search mode

Search mode Tracking mode

Whether constraints
are met

Output planning results

Updating the position
of cats by quantum 

chaos algorithm

End

Yes

Yes

No

No

Figure 3: Power grid planning flow chart based on improved cat swarm algorithm.
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The CNL calculation model of power grid line construc-
tion cost is

CNL = 〠
J

j=1
μNWT ,jyj + 〠

K

k=1
μNPV ,kzk

= 〠
J

j=1
BNWT ,j ⋅

r r + 1ð ÞNJ

r + 1ð ÞNJ − 1
⋅ yj

+ 〠
K

k=1
BNPV ,k ⋅

r r + 1ð ÞNK

r + 1ð ÞNK − 1
⋅ Zk,

ð12Þ

where yj and yj are 0-1 decision variables, indicating the
operation status of grid connected lines of wind farm and
photovoltaic power station; J and K refer to the number of
grid connected lines of the wind farm and the number of
parallel lines of the photovoltaic power station to be added;
μNWT ,j and μNPV ,k are the equivalent annual values of the
investment cost of the corresponding grid connected lines,

respectively; BNWT ,j and BNPV ,k are the corresponding initial
investment costs, respectively; NJ and NK are the planned
service life of corresponding lines, respectively.

The calculation model of power grid loss cost CLS is

CLS = τ〠
D

d=1
〠
T

t=1
I2d,tRit, ð13Þ

where τ represents the unit network loss electricity
price, 10000 yuan/(kW·h); D is the total number of trans-
mission lines used by the system; Id,t is the current on line
d in the corresponding period t; Ri is the resistance of the
corresponding line; T refers to the total number of time
periods.

CNC calculation model of carbon emission cost

CNC = ω〠
I

i=1
〠
T

t=1
eNCG,iPNCG,iΔt, ð14Þ

where ω represents the market carbon emission price;
eNCG,i is the carbon emission intensity per unit power of unit
i; PNCG,i is the corresponding active output of the unit i.

The power purchase cost CNE can be set to a constant.

(2) The lower level model is mainly the new energy
power generation cost model. The cost mainly
includes the generation maintenance cost and power
abandonment loss of new energy generator units.
The loss caused by grid connection and power aban-
donment is taken as the reference objective function
of power grid planning

C2 = CNG + CNQ: ð15Þ

The CNG calculation model of new energy power gener-
ation maintenance cost is

CNG = 〠
T

t=1
cNG 〠

H

h=1
Ph,t

" #
Δt, ð16Þ

where cNG is the unit power generation maintenance
cost, respectively; Ph,t is the actual active output of the new
energy power generator set h for period t; T is the total num-
ber of time periods in the whole year.

The CNQ calculation model of power loss cost is

CNQ = 〠
T

t=1
cNQ 〠

H

h=1
Ph,t − Ph0,tð Þ

" #
Δt, ð17Þ

where cNQ is the unit loss cost; Ph0,t is the planned active
output of unit h for period t; T is the total number of time
periods in the whole year.

(3) For the above two-layer model, the following con-
straints are proposed in this paper
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Figure 4: IEEE-39 bus power system.

Table 1: Characteristic parameters.

Generation
type

Investment
cost (¥/kW)

Operation
cost

(¥/MWh)

Fuel cost
(¥/MWh)

Carbon
emissions (t/

MWh)

Wind power 8750 55 0 0

Solar energy 7850 75 0 0

Hydropower 25920 15 0 0

Nuclear
power

17450 10 4 0

Gas 2990 35 100 0.75
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The power balance constraint formula is

Pt = Atθt , ð18Þ

where Pt refers to the injected power vector of the node
in period t; At refers to the admittance matrix of nodes in
period t; θt refers to the phase angle vector of node voltage
in period t.

The branch power flow constraint formula is

Pd,t
�� �� ≤ Pd,max, ð19Þ

where Pd,t refers to the active power flow of branch d in
period t; Pd,max is the upper limit value of branch d in period
t.

The output constraint of generator set is

PNCG,min ≤ PNCG,i ≤ PNCG,max, ð20Þ

where PNCG,i refers to the corresponding active output of
the unit i; PNCG,min refers to the lower limit of active output
corresponding to the unit i; PNCG,max is the upper limit of
active output corresponding to the unit i.
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Figure 5: Output curve of new energy unit.

Table 2: Optimal planning schemes under different methods.

Method New line (i⟶ j) New green energy node and its unit capacity (MW)

The proposed method 21→ 27, 22→ 19, 17→ 26, 14→ 3, 5→ 8, 4→ 8, 2→ 8 22 (30), 21 (55), 17 (25), 14 (35), 5 (25), 4 (25)

Reference [21] 24→ 15, 24→ 14, 23→ 19, 14→ 2 24 (35), 23 (15), 18 (35), 14 (40), 5 (20)

Reference [22] 21→ 27, 16→ 3, 14→ 2, 11→ 3 21 (35), 16 (45), 14 (25), 11 (20)

Reference [24] 26→ 18, 17→ 4, 14→ 19 26 (20), 17 (35), 14 (25)
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(4) Multiobjective programming model

The hierarchical multiobjective planning model is as fol-
lows:

min C1 = CNCG + CNL + CLS + CNC + CNE,
min C2 = CNG + CNQ:

(
ð21Þ

Further, rewrite as

L −min
s∈S

FvCv sð Þ½ �Ls=1, ð22Þ

where CvðsÞðv = 1,⋯, LÞ is the objective function; Fvðv
= 1,⋯, LÞ is used to mark that the objective function is at
the v priority level; meanwhile, Fv ≥ Fv+1ðv = 1,⋯, LÞ indi-
cates that level 5 takes precedence over level v + 1; s ∈ S repre-
sents a set of constraints; L −min

s∈S
represents the minimization

condition, that is, the minimization analysis and calculation
are carried out in the order of F1, F2,⋯, FL.

The characteristic of hierarchical multiobjective optimi-
zation model is that each goal in the model does not have
the same priority in the whole model and has targeted prior-
ity levels, and only one goal is considered in each level.

3.3.2. Construction of Mathematical Model Based on
Improved Cat Swarm Optimization Algorithm. The essence
of power grid multiobjective optimization algorithm is to
obtain the equilibrium solution of double-layer function at
the same time. The optimization of the model can be real-
ized by means of intelligent algorithms such as genetic algo-
rithm and CSO algorithm [26–28]. The CSO algorithm can
be updated by cats in different modes according to the cor-
responding speed and position formulas. Through the con-
tinuous updating of the global optimal value and local
optimal value, the optimal solution of the problem to be
solved is finally obtained [29].

The speed and position update formula of the cat in the
iterative process is

Vi+1
j,k =Vi

j,k + α × β × Gi
best −Vi

j,k

� �
, ð23Þ

Gi+1
j,k =Gi

j,k +Vi+1
j,k , ð24Þ

where Vi+1
j,k represents the updated velocity component

of the j-th cat in the k dimensional space; α is a constant;
Gi
best represents the global optimal solution after the i-th iter-

ation; β is the random number between ½0, 1�; Gi+1
j,k repre-

sents the updated position component of the j-th cat in the
k dimensional space; i is the number of iterations.

However, it should be noted that when solving the prob-
lem based on CSO algorithm, the cats in tracking mode can
be randomly distributed at any position in the search space,
which has the problem of local optimization.

Aiming at solving this problem, the quantum mechanical
model is combined with the CSO algorithm to optimize the
individual position in the cat population by using the charac-
teristics of quantum. In the quantization process, the cat in the
tracking mode takes the individual optimal position and the
global optimal position as the goal and updates the cat’s posi-
tion by constantly moving in the delta potential well.

The proposed
method
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Figure 6: Grid connection of new energy under different methods.

Table 3: Analysis of economic and environmental indicators of
different planning methods.

Method
Carbon emissions

(t/MWh)
Total construction cost

(100 million ¥)

The proposed
method

2.28 0.23

Reference [21] 3.12 0.73

Reference [22] 4.85 1.23

Reference [24] 5.81 0.43
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Quantum mechanics is an important branch of physics
in the field of micro matter. It is not only an important part
of the four mechanics of physics but also widely used in
other disciplines [30]. The quantum in the algorithm has
the characteristics that individuals in other algorithms do
not have: noncloning, superposition, entanglement, and col-
lapse. Due to the randomness of the speed and position of
cats in the delta potential well, cats in the tracking mode
can be randomly distributed at any position in the search
space in the iterative process of cat group optimization,
which improves the ability to get rid of local optimal points.
The update expression of individual position in quantum
space is

Gi+1
j,k =Di

j,k + dci Mi
k −Gi

j,k

��� ��� ln y−11
� �

, ð25Þ

Di+1
j,k = y2H

i
j,k + 1 − y2ð ÞWt

k, ð26Þ

qi = q1 − q1 − q2ð Þ i
im

, ð27Þ

b =
−1 y3 ≤ 0:5,
1 y3 > 0:5,

(
ð28Þ

Oi
1,Oi

2,⋯,Oi
k

� �
= 1
n

〠
n

j=1
Hi

j,1, 〠
n

j=1
Hi

j,2,⋯, 〠
n

j=1
Hi

j,k

 !
,

ð29Þ
where Gi+1

j,k represents the updated position component
of the j-th cat in k dimensional space; i is the number of iter-
ations; qi is the expansion compression factor of the i-th iter-
ation; Oi

k is the optimal location center of the population in
the k dimensional space of the i-th iteration; y1, y2, and y3
are random numbers of ½0, 1�; Hi

j,k is the historical optimal
position component of individual j in i-th iteration k dimen-
sional space; q1 and q2 are the initial and end values of
expansion compression factors, respectively. In this paper,
q1 = 1:25 and q2 = 0:62; n is the population number; im is
the maximum number of traces.

Aiming to ensuring the optimal performance of full cycle
optimization, through the research and analysis of chaos, it
is used to improve the update steps of the algorithm based
on this. Therefore, on the basis of quantum optimization cat
swarm algorithm, by introducing tent mapping and using its
randomness and ergodicity, CSO algorithm can avoid prema-
ture. The individual position update expression for each cat is

gi+1
j,k =

2gij,k 0 ≤ gi
j,k ≤ 0:5,

2 1 − gij,k
� �

0:5 ≤ gij,k ≤ 1,

8<
: ð30Þ

where gij,k ∈ ½0, 1�, and the mutual mapping transforma-

tion of chaotic vector Ogi
j,k ∈ ½a, b� can be realized based on

the following formula.

gij,k =
Ogij,k − 1
b − a

==
a + gi

j,k b − að Þ − 1
b − a

: ð31Þ

Although the combination of quantum mechanics and
chaotic mapping theory and algorithm can balance the global
and local search ability. However, the fixed mixing rate will
weaken its balance effect in the early or late stage of the algo-
rithm, so that the local and global search ability cannot achieve
satisfactory results.

According to equation (30), this paper improves the
value method of the mixing rate. The value of the mixing
rate gradually decreases with the increase of the number of
iterations, so that the number of individuals in the search
mode can gradually increase with the increase of the number
of iterations.

ηi = ηmax αð Þ1+i/im−cos i/imð Þ, ð32Þ

where ηmax is the maximum value of mixing rate; α is a
fixed constant; i is the number of iterations; im is the maxi-
mum number of traces.

In the search mode of quantum chaotic cat swarm algo-
rithm, the individuals with different fitness values have the
same amount of variation, which makes the algorithm can-
not make full use of the individuals with optimal fitness
values in the search of local optimal values, thus, reducing
the accuracy of local optimal solutions. As the number of
individuals in the mutation pattern changes, the more the
algorithm can adapt to the global variation, and the better
the algorithm can adapt to the change of the number of indi-
viduals in the mutation pattern. The formula for copying an
individual is

ζj = 1 −
fitness j

∑j=1fitness j

�����
�����

" #
× ζsum, ð33Þ

where ζj is the number of replicates of cat j; ζsum is the
total number of replicates in the memory pool; fitness j is
the fitness value of cat j.

Figure 3 is the flow chart of low-carbon power grid col-
laborative planning method using quantum chaotic cat
swarm algorithm proposed in this paper.

4. Experiment and Analysis

The simulation experiments all run in the same environ-
ment. The CPU processor is Intel (R) core (TM) i5-5200u
and the fuselage memory is 12.0GB. The simulation experi-
ment and verification analysis are completed by MATLAB
software.

4.1. Experimental Background and Parameters. IEEE 39
node is used as an example to realize the optimization exper-
imental analysis. The simulation experimental system dia-
gram is shown in Figure 4. There are 39 independent
nodes in the system, of which 17 nodes have the installation
conditions of renewable energy power supply. The IEEE 39
node standard example includes 39 terminal nodes (10
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generator nodes, 21 load nodes, and 12 transformer nodes)
and 46 power lines, of which 17 nodes have the installation
conditions of renewable energy power supply.

The purpose of model optimization is to ensure the
coordination and consistency between power supply and
power grid planning and finally realize the low-carbon sus-
tainable operation of power grid.

The unit operation characteristic parameters of various
power generationmodes are shown in Table 1. There is no dif-
ference in the parameters of the same type of unit set by each
generator. The maximum capacity of reallowed to be con-
nected to each node is 85MW, and the allowable fluctuation
range of node voltage is ±5%. Where the transmission price
is 0.43 yuan/kWh and the carbon trading price is 50 yuan/ton.

For more intuitive expression, the fan output curve and
photovoltaic power generation output curve are given, as
shown in Figure 5.

4.2. Comparison of Different Optimization Objectives in Low
Carbon Environment. Aiming to comprehensively evaluate
the clean and low-carbon characteristics, this paper further
introduces two evaluation indexes such as green energy pen-
etration γ and utilization efficiency η [31, 32]. Penetration
efficiency γ refers to the proportion of the total power gener-
ation of green energy in the total power consumption of sys-
tem load in the planning period, which represents the
comprehensive utilization capacity of the system for renew-
able energy; utilization efficiency η refers to the ratio of the
actual power generation of green energy to the maximum
available power supply under natural conditions.

In this paper, reference [21], reference [22], and refer-
ence [24] are used as comparative methods to verify the
optimality of the proposed method.

Table 2 shows the optimal planning schemes for IEEE 39
bus system under different analysis methods and describes
the planned lines and deployment of new energy units
accordingly.

Figure 6 shows the grid connection of new energy under
different planning methods.

It can be seen fromTable 2 and Figure 6 that the grid plan-
ning algorithm proposed can achieve efficient calculation and
analysis of new energy grid connection. After planning, the
green energy penetration γ and utilization efficiency η are
98.56% and 98.72%, respectively; the planning effect of the
comparison method is obviously poor. The green energy per-
meability and utilization efficiency after planning in reference
[24] are 93.54% and 94.23%, which are 5.02% and 4.49% lower
than the results of the proposed algorithm.

The reason is that the algorithm proposed adopts the
way of cloud edge cooperation to model and analyze the
whole cycle of power grid construction carbon emission on
the edge side, which makes the solution model more reliable
and complete; in the cloud, CSO algorithm is improved
based on quantum chaos algorithm to improve the process-
ing and analysis efficiency of the planning model.

Furthermore, this paper also makes a quantitative analy-
sis on the carbon emissions and construction costs of the
results of different planning methods. Table 3 shows the
comparison of the two indicators.

As shown in Table 3, the proposed planning method can
achieve better carbon emission at lower construction cost,
and the construction cost and carbon emission are 23 million
yuan and 2.28 t/MWh, respectively; Compared with reference
[21], the construction cost and carbon emission are optimized
by about 50 million yuan and 0.84 t/MWh, respectively.

5. Conclusion

In order to support the power grid to realize low-carbon and
stable operation, a power grid low-carbon planning method
using improved CSO algorithm is proposed. Relying on the
cloud side collaborative computing mode, this method inte-
grates the carbon emission characteristics into the grid plan-
ning model on the edge side and effectively solves the low-
carbon scale of power grid based on the improved CSO algo-
rithm based on quantum chaos algorithm in the cloud, so as
to avoid the model solution falling into a suboptimal solu-
tion. The simulation results show that the proposed collabo-
rative planning method can achieve a more reliable and
green power grid operation state under the condition of
low construction cost.

The exploration and construction of carbon trading
market have gradually become the focus of power market.
The future research direction is to further consider the ele-
ments of low-carbon power market in the traditional plan-
ning model, and then establish a relatively complete new
power system planning model.
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Monitoring the states of network links is essential to detect network outages and improve Internet reliability. Currently, existing
work detects network outages by monitoring all the links, which requires thousands of probes and large-scale measurements,
resulting in high resource occupancy and cost. To solve this problem, this paper proposes the KL-Dection approach, which
detects network outages via key links instead of all links. Firstly, we recognize the key links based on flow density, degree
centrality, and probe-distance centrality. Next, based on the recognized key links, we give the critical value of their Round-Trip
Time (RTT). Then, we detect the network outages by observing whether the RTT of the key link exceeds the critical value.
Finally, we leverage two historical events to evaluate our approach, and the results demonstrate that our approach can detect
the network outages effectively by only monitoring less than 0.06% of the links in detection area.

1. Introduction

The unprecedented growth of the Internet has resulted in an
explosive increase in network security issues, such as net-
work outages. Network outages inevitably degrade network
connectivity and influence network performance [1–4]. For
example, the network outage caused by censorship in 2011
blocked the Internet access of Libya [5]. Hence, the detection
of network outages has become vital.

Over the years, several detection approaches have been pro-
posed to detect network outages. These approaches are based
on active probing, which deploy a large number of probes to
monitor the changes in link performance (e.g., delay and con-
nectivity). Specifically, Fontugne et al. detected the network out-
ages by analyzing the Round-Trip Time (RTT) of all links in
detection areas [6]. Quan et al. detected the network outages
by deploying the probes to observe the connectivity of all links
in edge networks [5]. Padmanabhan et al. detected the network
outages by using ThunderPing [7] to measure the connectivity
of all residential links in detection areas [7].

The above work detected the network outages by moni-
toring the performance of all links in detection area. How-

ever, they lead to high resource occupancy and cost in
practice. The reasons lie in the following: (1) monitoring
the network performance of all links needs to perform a bulk
of measurement tasks. These tasks will inject extra traffic
into the network, which may occupy the link bandwidth,
reduce the network transmission speed, and increase the
network burden [8, 9]. (2) Monitoring all links in detection
area needs to deploy more probes, and managing the probes
is costly for network operators (e.g., periodic maintenance
and electricity costs). Thus, how to reduce the resource
occupancy and cost by reducing the number of monitoring
links without compromising the validity of outage detection
is a challenge.

Previous work of traffic monitoring provided initial
inroads to address this challenge [10, 11]. Their research
results showed that a few key links that deliver larger traffic
flows can well represent the traffic load information of all
links in the detection area. However, focusing on these key
links recognized by traffic load information is inadequate
to detect network outages.

This is because detecting the network outages also needs
to focus on the changes in link performance, e.g., RTT [4,
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12]. In fact, due to the presence of noise and the interaction
between the RTT of links, the fluctuation of RTT of each link
is different. Only the link whose RTT fluctuation can notably
and accurately reflect the deviations between the state of net-
work outages and normal state can be regarded as the key
link. Based on the above analysis, recognizing the key links
for network outage detection should consider two aspects,
one is the traffic load information, another is the factors
affecting the RTT of link.

To achieve it, we use the number of flows going through
the links to describe the traffic load information and use
connected relation as well as the position of the link to
describe the factors affecting the RTT of link. The reasons
are as follows: (1) the number of flows going through the
links describes the ability of links delivering traffic flows
[13]. The links delivering larger flows can approximatively
represent the traffic load information of all links in the
detection area [12]. (2) The RTT of links will be affected
by neighbor correlation [4]. The RTT of the links with
poorer connected relations will not be significantly influ-
enced by the neighbor correlation because these links have
fewer adjacencies [4]. This causes that the RTT of these links
may not fluctuate obviously in the case of a network outage.
Hence, monitoring the links with poor connected relation
may fail to detect the network outages. (3) With the distance
between the probes and the nodes of links increases, the
noise of measurements inflates [14]. Generally, the link is
closer to the probe, and the RTT of the link we obtain is
more accurate. Hence, monitoring the links close to the
probes can accurately obtain the fluctuation of its RTT,
which can detect network outages effectively.

After recognizing the key links, we monitor their RTT
and detect the network outages finally. Our contributions
are summarized as follows:

(i) For all we know, this is the first work that leverages
the key links to detect network outages. Our
approach can reduce the number of monitoring
links notably without compromising the validity of
outage detection

(ii) This paper proposes a key link recognition algorithm
based on three metrics, i.e., flow density, degree cen-
trality, and probe-distance centrality of links. Specifi-
cally, flow density describes the number of flows
going through the links in unit time, degree centrality
describes the connected relation, and probe-distance
centrality describes the position of the link

(iii) This paper proposes a detection algorithm based on
interquartile range, which detects the network out-
ages by observing whether the RTT of any key link
exceeds its critical value for a period of time. The
experimental results demonstrate that our approach
can detect network outages via key links rather than
all links

The rest of this article is organized as follows. The fol-
lowing section provides a brief overview of network outage
detection. Our approach and its architecture used for detect-

ing the network outages have been explained in Section 3.
The performance of the detection approach is discussed in
Section 4. Finally, we draw the conclusions in Section 5.

2. Related Work

Several approaches have been proposed to detect network
outages based on active probing. These approaches can be
roughly divided into three categories according to different
performance indexes they are based on, i.e., the approaches
based on RTT, the approaches based on the number of
probe responses, and the approaches based on the number
of links change, respectively.

RTT-based outage detection approaches, such as [1, 4, 6,
15], have been proposed by utilizing different statistical
models to characterize the RTT of all links to detect the net-
work outages. Fontugne et al. [1] first obtained the differen-
tial RTT of all links. Then, they leveraged normal
distribution to model the measurements and detected the
network outages by applying the Wilson score. However,
[6] rarely investigated the performance of the last-mile net-
work, and the last-mile network is the centerpiece of broad-
band connectivity. Hence, Fontugne et al. [1] improved the
previous work [6] and captured the RTT of all links in
last-mile networks. Then, they used the Welch method to
analyze the measurements and detected the network
outages.

Since several studies [16–18] reported that normal distri-
bution failed to characterize several distinct modes of the
RTT distribution of links, Fontugne et al. [15] leveraged
the log-normal distribution to model the RTT of all links
and identified all the modes of RTT distribution. Then, they
detected the network outages by observing the transitions
between the different modes. However, [15] cannot precisely
distinguish whether RTT changes are caused by network
outage events or “normal” RTT fluctuations. In response to
this fact, B. Hou et al. [4] collected the RTT measurements
of all links and utilized the change-point detection algorithm
twice to detect network outages. Their approach can effec-
tively reduce the false positive rate.

Other outage detection approaches detected network
outages by probing all links in the detection area and analyz-
ing the number of probe responses [5, 7, 19, 20]. Heidemann
et al. [20] and Dainotti et al. [19] used pings to probe all
links in detection areas and detected the network outages
by observing the apparent decrease in the number of probe
responses. However, these approaches [19, 20] achieved
low accuracy of detection. In order to improve this, Quan
et al. [5] proposed a detection system named Trinocular.
Specifically, they probed all links in detection area to capture
the number of probe responses. Then, they used Bayesian
inference to analyze these measurements and detected the
network outages. However, [5] did not study the effect of
weather on last-mile Internet performance, and the perfor-
mance of last-mile networks affects the network connectivity
of a large number of users. Hence, Padmanabhan et al. [7]
used ThunderPing [21] to probe all residential links in the
detection area and obtained the number of probe responses.
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Then, they applied statistics to analyze the measurements
and detected the network outages.

Recently, a novel approach [14] has been proposed to
detect network outages by monitoring the paths of all links
in the detection area and analyzing the number of link
changes. The authors used traceroute to obtain the stable
state of all links and leveraged the notion of empathy to
aggregate the paths that changed similarly over time. Then,
they detected the network outages by analyzing the number
of link changes.

Note that the existing work detected the network outages
by monitoring different performance metrics of all links in
the detection area. Although they can detect network out-
ages, they will lead to high resource occupancy and cost in
practice. In detail, (1) active probing injects a mass of traffic
into the network. Monitoring all the links may occupy the
link bandwidth, reduce the network transmission speed,
and increase the network burden [8, 9]. (2) Active probing
is subject to its scalability. Monitoring all links prompts
researchers to deploy more probes, and the deployment
and operation of probes (e.g., periodic maintenance, fault
analysis, and electricity costs) increase the costs in practice.

To address these challenges, we propose an approach to
detect network outages by monitoring the RTT of key links.
We first recognize the key links in the detection area in
terms of three aspects. Then, we give the critical value of
RTT for each key link. Finally, we detect the network outages
by observing whether the RTT of the key link exceeds the
critical value.

3. Network Outage Detection Approach

In this section, we propose an approach to detect network
outages based on key links. The approach is called KL-Dec-
tion, which mainly consists of four parts: data preprocessing,
key link recognition, critical value calculation, and detection
algorithm. The architecture is depicted in Figure 1. Next,
we describe each part in turn.

3.1. Data Processing. In order to monitor the network state
and detect the network outages of the detection area, we
need to obtain the performance measurements of the links
in the detection area, i.e., the RTT of links. Hence, this paper
obtains the performance measurements from two public
datasets, i.e., RIPE Atlas Dataset [22] and Maxmind GeoIP
City Dataset [23]. Specifically, we collect the traceroutes
from RIPE Atlas and map each hop (node) in traceroutes
to the geographic location using GeoIP City Dataset. For a
certain detection area D, we obtain their corresponding tra-
ceroutes, denoted as dataset A. For each traceroute in dataset
A, we extract the links formed by every adjacent node and
focus on the RTT of each link.

3.2. Key Link Recognition. In this section, we propose a key
link recognition algorithm to recognize the key links in the
detection area. Previous work of traffic monitoring provided
initial inroads to recognize the key links [10, 11]. These work
defined the key link as the link delivering the larger traffic
flows in the detection area. However, based on a basic obser-

vation, we find that monitoring the links that deliver larger
traffic flows is inadequate to detect the network outages
(see Section 4). This is because detecting the network out-
ages also needs to monitor the link performance, e.g., RTT
[4, 12].

In fact, the RTT of the link is affected by multiple
aspects, including the neighbor correlation [4] and the pres-
ence of noise [2]. Specifically, the RTT of the links with
poorer connected relation (fewer adjacencies) is less affected
by the RTT of other links [4]. This causes that the RTT of
the links with poor connected relation may not fluctuate
obviously in the case of a network outage [24]. Hence, mon-
itoring their RTT may fail to detect the network outages
even though they deliver larger traffic flows. Moreover, the
accuracy of the RTT is influenced by the distance between
probes and the nodes of links. Generally, the links are closer
to the probes, and the RTT of the link can be measured more
accurately [14]. Hence, we may fail to detect the network
outages by monitoring the RTT of the links far from the
probes, even though these links deliver larger traffic flows.

In response to this fact, we recognize the key links by
considering the traffic load information and the factors
affecting the RTT of the link, consisting of three metrics,
i.e., flow density, degree centrality, and probe-distance cen-
trality. The flow density describes the number of flows going
through the links in unit time. The degree centrality
describes the connected relation. The probe-distance cen-
trality describes the distance (hop) between the node of the
link and probes. Next, we give the definitions of these three
metrics and describe the process of key link recognition.

3.2.1. The Flow Density. The flow density represents the
number of flows going through the links in unit time. We
conduct the measurement in the detection area with short
time intervals and over long timescales (days to weeks).
The flow density of links at different time intervals is repre-
sented by a matrix M ∈ Rt∗l which is given as

M =

f11 ⋯ f1l

⋮ ⋮

f i1 ⋯ f ij ⋯ f il

⋮

f t1 ⋯

⋮

f tl

0
BBBBBBBB@

1
CCCCCCCCA
, ð1Þ

where f ij denotes the flow density of j-th link during the
time interval i, t denotes the number of consecutive time
intervals (the number of rows), l denotes the number of total
links in the network (the number of columns), and t>>l.

Next, we perform the singular value decomposition
(SVD) [25] on M and illustrate how SVD can recognize a
small set of links that can well represent the flow density
of all links in the detection area. The decomposition of
matrix M is given as

M =U〠VT , ð2Þ
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where U ∈ Rt∗t and UTU = I, V ∈ Rl∗l and VTV = I, and ∑ is
a t × l diagonal matrix, whose diagonal entry δiðδi ≥ 0Þ is
known as the singular value and represents the importance
of the link in the matrix M. The columns of U are denoted
as fuiji ∈ f1,⋯, tgg, and the columns of V are denoted as
fvjjj ∈ f1,⋯, lgg. Hence, the matrix M can be calculated as

M = δ1u1v
T
1 + δ2u2v

T
2 +⋯+δlulvTl , ð3Þ

Suppose there are q positive singular values among all
singular values δi; this means that we can find q columns
in M to represent itself according to the crucial property of
SVD [25]. Moreover, existing work [10] demonstrated that
the singular value of flow density matrix M is sparsely dis-
tributed, and there are only r large singular values among
q positive singular values (r<<q). The r is called the effective
rank of the matrix M, which means that the flow density of
all links can be approximately represented by the flow den-
sity of r basic links in the detection area.

According to the analysis above, we first obtain the flow
density matrixM of the detection area; then, we perform the
SVD on matrix M; finally, we extract r basic links based on
the singular values. For convenience, the set of these r basic
links is denoted as B.

3.2.2. The Degree Centrality. The degree centrality of the
node represents the number of adjacencies of the node. In
view of this definition, we extend it to describe the degree
centrality of the link. According to the bucket effect, the cen-

trality of the link is constrained by the minimum of the cen-
trality of its two nodes. Hence, we define the degree
centrality of the link as the minimum of the degree centrality
of its two nodes. Noting that the network is in a stable state
during a period of time, we consider that the centrality of the
link will not change over time. For convenience, the link
formed by two adjacent nodes vi and vj is denoted as li,j.
The degree centrality of the link li,j (i.e., di,j) is calculated
as follows:

di,j =min d við Þ, d vj
� �� �

, ð4Þ

d við Þ = Nu u ∈ V , u, við Þj ∈ Ef g, ð5Þ
where dðviÞ is the degree centrality of the node vi, V repre-
sents the set of nodes, E represents the set of links, and Nu
represents the number of nodes that vi connected with. Note
that the larger value of di,j represents that the link li,j has
richer connected relation, and its RTT can reflect the net-
work state notably.

3.2.3. The Probe-Distance Density. In order to describe the
distance between the probes and the node of the link, we
propose a metric called probe-distance centrality. Since the
distance is obtained by calculating the number of hops
between two nodes, we calculate the probe-distance central-
ity of the link li,j based on the following steps: (1) we extract
the two nodes of li,j, and for each node, we calculate the
average hops between it and all the probes in detection area;

Select the
detection area

Recognize the key
links

Calculate the RTT
of key links

�e set of key
links with their

critical value

Collect the data of
the area

Data pre-processing
D

atasets
KL-D

ection approach

�e set of data
in detection area

Key links recognition and critical value calculation

Detection algorithm

Detect the outages
YY Last for

11min?

�e RTT
exceeds the

critical value?

Monitor the RTT
of key links

Figure 1: The architecture of KL-Dection.
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(2) similar to the definition of the degree centrality of link,
we select the minimum average hops as the probe-distance
centrality of the link li,j.

The probe-distance centrality of the link li,j (i.e., pi,j) is
formulated as

pi,j =min p við Þ, p vj
� �� �

, ð6Þ

p við Þ = ∑K
k=1σ vi ,kð Þ
K

, ð7Þ

where pðviÞ represents the average hops between node vi and
all probes in the detection area, K represents the number of
probes in the detection area, and σðvi ,kÞ represents the num-
ber of hops between the node vi and the k-th probe. Note
that the lower value of pi,j indicates that the link is closer
to all the probes, and its RTT can reflect the network state
accurately.

3.2.4. Key Link. Based on the definitions of these three met-
rics, we define key link as follows. For each link li,j in D, the
set of key links K is defined as

K = li,j P li,j ⊂ C, li,j ⊂ E li,j ⊂ B
��� ��� = 1

� �
, ð8Þ

where C represents the set of links with di,j ≥ Δ1 and E rep-
resents the set of links with pi,j ≤ Δ2. Δ1 and Δ2 are the crit-
ical value of the degree centrality and probe-distance
centrality, respectively. As can be seen from Equation (8),
if a link li,j is a basic link (li,j ⊂ B) and it meets the conditions
of di,j ≥ Δ1 and pi,j ≤ Δ2, it can be regarded as the key link.

Note that the process of key link recognition is not lim-
ited by network topology and detection area. For conve-
nience, we take Colorado as an example to illustrate how
to obtain B, C, and E in turn.

First, we extract the traceroutes from July 31 to August
30, 2020, in Colorado. Then, based on the traceroutes, we
obtain the flow density matrix in this area, a 11424 × 556
matrix, consisting of the flow density of 556 links during
11424 time intervals. Finally, we get 556 singular values
and sort them in a descending order manner. We note that
the 30-th singular value is already close to zero. Therefore,
we only present the first 30 singular values of the matrix in
Figure 2(a).

From Figure 2(a), we can observe that the singular value
decreases rapidly from the first element to the 17-th element,
and after the 17-th element, the singular value decreases
slowly and eventually stabilizes. We note that the singular
value becomes very small and is almost closed to zero after
the 17-th element. Considering the fact is that the larger sin-
gular value, the more important the link is; hence, we con-
clude that the effective rank of the matrix is 17, which
means that only 17 basic links are enough to represent the
traffic load information of Colorado. Next, we use the QR
factorization with column pivoting [25] to obtain these 17
basic links, which constitute the set B.

Then, based on Equation (4) and Equation (5), we give
the distribution of the degree centrality of the links in Colo-
rado. Figure 2(b) reveals that the percentage increases rap-
idly when the degree centrality is below 4; then, the
percentage increases slowly between the degree centrality is
5 and 8; finally, the percentage stabilizes when the degree
centrality is above 9. From Figure 2(b), we note that only
about 10% of the links have a higher degree centrality (≥8).
As mentioned before, during the network outages, the RTT
of links with high degree centrality may fluctuate substan-
tially due to the influence of neighbor correlation, which
can reflect the network state notably. Monitoring the RTT
of these links can help the network managers to detect net-
work outages. Therefore, we define the set of links with di,j
≥ 8 as C.

In addition, we also give the distribution of probe-
distance centrality for all links according to Equation (6)
and Equation (7). In Figure 2(c), the value of probe-
distance centrality is divided into six bins. We note that a
large share of links has the probe-distance centrality above
7 (first two bins). On the contrary, the links with lower
probe-distance centrality (≤7) only account for 26.52%,
which indicates that they are closer to the probes in Colo-
rado. As mentioned before, the RTT of the links with lower
probe-distance centrality can reflect the network state accu-
rately. Monitoring the RTT of these links can help the net-
work managers to detect network outages. As a result, we
define the set of links with pi,j ≤ 7 as E.

In conclusion, for each link li,j in Colorado, if it satisfies
the conditions,

K = li,j P pi,j ≤ 7, di,j ≥ 8 li,j ⊂ B
��� ���� = 1

n o
, ð9Þ

it can be regarded as the key link. The process of the key link
recognition is summarized in Algorithm 1. Specifically, we
first select the detection area D and obtain the flow density
matrix M of D. Then, we apply SVD on M and acquire r
basic links. The set of these basic links are denoted as B.
For all the links in B, we extract the links belonging to sets
C and E. The results are the set of key links K .

3.3. Critical Value Calculation. RTT is demonstrated as a key
metric to gain insights into the performance of links [4, 7].
Moreover, the critical value of RTT can distinguish whether
network outages occur [24]. Hence, we propose a critical
value calculation algorithm based on interquartile and give
the critical value of RTT for the recognized key links. Specif-
ically, we first extract the raw RTT of each key link over a
period of time and sort them in an ascending order manner.
Then, for each key link li,j, we define Ruqðli,jÞ as its upper
quartile (the value located at 75% of the data range), Rlqðli,j
Þ as its lower quartile (the value located at 25% of the data
range), and Rdðli,jÞ as the difference between the upper and
lower quartiles. The critical value Rcvðli,jÞ is calculated as fol-
lows:

Rcv li,j
� �

= Ruq li,j
� �

+ kRd li,j
� �

, ð10Þ
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where k is the regular factor. Finally, according to [26], we
set k as 1.5 and obtain the critical value of RTT for each
key link.

3.4. KL-Dection Algorithm. Note that network outages are
different from network congestion since they will persis-
tently influence the state of the network [27–29]. Therefore,
we add a constraint of duration to the definition of network
outages. Existing work [5, 7] defined network outages as no
response or missing a set of pings from any vantage point in
11 minutes. As a reference, in this paper, we define the net-
work outage as the phenomenon that the RTT of any key
link exceeds its critical value and lasts for more than 11
minutes.

Next, we summarize the process of the KL-Dection
approach and give its pseudocode in Algorithm 2. Firstly,
we select the detection area D and obtain their correspond-
ing traceroutes, denoted as dataset A. Then, we recognize
the key links from A using Algorithm 1. Next, we calculate
the critical value Rcvðli,jÞ of each key link li,j, respectively.

Finally, we detect the network outages by observing whether
the RTT of any key link exceeds the critical value for more
than 11 minutes. It is worth noting that the KL-Dection
algorithm can be used in any network topology and detec-
tion area.

4. Results and Discussion

Although our approach is applicable for the network outage
detection in any detection area, due to space limitations, we
take California as the detection area for presentation. We
first present the visualization results of key links in this area.
Then, we leverage one outage event in California to demon-
strate the validity of the definition of key link. Next, we
leverage another outage event to demonstrate the validity
of the KL-Dection approach. All outage events we consid-
ered occurred in the Internet. Finally, we compare the exist-
ing approach [14] and our approach in terms of the number
of monitoring links in three detection areas.
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Figure 2: The distribution of three metrics.

Input: D, r, Δ1, Δ2;
Output: K ;
1: Calculate the matrix M in D and apply SVD over it,
2: Acquire r basic links, and denote them as the set B,
3: According to Δ1, Δ2, extract the links that satisfy the conditions in B, and denote them as K ,
4: return The set of key links K .

Algorithm 1: The recognition of key links.
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4.1. The Visualization Results of Key Links. We first collect
the traceroutes going through California from July 31 to
November 30, 2020, in RIPE, corresponding to 2.7T data.
Based on the data, we analyze 11936 links and leverage Algo-
rithm 1 to recognize seven key links. The visualization
results of these seven key links are shown in Figure 3. To
protect the privacy of address information, we describe the
nodes of key links in the form of prefixes.

Based on the key links, we extract their raw RTT from
the 2.7T data and obtain their corresponding critical value.
The critical value (ms) is shown in Table 1.

From Table 1, we can infer that the network outage is
happening if the RTT of any key link exceeds its critical
value and lasts for 11 minutes.

4.2. The Validity of the Definition of Key Link. After obtain-
ing the critical value, we consider an outage event that
occurred on October 21, 2016 [30], in California to evaluate
the validity of the definition of key link. In this case study,
we extract the RTT from 2016-10-21 11 : 00 UTC to 17 : 30
UTC for analysis.

The RTT of each key link during 2016-10-21 11 : 00 UTC
to 17 : 30 UTC is shown in Figure 4. In each figure, the x-axis
is the time (in hours), the y-axis is the RTT (ms), and the
dotted line is the critical value of the RTT. We take
Figure 4(a) as an example to illustrate. In Figure 4(a), the
RTT is below the critical value before 11 : 53; then it

increases rapidly and exceeds the critical value during
11 : 53 to 12 : 45; afterward, the RTT is gradually back to nor-
mal during 12 : 45 to 17 : 10; next, the RTT increases again
and exceeds the critical value during 17 : 10 to 17 : 30. From
Figure 4(a), we can observe that the outage occurred from
11 : 53 to 12 : 45 and 17 : 10 to 17 : 30, respectively, which is
in good agreement with the time reported in [31].

As can be seen from Figure 4, we can detect the network
outages effectively by monitoring the RTT of any key link. It
is worth noting that the time consumption of our approach
is low because it monitors the state of all key links in parallel.

Next, in order to evaluate the validity of the definition of
key link, we randomly select four links (except the key links),
which represent different types of links in California. We
present the three metrics of these four links in Table 2.

As can be seen from Table 2, only one metric of the first
three links does not satisfy Equation (8), and the last link only
satisfies the condition of flow density. Then, we leverage these
four links to detect the outage event mentioned above, and the
RTT of these four links is given in Figure 5. It can be seen from
Figure 5 that the RTT of these four links has different fluctua-
tions, but they do not exceed the critical value. Hence, we con-
clude that no network outage occurs, which is inconsistent
with the ground truth. The results demonstrate that focusing
on the links recognized by any one or two metrics alone is
inadequate to detect network outages. Moreover, based on
the comparison of the results between Figures 4 and 5, we
can conclude that the definition of the key links proposed in
this paper is effective in network outage detection.

4.3. The Validity of KL-Dection Approach. In order to evalu-
ate the validity of KL-Dection approach, we consider an

Input: D, r, Δ1, Δ2;
Output: Network outage;
1: Extract the traceroutes in D, and denote them as dataset A,
2: Recognize the key links from dataset A using Algorithm 1,
3: Obtain Rcvðla,bÞ for each key link la,b,
4: Monitor the RTT of la,b in parallel,
5: if The RTT of any la,b exceeds its corresponding critical value Rcvðla,bÞ and lasts for more than 11 minutes then
6: return Network outage,
7: end if

Algorithm 2: KL-Dection algorithm.

l2,8 l3,11

l3,6 l9,10

l2,3
l2,4

l4,6 l6,7

l5,12
l5,4

l1,2

V5:184.105.X5.0/24

V8:184.105.X8.0/24 V11:184.105.X11.0/24

V9:216.218.X9.0/24

V10:130.152.X10.0/24
V7:184.105.X7.0/24

V6:184.105.X6.0/24

V12:184.105.X12.0/24

V4:184.105.X4.0/24

V1:184.105.X1.0/24 V2:72.52.X2.0/24 V3:184.105.X3.0/24

Figure 3: A part of visualization results of links. The topology of links is consistent with the practical environment. The orange lines
represent the key links, which are used to detect two outage events. The gray lines represent the links, which are used to detect the
outage event occurred on October 21, 2016.

Table 1: The critical value of RTT.

Key link l1,2 l2,3 l2,4 l5,4 l4,6 l3,6 l6,7
Critical value (ms) 26.0 81.9 25.4 19.3 27.6 21.5 18.0
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outage event that occurred on May 24, 2019, in California
[32]. Since the outage event lasted from 21 : 47 to 23 : 58,
we extract the RTT from 2019-05-24 20 : 00 UTC to 24 : 00
UTC for analysis.

From Figure 6, we can observe that the key links l2,3, l5,4,
l3,6, and l6,7 can detect the outage effectively. In detail, we can
detect the outage from Figure 6(d) because the RTT exceeds
the critical value and lasts from 23 : 30 to 23 : 50. Similarly,
we can also detect the outage from Figure 6(g) because the
RTT exceeds the critical value and lasts from 21 : 47 to
23 : 58. However, the duration of the outage event inferred
from these two key links are different. This phenomenon
can be explained by the fact that because part or parts of
the power grid remain operational, the links in some areas
of California still maintain the normal network state. This
phenomenon is verified in electric disturbance events’
annual summaries [32].

In addition, we found that the RTT of key links l1,2, l2,4,
and l4,6 is stable over time. This phenomenon can be
explained by the fact that the outage event occurred far away
from the location of these key links, and it did not affect the
performance of these key links. The results of Figure 6 dem-
onstrate that our approach can detect the outage event effec-
tively by observing whether the RTT of any key link exceeds
the critical value for more than 11 minutes.

4.4. Performance Comparison. In this section, we aim to com-
pare the KL-Dection approach with the existing approaches in
terms of the number of monitoring links when both approaches
can detect the network outages successfully. Consider that the
latest approach [14] detected the network outage by collecting
the traceroute and monitoring the performance of all links in
the detection area, which is similar to the dataset and detection
mode adopted in this paper. As a consequence, we compare our
approach with the latest approach [14] in terms of the number
of monitoring links in three detection areas. Specifically, our
approach and the existing work can successfully detect the out-
age event that occurred in these three detection areas [30], and
the results of the comparison are shown in Table 3.

As can be seen from Table 3, the number of monitoring
links our approach needed is notably smaller than the existing
work [14]. This is especially true when the number of links in
the detection area is large. Specifically, in California, our
approach only needs to monitor less than 0.06% of the links
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Figure 4: RTT of the key links.

Table 2: The three metrics of links.

Link li,j ⊂ B li,j ⊂ C li,j ⊂ E

Link l2,8 ✔ ✕ ✔

Link l9,10 ✔ ✔ ✕

Link l3,11 ✕ ✔ ✔

Link l5,12 ✔ ✕ ✕
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Figure 6: RTT of the key links.
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for network outage detection, and the runtime of our
approach is 2 seconds.

Monitoring a large number of links will prompt the
researchers to deploy more probes and take continuous
measurements, which may occupy the link bandwidth,
reduce the network transmission speed, and increase the
network burden [9]. Besides this, the operation of probes
increases the costs (e.g., periodic maintenance, fault analysis,
and electricity costs). Thus, the KL-Dection approach can
obviously reduce resource occupancy and cost without
compromising the validity of outage detection. We believe
that our approach can provide better scalability and is more
acceptable in practice than existing work.

5. Discussion

The results presented in this paper have several implications
for the networking community. Because our approach is
lightweight and effective, the network managers can leverage
our approach to understand the network performance of
their customers with less cost. Similarly, in the scenario of
the Internet of Things, managers can also effectively under-
stand the performance of the network by monitoring the
connectivity of links that connect the key devices.

However, several limitations should be considered when
leveraging our approach. First, the key links are recognized
from vantage points, but the vantage points may not be rep-
resentative of the detection area, especially when the number
of Atlas probes is low. Hence, the results are prone to the
bias of Atlas deployment. Second, in the scenario of the data
center, the result of our approach is not satisfactory. This is
because compared with edge network, the network topology
of the data center is small, and a majority of links in data
center have high flow density, degree centrality, and probe-
distance centrality. Hence, our approach does not work well
in this scenario. The solutions to these limitations are left as
a future work.

6. Conclusion

In this paper, we propose KL-Dection approach, which
detects network outages via key links instead of all links.
Specifically, we recognize the key links in terms of three met-
rics, including flow density, degree centrality, and probe-
distance centrality of links. Then, based on recognized key
links, we give a critical value calculation algorithm on RTT
that distinguishes whether network outages occur. Finally,
we leverage two historical events to demonstrate that our
approach can detect the network outages effectively.
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With the continuous development of Chinese economy and the continuous improvement of national living standards, the
country’s emphasis on students’ physique has also increased. This has greatly breakthrough the conditions for health testing of
students’ physique in our country. With the assistance of wireless sensors, students’ physical health quality monitoring has
accurate data statistics and research. Hop positioning algorithm, compressed sensing matching tracking algorithm, and RSSI
technology have been analyzed from the perspectives of students’ ideas, life, and learning, and school sports support. It is
found that nearly 50% of students in a college are not very health-conscious, while only 26% have a good knowledge of health.
In the 50m running test, the average score for boys is 807 + 124 s, and the average for girls is 914 ± 108 s. The data is accurate
to 0.01% with the help of wireless sensor technology. At the same time, combined with the testing data of sports events, we
found that the physical fitness of students is generally low. This has a lot to do with the living habits of the students and the
physical exercises in the school.

1. Introduction

Student physical health evaluation is an important part of
school physical education work and an important part of
the school education evaluation system. In today’s high-
tech development, physical fitness monitoring should also
keep pace with the times.

The establishment of a monitoring network and the
development and utilization of high-tech systems such as
data collection systems have greatly reduced the monitoring
workload. The use of wireless sensors has also made a great
breakthrough in the quality monitoring of students’ physical
fitness tests.

For the role of sensors, experts at home and abroad
have done a lot of research. Musa et al. has developed a
strategy that optimizes the typical deployment of sensors
in the field and distributes the energy consumption of
wireless sensor networks (WSN). This strategy focuses
more on collecting information from the sensor, rather
than the precise positioning of the sensor. Therefore, it is

measured based on the distribution or density of sensors
in the area rather than their geographic location. Using
this strategy, the lifetime of the network can be maximized
under the constraint of maintaining connectivity [1].
Kaleem and Rehmani stated in the article that UAVs or
microdrones equipped with sensors are becoming increas-
ingly popular in various commercial, industrial, and public
safety applications. However, uncontrolled deployment of
drones poses challenges to highly security-sensitive areas
such as the presidential palace, nuclear power plants, and
commercial districts, as they may be used illegally. It dis-
cusses existing routing schemes for detection, tracking,
and positioning and puts forward the limitations of these
schemes as further research challenges [2]. Flores et al.’s
study discusses the role of parents in monitoring student
academic performance in the new learning system. To
achieve this goal, the researchers used a descriptive corre-
lation design [3]. Vituk et al. studied the formation pro-
cess of the spelling ability of future teachers in the new
Ukrainian school. He introduced that higher education
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institutions use students’ spelling skills as an integral part
of language and communication skills. In the context of the
current professional training requirements for experts in
the new Ukrainian school, as a way to diagnose and control
the spelling and punctuation literacy of higher education stu-
dents, it can objectively evaluate the spelling skills of
students, and improving educational activities is the main
science of the research results [4]. Sugilar believes that the
return rate of students can be used as one of the indicators
of the service quality of educational institutions and student
loyalty. Students who register for one semester will reregister
in the next semester. He pointed out that there are many
related variables that affect students’ reentry. These variables
mainly include monitoring the service quality, management
of distance education, student characteristics, student aca-
demic performance, and the availability of student learning
support services. He used a post hoc method to sample
3539 students and used the statistical technique of binary
logistic regression to determine the factors related to the
reentry of students at Terbuka University in Indonesia. The
results show that students’ reentry is affected by the adjust-
ment factors of service quality management level: (1) per-
sonal characteristics of students, (2) success level of the
previous semester, and (3) learning participation support
services [5]. Hsu et al. study the important role of college
students’ physical activities and cultivate the concept of
independent health management. At present, what kind
of learning attitude do Taiwanese college students face in
physical education? What motivations of students affect
their attitudes towards physical education? What is the rel-
evance? The above are the goals of this research. The
research method adopts the questionnaire survey method,
and the survey data adopts descriptive statistical analysis,
independent sample test, one-way analysis of variance,
LSD postcomparison method, and canonical correlation
analysis method. Relevant practices have been adjusted in
combination with data analysis. With scientific, reasonable,
and efficient measures, the rate of student repetition has
increased [6]. Грошева et al. explored the basic back-
ground, carrying capacity and effectiveness monitoring of
problem solving based on the knowledge gained from the
university preparatory training. The integrity of profes-
sional activities is related to the holistic, comprehensive,
and systematic use of professional training processes. Dur-
ing the education process, the ability of students in the sub-
ject of “Descriptive Geometry and Engineering Graphics”
was monitored. Monitoring is carried out through core lines
such as problem discovery, goal setting, work planning and
evaluation, and curriculum control. According to the results
of the research, additional courses are organized for those
students who have difficulties in the study of certain topics
in the course [7].

School education should establish the guiding ideology
of health, first, earnestly strengthen the spirit of “physical
work,” promote students to actively participate in physical
exercise, develop the habit of regular physical exercise,
and improve self-care ability and physical health. This
has important practical significance and long-term social
significance.

2. Past Students’ Own Initiative and
School Support

2.1. Students’ Own Health Awareness. Consciousness gov-
erns behavior and correct consciousness, guides practice to
give full play to subjective initiative, and promotes the
development of things. Students’ consciousness will directly
affect their own behavior. If students think that health is not
that important, then there will be no exercise behavior, and
physical health cannot be guaranteed. Therefore, students
must establish correct health awareness. A health awareness
questionnaire was conducted for students from a certain
university, as shown in Table 1.

In the health awareness questionnaire, it will be found
that students still attach great importance to their own
health, but their awareness of health-related knowledge is
low, and the two are extremely incompatible. Schools should
strengthen health and hygiene publicity and improve stu-
dents’ health awareness.

2.2. The School’s Support for Student Health. School is a
necessary place for students to study and live. Physical activ-
ity is an effective way for students to exercise. To improve
the health of students, we need to ensure that students have
a well-equipped environment (sports equipment) and soft-
ware [8]. For the real situation of school facilities support,
we have made corresponding investigations, as shown in
Figure 1.

According to the distribution of school physical educa-
tion teachers and the use of physical equipment statistics,
it can be seen that the school’s support for students’ healthy
exercise was still relatively lacking, which has a lot to do with
the fact that students’ health did not receive the attention of
society at that time.

As of July 2002, since the Ministry of Education pro-
mulgated and implemented the “Students’ Physical Health
Standards,” the Ministry of Education has paid increasing
attention to the health of students. With the development
of time and the advancement of science and technology,
scientific and efficient testing techniques have been avail-
able for students’ physical health. In the context of the
knowledge-based electronic health and medical communi-
cation service, intelligent system National Fitness, wireless
sensors have played a large role in the quality monitoring
of students’ physical fitness tests [9].

3. Wireless Sensor Technology Supports
Students’ Physical Fitness Test

3.1. The Composition and Structure of the Sensor. The com-
ponent part of the wireless sensor is connected to the shell
and is powered by a battery or a vibrator during operation,
forming a wireless sensor network node system structure.
After a large number of neurons are scattered, they are
randomly distributed in or near the control area, and each
node forms a network through self-regulation. The sensor
node monitors the monitored object, and after the initial
configuration of the monitoring data, it uses multiple
relays for transmission according to its own protocol. In
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the transmission system, the monitoring data is effectively
processed by multiple nodes, and then through the pipe-
line, the control node is transmitted through satellite,
Internet, and mobile communication network. End users
efficiently configure and manage sensor networks through
management nodes, release monitoring functions, and col-
lect monitoring data [10], as shown in Figure 2.

Wireless sensors are widely used. The most commonly
used technologies are 802.11, 802.15, Bluetooth, Wifi, Zigbee,
etc., Each has its own technical advantages, but there are still
disadvantages such as high energy consumption, poor inter-
ference from the power distribution wall, large volume, and
the need to have multiple memory source. To this end, TI
has introduced a low-power RF system suitable for simple
RF networks and small SimpliciTI network protocols [11].

3.2. The Network Protocol of the Sensor

(1) The SimpliciTI network protocol includes six main
functional modules, namely, battery-only network,

encryption, range extender, frequency agility, access
point, and network management module [12], as
shown in Figure 3

The main function of the SimpliciTI network application
layer is to provide network layer management, including
some PINGS for external nodes to access and many inter-
faces for developers, as shown in Table 2.

This is a data-based communication protocol whose goal
is to resolve protocol defects through a negotiation process
between nodes. Before sending data, each node negotiates
to determine whether other nodes need data; nodes use
“metadata” (that is, to describe the characteristics of data
collected by neurons to determine whether the obtained data
contains duplicate information [13]). The working process
of the agreement is shown in Figure 4.

LEACH protocol is the most representative routing pro-
tocol among hierarchical routing protocols [14]. The cluster
head nodes are randomly selected in a circular manner, and
the energy load of the entire network is evenly distributed to

Table 1: Questionnaire of students’ own health awareness (m = 200).

Student’s own health awareness survey form (m200)
Investigate subject Options Result statistics Percentage of total

Do you care about your health?

Very concerned 59 29.5

Care 70 35

Does not care 63 31.5

It does not matter 11 5.5

Do you know health knowledge?

Learn 55 27.5

Do not know much 89 44.5

Do not understand 65 32.5

Think it is necessary to participate in physical exercise

Very necessary 55 27.5

Is necessary 87 43.5

Unnecessary 59 29.5

Are you satisfied with your current health?

Very satisfied 46 23

Satisfy 69 34.5

Generally 60 30

Dissatisfied 30 15

20.5
11.9

46
35.933.9

58.2

Physical education teacher Sports equipment

Pe
rc

en
ta

ge

Physical education support

Adequate

Relatively sufficient
Insufficient

Figure 1: The school’s support for students’ healthy exercise.
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each sensor node, to achieve the purpose of reducing net-
work energy consumption and improving the overall sur-
vival time of the network. Simulation shows that LEACH

clustering protocol can extend the network life cycle by
15% compared with general planar multihop routing proto-
cols and static hierarchical algorithms. To balance the
energy consumption in the network nodes, the family head
glands are randomly selected in a circular pattern. Collecting
data from the cluster nodes in the middle of the combination
and pass them through the channel. The network operation
needs a “cycle” like a unit, and each circuit is composed of a
startup phase and a stable phase. In the initial stage of each
cycle, a node is randomly selected as the cluster head node,
and the surrounding nodes are announced as the surround-
ing cluster head nodes. The measurement determines which
group to join and informs the cluster head node. In the sta-
ble phase, the nerve ending collects data and sends the data
to the cluster head unit. After running for a period of time in
the stable phase, the network will resume the next phase of
the working cycle [15]. The election method of the family

Internet, satellite, 
mobile network

Management 
node

Management 
node

Management 
node

Perceive 
the scene

Figure 2: A sensor network system usually includes sensor nodes, sink nodes, and management nodes.

Netork 
management Access point

Frequency
agility Basic stack end device

Encryption Battery_only 
network

Range
 extengder

Figure 3: SimpliciTI network protocol includes six major functional modules.

Table 2: Detailed application and description of the interface.

Application layer Interface Instruction

Ping 0 × 01 Similar to the application in the TCP/IP network, return the received data

Link 0 × 02 Establish the first connection between two node devices

Join 0 × 03 Used to obtain node access information

Security 0 × 04 Used for information encryption and key exchange

Freq 0 × 05 Complete the frequency calibration and frequency offset management of the communication module

Mgmt 0 × 06 Used in the network application layer, such as antenna interruption

A

B

A

B

A

B

A

B

A

B

A
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ADV

REQ

REQ

DATA

DATA

Figure 4: Data-centric adaptive communication routing protocol
work.
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head node is each node generates a random number between
0 and 1. If the number is less than FðnÞ, the node is the clus-
ter head. The calculation formula of FðnÞ is as follows:

F nð Þ =
b

1 − b c mod 1/bð Þ½ � , n ∈ t,

0, otherwise:

8><
>: ð1Þ

Among them, b is the percentage of the number of clus-
ter heads to the total number of nodes in the network, c is
the current number of election rounds, and t is the set of
nodes that are not cluster heads in the latest 1/b round [16].

(2) The artificial neuron model has three basic elements

(a) One group connection

(b) Summation unit

(c) A nonlinear excitation function

Expressed by mathematical formula as

wk = 〠
b

i=1
ukjyi, vk = netk =wk − θk, xk= φ vkð Þ: ð2Þ

Among them, ukb is the weight of neuron k, wk is the
current combination result, θk is the threshold, φð•Þ is the
activation function, and xk is the output of neuron k. If the
input dimension is increased by one dimension, y0 = −1 or
(+1), and the weight is wk0 = θk, the threshold θk can be
included [17]. Different types of neural networks use
different activation functions φð•Þ, among which the most
common is the threshold function (hardlim), linear func-
tion, (pirelin), and (sigmoid) functions [18]. The difference
in transfer function also leads to differences in the structure
and function of various neural networks, as shown in
Figure 5.

MLCM is a maximum lifetime model. Wireless sensor
network is an energy-restricted network. The energy con-
sumption of a node will not exceed the remaining energy
of the node. When the data forwarding rate of the node is
g and node f , the life cycle of node vi is

T fð Þ = Hn

br mð Þ + bt n,mð Þ + eother

= Hn

enm ⋅ ∑vn ,vm∈v,vm⊆X f
vnsd
vnvm

+ ρ∑vm ,vn∈v,vm⊆x f
vnsd
vmvn

+ eother
:

ð3Þ

Due to the lack of control over the wireless network
application environment, network system operation, and
wireless communication, it is unreliable. When building
the network test platform, we encountered the following
problems, including how ida accurately detects the power
grid and the quantitative data evaluation of the network in
this case, that is, how to conduct network testing; how to
establish network monitoring; real-time simulation reflects

the characteristics of large-scale network real-time applica-
tion environment, that is, how to build test sites [19].

In the working state of wireless sensor network nodes,
according to the node’s influence on the data flow, the nodes
can be divided into source nodes and intermediate nodes.
The source node senses and generates data and can also
receive data and forward the data containing itself to the
next neighbor node; the intermediate node does not generate
data and only forwards the received data to the next neigh-
bor node [20]. The data flow of the two nodes is

〠
vm ,vn∈v,vm⊆x

f vmsdvmvn
+ λngn = 〠

vn ,vm∈v,vm⊆x
f vnsdvnvm

: ð4Þ

Among them

λn =
1,Vn≠Sd ,
−1,Vn=Sd :

n
ð5Þ

The network node life cycle model is

Tn fð Þ = En

enm ∑Vn ,Vm∈Vn ,Vm⊆x
VnSd
VmVm

+ λngn

� �
+ ρ∑Vn,Vm∈Vn ,Vm⊆x , f

VnSd
VnVm

+ eother
:

ð6Þ

The life cycle 1 of the network at a certain data forward-
ing rate is the smallest life cycle of all nodes:

Tsys fð Þ =min
n∈S

Tn fð Þ: ð7Þ

The structure of the fault injection node used in the
FIPES fault injection node modular structure experiment
includes a data communication module, a clock module, a
storage module, a power supply module, a charging module,
and an indication module [21]. The hardware modular
structure of the fault injection node of the system is shown
in Figure 6.

When the node data is sent to the main control chip for
communication and interaction through the serial commu-
nication module, the main control chip receives the time at
this time. The read time is added in front of the data from
the communication interface, and then the integrated data
is written into the storage device. When it needs to receive
the fault command sent by the host computer, the host com-
puter sends a fault command to the main control chip. After
the main control chip receives the command, it will call back
the command and then send it to the node [22].

The research data of all above wireless sensors take
the quality monitoring of the student’s physical fitness

a

m
−1

−1
−1

a

m

a

m

+1 +1 +1

Figure 5: Differences in structure and function of neural networks.
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test as the starting point to build a scientific and efficient
physical fitness monitoring for the students, which
requires the use of wireless sensor technology. It will not
only promote the further development of my country’s
physical education but also provide some new research
ideas and methods for school sports science research.
Applying all research methods to specific physical fitness
tests of students, the quality monitoring of wireless sensors
newly implemented by major universities also has good
feedback. In the physical examination of students, the
use of wireless sensor technology makes the monitored
data more accurate, while reducing a lot of time and labor
costs.

4. Using Wireless Sensor Technology to
Monitor Students’ Physical Test

The wireless sensor system is used in conjunction with the
student health monitoring standards issued by the Ministry
of Education to test the height, weight, vital capacity, seat
bending, 50 meters, and other items of students of different

ages. Aiming at students of different ages is to ensure the
authenticity of the test and try to avoid most accidents to
prove the experimental research.

4.1. Height and Weight of Primary School Students. Parents
should not neglect physical exercise, but only focus on culti-
vating children’s knowledge. Parents only pay attention to
their children’s cultural achievements and neglect physical
exercise. This is the norm for parents. However, we cannot
just let it go. We should give parents a healthy awareness
of physical exercise, establish the idea of “the body is the
capital of the revolution,” and the family and school work
together to give children a strong physique. The new
“National Standards for Physical Fitness and Health of
Students” have made major changes to the standards of stu-
dents’ physical fitness, adding the BMI index (body length
and square kilograms), and students must not only exercise
regularly but also pay attention to diet [23]. Investigating
and studying the average height and weight of men and
women from grade one to grade six in a certain elementary
school, as shown in Figure 7.

Charging
mode

Power 
supply
mode

Read and write Read and write

Serial 
communication

module

Main control chip
MSP430 single

chip 
microcomputer

Storage module

Indicating
module

Figure 6: FIPES fault injection node modular structure work.
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Figure 7: Comparison of height and weight of men and women in grades one to six.
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The research results show that the height gap between
boys and girls is still a bit large, and boys are generally
higher than girls. Moreover, the height growth trend of
all students is flat, but the weight growth is indeed rapid.
It can be seen that students are very lack of physical
exercise.

The data signal monitored by the wireless sensor recon-
structs the recently appeared subspace matching tracking
algorithm and compressed sensing matching tracking algo-
rithm. The reconstruction quality of these algorithms is
comparable to straightforward procedures, and the recon-
struction complexity is low. However, these algorithms are
based on sparsity A [24]. However, in practical applications,
the sparsity of A’s symptoms is usually unknown, and the
tracking algorithm is automatically matched. When A is
unknown, a positive reconstruction effect can be obtained.
The concept of sparsity A sets the following basic conditions
for the reconstruction of symptoms: generally, the number
of observations B of a system cannot be greater than the
corresponding signal length M, so for signal Y =DCSX,
signal reconstruction is a difficult problem that requires
solving the underdetermined equations Y =DCSX. Gener-
ally speaking, it is very difficult to solve underdetermined
equations, because the number of unknowns is more than
the number of equations, and there are other constraints,
it is difficult to solve. Through research in the compressed
sensing theory, if the signal X can be guaranteed to be a
sparse signal or can be compressed, starting from this
hypothesis, we can draw a conclusion that the equation
can be solved. In the compressed sensing theory, the
observation matrix is required to have RIP properties, as
long as this can accurately use the signal reconstruction
algorithm to restore the signal in the B observation values,
and ensure the effectiveness of the compressed sensing
algorithm [25]. To study the signal reconstruction algo-
rithm of compressed sensing theory, it is necessary to
define the vector

X = X1, X2,⋯, Xmf g: ð8Þ

The P norm is

Xk kP = 〠
N

j=1
xj
�� ��p !1/p

: ð9Þ

Among them, when P = 0, it is a norm, which is the
number of nonzero items of X. If the signal X is sparse,
or compression can be guaranteed, the underdetermined
equations Y =DCSX can be calculated as a minimum 0-
norm problem:

min ψTXk k0
,

s:t:ACSX=φψtX=Y :

�
ð10Þ

This calculation method requires all permutations and
combinations of the positions c: a of each nonzero item in

M to be traversed, and finally, the optimal solution is
solved. Proposing a new solution optimization method,

min ψTXk k1
,

s:t:ACSX=ΦψTX=Y :

�
ð11Þ

This kind of method has certain stability when used in
sparse signal reconstruction [26]. Finally, it is concluded that
the height of boys is in a period of rapid growth between the
ages of 7-15, which is 2 years longer than that of girls. It may
be that girls are quieter. Boys like to exercise, the amount of
exercise is much greater than that of girls, bone stimulation
is greater than that of girls, and bone growth will accelerate.
Comprehensive analysis shows that the height change law
of boys and girls basically meets the national testing stan-
dards, and there is no significant difference. In terms of
weight, half of our classmates weighed slightly higher than
the national standard compared with the average level of
primary school students in China. The personal differences
between classmates are very obvious. One reason may be
genetic factors, and the other may be overeating or too little
exercise.

Therefore, the following points need to be done:
(1) strengthen nutrition, have a balanced diet, and ensure
adequate intake of essential nutrients every day. (2) Persist
in exercise and promote good physical development, persist
in time for half an hour. (3) Pay close attention to own
physical condition and understand relevant physical health
knowledge. Young people are the future and hope of the
motherland. Their physical fitness not only affects their
current growth and education but also affects the future
and destiny of the country. Therefore, the principals of pri-
mary and secondary schools should pay close attention to
the health of students and take the necessary measures.

4.2. Comparison of Male and Female Vital Capacity of
College Students. Cardiopulmonary function refers to the
ability of the human heart to pump blood and the lungs to
inhale oxygen, and the abilities of both directly affect the
activities of the body’s organs and muscles, which are essen-
tial. The whole process involves the function of the heart to
make blood and pump blood, the lungs’ ability to take
oxygen and exchange gas, the efficiency of the blood circula-
tion system to carry oxygen to all parts of the body, and the
function of the muscles to use this oxygen. Therefore, car-
diopulmonary function is the most important indicator of
students’ health. Basic strength usually reflects the strength
and size of the respiratory muscles and is related to factors
such as the amount of thoracic exercise, gender, age,
height, weight, chest circumference, and physical activity.
Normally, males are 3500ml-4000ml, and females are
2500ml-3500ml. The vital capacities before and after the
first, second, third, and fourth year of the freshman year,
sophomore year, junior year, and senior year are now
researched and analyzed, as shown in Figure 8.

Studies have found that boys’ lung capacity is generally
much higher than that of girls, because boys often exercise
their diaphragms, and their breathing is usually the abdo-
men; on the other hand, girls’ breathing usually involves

7Wireless Communications and Mobile Computing



the joint muscles of the chest. In addition, the vital capacity
of freshmen to junior college students generally showed a
downward trend, and there was no sign of enhancement
until the senior year. Schools must first establish the concept
of health, take school physical exercise as an important work
of school education, and organize fitness exercise programs
scientifically.

4.3. Junior High School Students 50 Meters. Speed quality
refers to the body’s ability to perform fast movements or
the ability to complete a certain movement in the shortest
time. Speed quality is an important index to evaluate the
human body’s athletic ability, which is mainly related to
the human body’s muscle fiber type, muscle strength, and
other factors. As a quality indicator of the student’s physical
fitness test, the 50m run has an important reference value
for evaluating students’ speed ability.

Running projects can use network positioning algo-
rithms, and the current positioning algorithms for wireless
sensor networks mainly include DV. Hop positioning algo-
rithm, Euclidean positioning algorithm, and Hop. Euclidean
positioning algorithm.

V. The main working principle of the hop location algo-
rithm is to first calculate the minimum number of hops from
the node to the wireless sensor network beacon node for an
unknown wireless sensor network node. At the same time,
the average distance is calculated, and the average distance
is multiplied by the minimum number of hops to obtain
the distance from the wireless sensor network node to the
beacon sensor node. When the unknown wireless sensor
network node obtains the distance of more than three
beacon nodes, the trilateral method is used to measure and
locate, as shown in Figure 9.

The Euclidean location algorithm is an algorithm that
calculates the location of an unknown sensor node that is
two hops away from a wireless sensor network beacon node.

Supposing there is an unknown node in the wireless
sensor network, E, F, and G, let L be a beacon node. The
Euclidean positioning algorithm can directly measure the
distance FL, FG, and GL between sensor nodes through RSSI
technology. Sensor node E is adjacent to F and G. In this
way, in the quadrilateral EFGL, by knowing the length of
each side and the length of the diagonal FG of the quadrilat-

eral, the length of the other diagonal EL of the quadrilateral
can be calculated by the law of cosine of the trigonometric
function. That is, the distance between the unknown sensor
node E and the wireless sensor network beacon node L.

cos α = EF2‐EG2‐FG2

2EG × FG , ð12Þ

cos β = FL2‐EG2‐GL2
2GL × FG , ð13Þ

EL2 = EG2 + GL2‐2EG × GLcos α + βð Þ: ð14Þ

The Euclidean positioning algorithm is a theoretically
better positioning algorithm for wireless sensor networks.
All unknown sensor nodes that are two hops apart from
the beacon node of the wireless sensor network can be
located. The 50-meter data monitoring of the second and
third grade students in the study is shown in Figure 10.

Data research has found that the average score of stu-
dents in the 50m running test is 807 + 124 s for boys and
914 ± 108 s for girls. The average scores for boys and girls
are only maintained at the passing level of the National
Physical Fitness and Health Standard and are at the lower
limit of the passing range. All scores input through the wire-
less sensor will automatically form a student’s 50-meter
score evaluation according to the set program, as shown
in Table 3.
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The comprehensive evaluation from the two aspects of
test scores and grade evaluation reflects the poor speed
quality of students.

4.4. Junior High School Students Bend Forward while Sitting.
Flexibility refers to the flexibility of different joints and mus-
cles. Good flexibility can better reflect the beauty of the body.
If the body lacks flexibility for a long time, it will cause mild
heat around the joints, thereby limiting the range of joint
motion.

How to calculate the forward bending distance of the
sitting body? In the calculation distance section, calculate
the average distance to each wireless sensor network refer-
ence node, and send the calculation result to each pending
node of the wireless sensor network through broadcast.
The node to be determined receives the information of the
reference node and compares the received average hop dis-
tance with the minimum number of hops of each reference
node previously obtained to calculate the distance of the
node to be determined. The calculation method of the hop
distance of the pending node is as follows:

Ln =
∑m≠n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xn − xmð Þ2 + yn − ymð Þ2

q
∑m≠nhm

: ð15Þ

The reference node broadcasts the calculated average
hop distance to the wireless sensor network where it is
located, and the pending node retains the first average hop
distance data received by the sensor node. At the same time,
the hop count information is forwarded to the surrounding
nodes to ensure that data can be received from the nearest
reference node.

The coordinates of the undetermined node can be calcu-
lated by the above calculation to obtain the distance of more

than 3 reference nodes, and the position of the undeter-
mined node can be calculated by the trilateral method. The
coordinates of N , M, and T are ðx, yÞ, ðxn, ynÞ, ðxm, ymÞ,
and ðxt , ytÞ, respectively, and the distance from the node to
be determined to the reference node is dn, dm, and dt . From
the geometric relationship, the following relationship can be
obtained:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − xnð Þ2 + y − ynð Þ2

q
= dn, ð16Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − xmð Þ2 + y − ymð Þ2

q
= dm, ð17Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − xtð Þ2 + y − ytð Þ2

q
= dt: ð18Þ

Through the above steps, the coordinates of the undeter-
mined nodes are obtained, and the average positioning error
index is used to compare the positioning algorithms of the
wireless sensor network. Supposing the coordinate of the
undetermined section i is xi, yi, the actual coordinate value
is ðxi′, yi′Þ, and the following formula calculates the error of
the positioning algorithm:

Δdi =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xi′
� �2

+ yi − yi′
� �2r

: ð19Þ

In a wireless sensor network including N undetermined
nodes, the average positioning error is calculated using the
following formula:

Δ = 1
NR

〠
N

i=1
Δdi × 100%: ð20Þ
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Figure 10: Men’s and women’s 50-meter scores in the second and third grades.

Table 3: Evaluation of the 50-meter test scores for all junior high school students.

Grade First grade boys First grade girl Second grade boys Second grade girl Grade three boys Grade three girls

Excellent 20.63% 25.31% 27.65% 29.36% 30.91% 32.19%

Good 36.25% 41.65% 45.99% 39.69% 45.98% 44.01%

Pass 43.12% 33.04% 26.36% 30.95% 23.11% 23.8%
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Inviting the highest five boys and girls in the first grade
of third grade and the first grade of sixth grade to monitor
the fixed-point distance statistics of sitting forward bending
as shown in Figure 11.

The results of the seat bending test showed that the flex-
ibility of girls is generally much better than that of boys, and
the abovementioned students are within the scope of the
national physical health standards. In addition to showing
the flexibility of the human body, the results of the seat
bending test also show the structural characteristics of the
female body. Women’s muscles, ligaments, and joints are
more flexible. In general, women are more flexible, while
boys also have a good foundation for flexibility.

4.5. Physical Fitness Intervention Program. With the help of
wireless sensor technology, it is detected that the physical
health of students is generally low, which has a large relation-
ship with the lack of a lot of physical exercise by students.
Therefore, according to the analysis of the physical fitness
of the students, it is recommended to draw an intervention
plan for the basic physical fitness, as shown in Table 4.

At the same time, to help students better improve and
improve their physical fitness, we propose an open extracur-
ricular preplan for the experimental group students. The
program mainly provides suggestions for students’ health
awareness, extracurricular exercises, and lifestyle.

4.5.1. Health Awareness. Cultivating students’ health aware-
ness and developing good health habits.

4.5.2. Extracurricular Exercise. The main form of exercise is
aerobic exercise; daily walking is mainly brisk walking or

running at a constant speed; breaks between classes to do
stretching exercises outdoors; interclass exercise time orga-
nizes extracurricular exercises in the unit of class.

The exercise intensity is mainly of medium intensity. It
is recommended that 3-5 times a week, each time is about
05-1 hours. The frequency and time of exercise can be
adjusted according to your own physical status, so as not
to affect the next day of class.

4.5.3. Lifestyle. Diet-pay attention to the dietary rules, insist
on eating breakfast, reasonably, match nutrition, pay atten-
tion to the intake of high-quality protein, diversify food as
much as possible, and ensure a daily intake of 1500m1 of
drinking water. Sleep is in accordance with the school’s
schedule. Go to bed at 22 : 00 in the evening, wake up at
5 : 30 in the morning, and take a lunch break at noon to
ensure enough sleep.

4.5.4. Matters Needing Attention. Ensuring the intensity and
time of each exercise.

If there are no special circumstances, work and rest on
time.

Parents’ work cooperation is also essential, because
children have no self-control, so parents need to help their
children arrange reasonable time for physical exercise and
develop good work and rest.

5. Conclusion

Physical fitness is an important foundation for students’
education and life. Without a healthy body, everything is
impossible to talk about. Young students need not only
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Figure 11: The five highest boys and girls in class 3 and class 6 are bent forward.

Table 4: Physical education curriculum intervention program.

Category Intervention content
Speed 30 meters 60 meters 100 meters

Strength Raise your legs in place 10 seconds 15m acceleration run 20m forward run

Endurance 10m lunge Speed running 20m trolley

Flexible Kick Yoga Stretch
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culture but also health knowledge. The continuous decline of
students’ physical fitness has become an inevitable topic.
However, many students in physical health quality monitor-
ing are not aware of their physical health, and it is difficult
for schools to fully understand. Therefore, the student phys-
ical fitness test is a way for students and schools to better
understand the physical condition of students and then pro-
mote the development of a physical education curriculum. It
is an inevitable technology to apply scientific and accurate
wireless sensors to physical health detection. Students are
the pillars of the country and the body of the country.
Students’ education and life must be put first in order to
maintain the country’s strength forever, and sunshine always
blooms.
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The whole process management of construction project is to carry out all-round supervision and management of the whole stage
of construction project implementation, which can realize the effective allocation of construction project (CP) funds and improve
the construction quality at the same time. On this basis, this article analyzes the impact of the whole-process management (WPM)
model on the employment ability (EA) of college students (CS), uses computer-aided technology to calculate the information of
graduates in a construction company, and analyzes according to the work situation of the graduates in the enterprise and the
evaluation of the EA of the graduates by the enterprise cultivation path of university students’ EA. The experimental results of
this paper show that the evaluation of the four structural elements of EA of CS by construction companies is higher than that
of college students’ self-evaluation, indicating that there is a difference between the EA of students and the needs of enterprise
EA, which can be used as an entry point to train students EA.

1. Introduction

The employment problem of college students is a topic of
social concern, and the demand of construction enterprises
for the employability of college students is also increasing.
In this context, how to make the employability of college
students match the needs of construction enterprises and
find a path to optimize the employability of college students
from the actual talent requirements of enterprises are the
focus of this paper.

Numerous students have conducted in-depth discus-
sions on the study of the employment ability training path
of CS based on the WPM mode of construction engineering
based on computer-assisted technology. For example, a
scholar believes that WPM can supervise construction pro-
jects, and letting CS learn this management model in
advance will greatly help them to engage in construction
industry-related work after graduation [1]. A scholar
believes that EA is a kind of ability to make progress and

feedback and respond to the society. The concept of compre-
hensive EA is to expand on the main definition and does not
include the ability to successfully engage in a certain job in
the personality of the worker. Personal characteristics such
as character and external environmental factors in addition
to personal aspects are also included in the definition of
EA [2]. There are also domestic scholars based on the per-
spective of ability structure composition, summarizing the
EA of college students as a unified concept of all-round per-
sonal qualities of CS. In the field of psychology research, the
EA of CS has a larger scope of research, and it is the key abil-
ity behavior to obtain a career and achieve success [3].
Although the research results on the EA improvement path
under the WPM mode of CE are good, the improvement
of the EA of CS still requires the joint efforts of society,
schools, families, and individuals to create a good employ-
ment environment for students.

This article describes the WPM theory of CP and lists
the WPM methods. It analyzes the differences between the
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employability of students under the WPM mode and the
employability required by the enterprise according to the
structural elements of the employability of CS and proposes
improvements based on the current situation of the differ-
ence (advice on the employability of CS).

2. The Whole Process Management of
Construction Project and the Analysis of the
Employability of College Students

2.1. The WPM Theory of Construction Project. The develop-
ment direction of the WPM of construction engineering
should be the following: comply with the requirements of
the innovative, open harmonious development concept, in
line with the principle of lowest cost and highest efficiency,
maintain the general structure of the existing information
management system, and improve the functions, develop
and add new functions, expand the scope of information
management, expand the ways and channels for managers
to obtain information, and ensure the timely and rapid
transmission of information; realize the completeness and
traceability of information in the whole process of CE, and
improve work efficiency [4, 5].

2.2. The WPM Method of Construction Project

2.2.1. Reasonably Formulate Cost Plans and Refine Project
Cost Estimates. The accuracy of the estimated investment
value in the project decision-making stage is a key indicator
of whether the project can be successfully completed. It is
also a key link in the approval of the competent authority
and is of great significance to all project plans. Once the rea-
sonable cost allocation of the project is completed, the pro-
ject design and project implementation can be completed
perfectly. Usually, only approved costing is the maximum
amount of the project. Every link in the future shall not
exceed this limit. Therefore, this means that the cost estima-
tion must be detailed and accurate; otherwise, it will defi-
nitely affect the evaluation of investment decision
management and future construction plans [6, 7].

2.2.2. Formulate Construction Organization Design
Scientifically and Reasonably. In the preparatory work of
the project, appropriate multidepartmental and multistage
methods should be adopted to calculate as many relevant
construction details as possible, strictly control the work
quality of the construction personnel, and decentralize the
work concept. Practice the work attitude of honesty, dedica-
tion, and integrity, based on the quality assurance require-
ments of shortening the construction period and
improving economic benefits [8].

2.2.3. Improve Project Information. Prior to reviewing the
plan, relevant personnel should provide all relevant informa-
tion. Under normal circumstances, the estimated cost of the
project is increased or decreased based on the design budget
of the preliminary construction. However, a key part of the
construction process will be handed over to the finance
department for immediate follow-up. The project budget
manager does not know this information, so it is easy to

make mistakes in the project. Therefore, the project person-
nel should conduct a detailed cost review after the project is
completed to complete the project evaluation [9].

2.2.4. Establish an Accounting System throughout the Entire
Process of the Project. In the project management link, we
must ensure the integrity of the accounting system of the
real estate company, in order to ensure the implementation
of project cost control tasks and then project cost manage-
ment throughout all aspects of construction projects. The
real estate company must create a project accounting system
through the company management system, calculate the
specific cost of the construction project on a monthly basis,
and compare it with the target price to obtain an intuitive
project cost control status. You can check the delivery date
with the quality control department in the last month. Take
the target cost of the construction project as the standard,
and fill in any actual cost report at the completion of the
project. In addition, statistical surveys should be completed
on the basis of the fair value of each cost of each project
and should be formulated regularly. Finally, through the
project cost completion table, the cost-benefit analysis of
each project is carried out, and the project accounting engi-
neering system is improved.

2.3. The Structural Elements of the Employability of CS

2.3.1. Elements of Professional Competence. The require-
ments for CS are not limited to academic qualifications or
literary works; they must also have professional knowledge
and skills that are compatible with their academic qualifica-
tions or literary works. In the era of knowledge economy, the
EA of college students is crucial to the success or failure of
college job hunting. Economic globalization, industrial mod-
ernization, and knowledge-based economic reforms enable
students to excel in meeting the needs of today’s society.
Simple measurable indicators alone cannot fully reveal the
concept of work ability [10, 11]. The above definition
ignores the acquisition of skills, knowledge, and learning
ability in the process of university teaching. The professional
knowledge and skills acquired by the university are not only
a requirement for students, because employees can choose
jobs that do not match their vocational skills by reducing
their career pursuits or other reasons. Therefore, the
research on the work ability of CS is not limited to the ability
to find a job but also focuses on the comprehensive ability of
students to keep their jobs and achieve professional suc-
cess [12].

2.3.2. Common Skill Elements. General skills generally refer
to the basic abilities that CS must have when they enter
the society, as opposed to professional skills, which every
CS must possess. The basic definition of general skills needs
to match the basic needs of the company and society, so the
definition of general skills needs to start from the true reflec-
tion of the company. According to the literature, many
scholars define some basic skills required by enterprises as
general skills. In their understanding of foreign enterprises,
they most hope that university graduates have the following
eight abilities: personal control ability, initiative ability,
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adventurous spirit, teamwork collaboration ability, the abil-
ity to capture business opportunities, the ability to process
and apply data, the ability to use information equipment,
and the ability to identify and eliminate difficulties [13].
These eight abilities come from the real needs of the com-
pany and are the development capabilities most needed by
the company.

2.3.3. Personal Quality Factors. Personal quality embodies
the inner quality of the individual and is the true manifesta-
tion of the personal spiritual world. It is cultivated through
the acquired environment, similar to the concept of emo-
tional intelligence. Emotional intelligence research has just
emerged in recent years. It is about how individuals deal
with their own emotions, their attitude toward others, their
ability to regulate emotions, and the performance of their
inner world. EQ can also be cultivated in campus culture
and family culture [14]. Research shows that those who
can get the ideal job are those who are proactive and opti-
mistic graduates. There are also surveys that show that peo-
ple who are more confident and optimistic are more likely to
have better advantages and prospects in job search and
work. Employers with stronger internal drive also have a
stronger sense of self-efficacy, which can make it easier to
obtain a career and quickly adapt to changes in the work-
place. On the contrary, those who are emotional, pessimistic,
and lazy cannot achieve their own development or even get a
satisfactory job [15, 16].

2.3.4. Elements of Career Planning Ability. Career planning
capabilities include the ability to design and manage their
own development, which has a great degree of guiding sig-
nificance for being able to distinguish employment situa-
tions, identify job opportunities, and stimulate work
motivation, and can help employees achieve high perfor-
mance and complete work beyond. Career planning begins
in colleges and universities and is continuously improved
and practiced in life development. It is a guarantee factor
for college graduates’ success in job hunting and career suc-
cess and an important branch of college students’ EA [17].

Figure 1 shows the employment-related EA of college
students to be analyzed in this article. Under the four struc-
tural elements, a total of 11 EA is included.

2.4. Reliability and Validity Test. Reliability test is to verify
the consistency of expert scores, and this coefficient cannot
be lower than 0.6. If the consistency coefficient is low, you
should consult the experts. The content validity of the I-
CVI evaluation scale is usually used, which reflects the
degree of consistency between the evaluators.

Pc =
n!

A! n − Að Þ!
� �

× 0:5n, ð1Þ

K∗ = I − CVI − Pc

1 − Pc
: ð2Þ

Among them, Pc is the random consistency probability,
A is the number of scoring experts, n is the total number

of expert consultations, and K∗ is the revised random
consistency.

3. Experimental Research

3.1. Research Purpose. The main purpose of this article is to
analyze the evaluation of graduates’ EA by the construction
company when a large-scale construction company imple-
ments the WPM mode of CE, so as to provide a reference
for what kind of EA the college students need to master.

3.2. Research Content. School-enterprise cooperation is not
only conducive to the export of talents from schools to the
society, but also to the introduction of talents from enter-
prises, which is a win-win situation. The data in this article
comes from the information of students from a construction
company cooperating with a university, and these students
are currently employed in the construction company.
Through the drafting of survey items, graduates can make
corresponding item selections, survey of the working years
of graduated students in the enterprise, the evaluation of
the employment guidance courses carried out by the school,
the financial support of the school for employment projects,
and the level of students and construction The enterprise
level analyzes the structural elements of the EA of CS and
proposes countermeasures and suggestions to improve the
EA of CS.

4. Analysis of Cultivation of
Undergraduates’ Employability

4.1. Basic Situation of Construction Graduates. Figure 2
shows the number of graduates recruited by the construction
company in the construction major of colleges and universi-
ties. There are 92 men and 34 women who have worked in
the company for less than one year, accounting for 51.01%
of the graduates recruited. There are 44 men and 17 women
who have worked for 2-3 years, accounting for 24.70% of the
total. The number of people who have worked for 3-5 years
accounts for 15.79% of the total graduates, including 28 men
and 11 women who have worked for 5 years. Among the
above graduates, 15 are males and 6 are females, accounting
for 8.50% of the total.

4.2. Analysis of the Development of School
Employment Projects

4.2.1. The Overall Evaluation of Graduates on the
Employment Guidance Courses (EGC) Carried Out by the
School. Table 1 shows the results of graduates’ evaluation
of the school’s EGC. From the data in the table, it can be
seen that the number of people who have general evaluation
of EGC is the largest, accounting for 32.79%, and the num-
ber of people who have good or better evaluations is
46.56%, which is less than half.

4.2.2. Analysis of the School’s Investment in Employment
Support. Figure 3 shows the school’s funding support for
employment-related projects from 2016 to 2020. It can be
seen from the figure that the capital investment in the
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Figure 1: The structural elements and subitems of the employability of college students.
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Figure 2: Distribution of the ratio of male to female graduates.

Table 1: Evaluation results of career guidance courses.

Good Better Generally Poor Difference Total

Number of people 53 62 81 24 27 247

Percentage 21.46% 25.10% 32.79% 9.72% 10.93% 100%
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Figure 3: School employment support investment in recent years (ten thousand yuan).
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entrepreneurship and employment project competition has
increased year by year. Although the investment in entrepre-
neurship subsidies and grassroots employment subsidies
have also shown an overall upward trend, the growth in cap-
ital investment has been unstable. To enhance the employ-
ability of CS, the school must still attach importance to the
financial support of employment projects.

4.3. Reliability and Validity Analysis of Dimensions
Related to Employability

4.3.1. Reliability Analysis. Reliability is to test the consistency
of data, and reliability testing is an indispensable link. In
general research, reliability is expressed by correlation coef-
ficient. The reliability test of this article is based on the four
levels of college students’ recognition A, construction com-
pany recognition B, college students’ self-evaluation score
C, and construction company evaluation score D. The corre-
sponding reliability coefficients are shown in Table 2 and
Figure 4. The minimum standard of the reliability coefficient
is 0.6. The higher the coefficient, the better the data consis-
tency. It can be seen from the data in the table that the coef-
ficient values of the various employability components of the
four levels are all greater than 0.7, indicating that the data in
this survey is highly reliable.

5. Validity Analysis

Content validity is used to measure whether the listed ques-
tions can truly reflect the research content of the measure-
ment. It is also called face validity or logical validity. The
survey items in this study are all direct measurements. Other
data that can be used as calibration standards cannot be
found within a certain period of time, and it is difficult to
conduct empirical validity analysis. Therefore, the analysis
is selected from the perspective of construction validity and
content validity. In order to satisfy the content validity of
the survey items, based on the relevant research of employ-
ability structure theory, combined with the opinions given
by relevant experts and teachers, this article continuously
improves and improves the survey items, so as to make sure
that the research data used in the article have considerable
content validity.

5.1. Comparison of Differences in the Degree of Attention
Paid to Employability of College Students. According to the
basic principles of economics, the allocation of labor in the
job market follows the principle of maximum utility. Enter-
prise recruitment is also inseparable from the goal of maxi-
mizing utility and striving to control the cost of human
resources. The establishment of a selection and employment
mechanism for enterprises based on their own characteris-
tics and industry norms is an autonomous behavior that
conforms to market economy guidelines. According to the
current labor supply market, the employment requirements
of enterprises are constantly increasing, but the reform of
the training mode of students in colleges and universities is
relatively lagging, resulting in significant differences between
the EA of college students and the actual needs of enterprises
in the following aspects. In the above, we extracted 4 impact

factors as the structural elements of the EA of college stu-
dents that can be explained. According to the four levels of
A, B, C, and D above, the difference between the EA of col-
lege students and the social needs is judged, and then, the EA
improvement path is proposed based on the difference. This
paper uses the average value of various EA components at
each level to express the score of this EA component, as
shown in Table 3.

5.1.1. Comparison of Differences in Professional Competence.
As the basic ability for college students to enter the work-
place, professional ability is regarded as a very important
EA by CS and construction companies. The professional
competence in this article is defined as professional knowl-
edge and professional skills. The data collected through the
questionnaire survey shows that both college graduates and
construction company executives recruited supervisors to
regard professional knowledge and professional skills as
the main components of college students’ EA, with scores
of 4.87 and 4.89 points, respectively. This shows that the
training of professional ability cannot be ignored. However,
the judgment of college students and construction compa-
nies on whether they have the ability and their importance
cannot match. The average score of the self-evaluation of
the professional ability of college students is 4.21 points,
but the evaluation of the professional ability of college stu-
dents by construction enterprises is only 3.74 points, which
shows that the professional ability of college graduates has
not reached the basic requirements of enterprises.

5.1.2. Comparison of Differences in General Skills. General
skills are a necessary skill for college students to choose
and acquire careers and achieve success in the workplace.
The general skills defined in this article include communica-
tion skills, teamwork and management skills, innovation and
entrepreneurship skills, and learning skills. In the survey of
this skill, communication skills and teamwork and manage-
ment skills were recognized by construction companies, with
high scores of 4.33 and 4.19 points, respectively. The other
two skills scores were generally low, and the innovation
and entrepreneurship ability was only 2.66 points. Learning
ability gets 3.56 points. In addition, the general skills pos-
sessed by college students themselves cannot basically meet
the general skills required by society. The self-evaluation
scores of the college students’ communication skills and
teamwork and management skills reached 4.51 and 4.35,
and the self-evaluation scores of the other two abilities were
also above 4 points. Construction companies’ test scores for
their employees are lower than those of college students, and

Table 2: Reliability coefficient table of four levels.

Test dimension A B C D

Professional competence 0.924 0.917 0.868 0.872

General ability 0.905 0.913 0.876 0.854

Career planning ability 0.776 0.824 0.791 0.783

Test dimension 0.760 0.752 0.788 0.733
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they believe that the general skills of their employees need to
be strengthened.

5.1.3. Comparison of Differences in Personal Qualities. Per-
sonal quality is a manifestation of the basic qualities of col-
lege students themselves and is a necessary guarantee for
college students to obtain professional recognition and
obtain professional promotion and development. The per-
sonal qualities defined in this article include the ability to
withstand stress, enterprising spirit, and a sense of responsi-
bility. College students and construction companies have
expressed full recognition of these three skills, and their
scores have reached 4.3 points or more. In the evaluation
of college students themselves, the scores of the three abili-
ties were 3.62 points, 4.14 points, and 3.86 points, respec-
tively, which were in the middle level. However, in the
evaluation of employees by construction companies, the
scores of the three abilities were 2.13 points, 3.54 points,
and 3.17 points are all around three points, especially the
stress resistance is less than 3 points, which shows that col-
lege students have not really adapted to the graduation life
and cannot handle the work pressure well. In addition, the
score of responsibility in the evaluation of college students

by construction companies is only 3.17 points, which is basi-
cally similar to the 3.46 points of their own evaluation, gen-
erally low, and quite different from the degree of recognition.

5.1.4. Comparison of Differences in Career Planning Ability.
Career planning ability is a developmental ability for college
students to achieve success, which promotes college stu-
dents’ career recognition. The career planning ability of this
article includes the basic skills of obtaining occupations, self-
career selection, and career development ability. There is a
big difference in recognition of this ability. College students
value this ability because of their own development consid-
erations. Relatively speaking, enterprises do not pay much
attention to the employability of career planning ability. This
is also due to the requirements of the market economy and
the needs of construction companies. The company hopes
to recruit employees who do their best for the company.
Their career planning should follow the company’s develop-
ment path, so construction companies do not value career
planning ability.

5.2. Employability Training and Improvement Path

5.2.1. Establish a Support System for College Students’
Employability Development. The government has advantages
in management, planning, economy, policy, and finance.
These advantages can provide an effective platform for
ensuring the employment of students and contribute to the
overall development of schools and enterprises. In the pro-
cess of cultivating the EA of college students, government
actions play a programmatic role. Government policies are
the political basis for employment, and government policies
must adapt to the social employment situation and eliminate
obstacles to student employment. The government uses pol-
icies to guide college students to choose employment posi-
tions reasonably, increase the tolerance for student talents,
and jointly implement the student skill development mecha-
nism to provide an effective support platform for the
improvement of college students’ employability and employ-
ment status.
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Figure 4: Distribution of reliability coefficients.

Table 3: Average value of employability components.

A B C D

Professional knowledge 4.36 4.87 4.21 3.74

Professional skills 4.75 4.89 3.62 2.78

Communication skills 4.23 4.33 4.51 3.76

Teamwork and management ability 4.41 4.19 4.35 3.52

Innovation and entrepreneurship 3.47 2.66 4.18 2.94

Learning ability 3.85 3.56 4.24 3.59

Compressive ability 4.06 4.37 3.62 2.13

Enterprising 4.29 4.61 4.14 3.54

Sense of responsibility 4.23 4.78 3.46 3.17

Career-related abilities 3.45 2.68 4.37 2.98

Self-career selection and development 3.64 2.90 3.75 3.31
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5.2.2. School-Enterprise Docking to Carry Out Corresponding
Reforms. In reality, some companies do not pay enough
attention to school-enterprise cooperation. In the school-
enterprise cooperation, they are eager to believe that the
cooperation investment is large, the risk is high, the return
period is long, and the cooperation with the school is easy
to suffer. Some corporate human resource executives believe
that the coeducation cycle is long and may not be able to
retain people, so they are unwilling to participate in the
training of students. They often recruit talents directly, and
it is difficult to participate in vocational education. To
achieve real cooperation in the teaching industry and the
docking of schools and enterprises, it is necessary to clarify
the real needs of both the school and the enterprise and
establish a school-enterprise integration mechanism. Enter-
prises should participate in the professional setting of col-
leges and universities and guide colleges and universities to
establish “teaching factories” that integrate theoretical teach-
ing and practice.

5.2.3. Strengthen the Cultivation of College Students’
Innovative and Entrepreneurial Ability. Colleges and univer-
sities should create a public platform for students’ innova-
tion and entrepreneurship internships, add innovation
workshops, provide material guarantees for their innovation
internships, and provide space for students’ innovation and
entrepreneurship training through cooperation with related
enterprises. Colleges and universities should create an envi-
ronment for student entrepreneurship development, encour-
age technological innovation, stimulate students’ willingness
to innovate, actively connect with venture capital institu-
tions, and financially support college student innovation
projects.

5.2.4. Improve Interpersonal Skills. After students complete
the academic internship, they should complete the transition
from student to social worker. They also need to regulate the
different interpersonal relationships between partners, supe-
riors, subordinates, and different age groups. But after all,
most of the time when students study in school, they have
relatively narrow social contact and lack of knowledge and
experience, have not yet formed a systematic outlook on
the world and life, and have weak cognitive abilities. For stu-
dents who have just stepped into society, dealing with such
complicated interpersonal relationships is often not handled
well, which often leads to interpersonal tension, anxiety, and
personal or even serious mental illness. It affects their happi-
ness at work and life to varying degrees. Therefore, it is nec-
essary for schools to organize appropriate courses for
students and provide communication education to simulate
social communication scenarios to analyze interpersonal
relationships. Let students learn to improve interpersonal
sensitivity, build self-confidence, and master interpersonal
communication skills.

6. Conclusion

The employment of CS has attracted attention from all walks
of life, and how to improve their EA has become a topic of

concern to schools and society. Based on the WPM of con-
struction engineering, from the comparative analysis of the
difference in the degree of attention of college students in
construction enterprises, it can be seen that students’ evalu-
ation of their own professional skills, communication skills,
innovation and entrepreneurship capabilities, and other
related employability evaluations is about 0.5-1 higher than
that of enterprises. This makes a certain gap between the
EA that students consider themselves and that required by
the enterprise, so that the EA of students does not match
the actual talent demand of the enterprise. Therefore, the
EA of college students can be improved by opening innova-
tion and entrepreneurship training courses and enhancing
students’ interpersonal skills.
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In recent years, with the popularization of higher education, quality problems have become increasingly prominent, and
government documents often propose that the main task of education reform and development is to improve the quality of
higher education. As a result, teaching evaluations have appeared one after another. Although various evaluation activities are
carried out dynamically, expert evaluation has proven to be one of the most effective methods to ensure professional quality.
This will help improve the quality of human resource development, promote regional economic development, improve the
quality assurance system of higher education, and promote the formation of professional skills development mechanisms. This
article studies the teaching evaluation index system and intelligent evaluation methods of vocational undergraduate pilot
colleges, understands the relevant knowledge of the teaching evaluation index system on the basis of literature data, and then,
constructs the teaching evaluation system of vocational undergraduate pilot colleges. The constructed system is tested, and the
test results show that the error of the results of teacher self-evaluation and student evaluation is controlled within the two,
which also verifies that the construction of the teaching ability evaluation index system this time is reasonable and scientific.

1. Introduction

The focus of our country’s professional undergraduate pilot
colleges has shifted from accelerating the construction of
colleges and universities to strengthening the construction
of colors [1, 2]. The professional assessment of the voca-
tional undergraduate pilot college mainly assesses all aspects
related to the profession. In addition, the existing profes-
sional undergraduate pilot colleges are mostly assessed at
the macrolevel, including talent training, and lack mature
microlevel assessments [3, 4]. Therefore, professional under-
graduate pilot institutions should carry out microlevel
assessments, focusing on the development model from
quantity to quality. The reasons are as follows: first of all,
the professional undergraduate pilot college is the most basic
education unit and classifies students accordingly. Educa-
tional activities are carried out according to the field of spe-
cialization. Secondly, the evaluation always puts the
improvement and improvement of the quality of education

in the first place, and according to the special needs of the
society, the goal is to train experts in the field of specializa-
tion [5, 6]. Therefore, professional evaluation of vocational
undergraduate pilot colleges can not only improve the qual-
ity of vocational undergraduate pilot colleges and shape the
characteristics of vocational undergraduate pilot colleges
but also promote the professional evaluation system of voca-
tional undergraduate pilot colleges to a certain extent [7, 8].

In order to study education evaluation, some researchers
have studied the existing professional index system of
undergraduates and colleges, practical education, student
employment, etc. [9]. Some researchers pointed out that an
effective education evaluation and quality control mecha-
nism is one of the key tools to ensure the quality of modern
university education. Using scientific methods, adapting and
promoting the characteristics of new undergraduate colleges
and universities, establishing a scientific and fair education
evaluation system, and evaluating education levels are effec-
tive means of guidance and supervision. Strengthen
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educational activities, pay attention to the construction of
“mechanical quality,” promote construction with evaluation,
promote reform, promote management, and combine evalu-
ation with construction [10]. Some scholars believe that the
use of the same as traditional undergraduate colleges and
recent higher education institutions The evaluation model
of the evaluation system and methods cannot reflect the
characteristics of the newly recruited faculty. New faculty
and staff have distinctive characteristics in running schools.
This is inevitable. It has led to the unification of the school
model and the development direction of all universities. It
is not only not suitable for the society of higher education
development needs and has an adverse impact on the overall
development of higher education, it is impossible to under-
stand and guide the development of new departments
through evaluation [11]. In summary, there are many
research results on teaching evaluation, but in its evaluation
system, the construction needs to be studied in depth.

This article studies the teaching evaluation system and
intelligent evaluation methods of vocational undergraduate
pilot colleges, analyzes the teaching evaluation and teaching
evaluation system construction principles on the basis of lit-
erature data, and then, constructs the teaching evaluation
system of vocational colleges, tests the constructed system,
and draws relevant conclusions through the test results.

2. Research on Teaching Evaluation
Index System

2.1. Overview of Teaching Evaluation. The doctrine evalua-
tion in the narrow sense is mainly the evaluation of teacher’s
specific teaching tasks, and the doctrine evaluation is mainly
the development of teacher’s internal teaching activities, and
it also depends on the content, methods, and other methods
of teacher’s teaching, including all the requirements of
teacher’s teaching [12], related to the activities of the school
teaching system, courses, teaching plans, teaching condi-
tions, etc. Therefore, the assessment is mainly based on the
teaching system, and its scope continues to expand in the
entire student education system and then extends to a
broader national teaching system and various fields related
to teaching. Teaching assessment is perfected and developed
through the continuous development of its importance.

The degrees to which education meets social, political,
economic, technological, and cultural needs are called polit-
ical value, economic value, technical value, and cultural
value, respectively. Therefore, research on teaching evalua-
tion has practical significance. The sum of these values is
the social value of educational activities. Therefore, the social
value of the teaching profession is the degree to which it
meets social needs, and the evaluation of the teaching pro-
fession is to judge the degree to which the teacher profession
meets social needs. Facts have proved that the essential fea-
ture of the evaluation of doctrinal works is the value crisis,
that is, the problem faced by the evaluation object: to what
extent does the educational activity meet the needs of the
body? So, the evaluation objects here are the organizers
and managers of the evaluation. Today, in our country, the
main organizers of higher education are governments and

education management departments at all levels represent-
ing the country and the country, so the object of teaching
evaluation is the higher education institution being evalu-
ated. Therefore, in the evaluation work, the evaluation
model depends on the concept of value and the value model
being evaluated. It cannot be simply said that the evaluation
model is objective. In fact, the evaluation model has the
duality of subjectivity and objectivity.

2.2. Principles for the Formulation of the Evaluation
Index System

2.2.1. Science. Education is a systematic project with a wide
range of content, including education and educational goals,
educational content, teaching methods, and educational
tools. Each element contains many elements. Therefore,
there are many elements that need to scientifically determine
the educational evaluation indicators. The definition of edu-
cational evaluation indicators should correctly reflect the
ideas and concepts that guide educational activities, follow
the basic laws of school human resource development,
reflect the basic characteristics of the evaluation objectives
as a model, and reflect the educational process. Therefore,
the main aspects of evaluation need to be emphasized, but
other aspects cannot be ignored. The education evaluation
index system is the main content of the education evaluation
work, which affects the evaluation results, and then affects
the correct evaluation of schools, and its scientific nature
must be ensured.

2.2.2. Convenience. All indicators strive to be measurable,
comparable, convenient, and easy to apply. Through the
review of the evaluation data, accurate information can be
provided, targeted improvements can be made, and effective
diagnosis of departmental education can be achieved. There
are qualitative and quantitative methods for describing the
importance of evaluation factors and scoring standards,
and a combination of qualitative and quantitative methods
is adopted according to the characteristics of evaluation fac-
tors. The qualitative explanation is as clear as possible so that
experts can be trusted. Quantitatively expressing a high aca-
demic level and rich educational management experience
can easily and accurately determine the degree of conformity
between the actual state of the department-level education
work and the required goals. For quantifiable factors, try to
pass statistical analysis of some basic data to objectively
reflect the basic state of educational activities. At the same
time, remember that the indicators should be relatively intel-
ligent, and the levels should not be too detailed, but not too
general. The recognition is poor, which will affect the evalu-
ation results. The indicator system needs to promote the
self-monitoring and self-evaluation of the evaluated univer-
sity to promote the development of evaluation projects.

2.2.3. Direction. The performance evaluation system will
undoubtedly play the role of baton in university education
activities. Therefore, the indicator system aims to play an
objective leading role in college education and teaching, edu-
cation reform, university construction, etc., highlight the
characteristics of university application-oriented talent
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training as much as possible, highlight the importance of the
actual connection between colleges and universities, and
attach importance to education the quality requirements of
the team’s “dual-teacher type” pay attention to the applica-
bility and relevance of educational content. At the same
time, the evaluation system should also guide departments
and universities to properly handle the relationship between
scale, quality, structure, and efficiency, handle the relation-
ship between teaching and research, and promote innova-
tion and create characteristics.

2.2.4. Unity. The task of educational evaluation of colleges
and universities is, on the one hand, to evaluate, recognize,
and summarize the work and achievements of colleges and
universities. At the same time, guide and supervise the
completed work. In the education field, whether it is
designing a rating system or implementing a rating pro-
cess, there is always a contradiction between the status
quo and the growth trend. Unrealistic emphasis on the
predictive index of the growth trend will definitely give
people a feeling of impossibility and affect their confidence
in university education. Based solely on the status quo, the
index system has no incentive effect and is not conducive
to improving education programs. Therefore, the model of
the index system should not only be derived from the
actual education system of the university but should also
be able to adhere to higher standards, instill the spirit of
reform, conform to the development direction, and link
up with the curriculum, so that the standards established
by the evaluation can be better integrated and the status
quo keep consistent with the contradiction between devel-
opment trends.

2.2.5. Flexibility. Although university education has similar-
ities, different universities also have differences in specific
training goals, disciplines and courses, and actual educa-
tional challenges. It is impossible to design an index system
for the specific educational goals of each college, each type
of discipline and curriculum, and the practical education of
each university. It must be divided very carefully. Therefore,
when designing the index system in this article, we need to
consider as many common elements as possible so that the
index covers the educational work of different colleges and
universities. In the actual evaluation, if the educational activ-
ity data of individual universities is missing, the missing data
can be processed.

The formulation of the teaching evaluation index system
of vocational undergraduate pilot colleges must follow the
above principles in order to play its role.

3. Construction of Teaching Evaluation Index
System for Vocational Undergraduate
Pilot Colleges

3.1. Construction of Specific Indicators. On the basis of sum-
marizing the experience and lessons of the construction of
the education indicator system, this article will first add a
self-evaluation item in the construction of the teacher edu-
cation indicator system to facilitate the practical guidance

and development of evaluation. Based on the glacier struc-
ture theory, the personal qualities and characteristics of
teachers are more decisive for their educational behavior,
so the measurement system adds a measurement to this
part; third, enrich the evaluation questions, enrich the
classroom teaching, and emphasize the importance of
teacher self-evaluation; fourth, self-selected index adjust-
ment, distinguishing teacher leadership evaluation, and
constructing an evaluation index system according to the
principles of index system construction described in the
previous section.

3.2. Determining the Hierarchical Structure of the Evaluation
Indicators for the Educational Ability of the Faculty and Staff
in Colleges. Combining the iceberg theory and the research
topics of this article, one of the most obvious indicators of
teachers’ basic skills and scientific research innovation
ability is the apparent quality of the upper part of the ice-
berg and the basic quality of the bottom of the iceberg
personality to represent. Then, the first-level indicators
are subdivided into second, third, or more subdivisions
to comprehensively and scientifically reflect the compre-
hensive quality of teachers’ educational ability. The index
is shown in Table 1.

3.3. The Teaching Ability Index System of College Teachers.
The design of a complete educational quality evaluation sys-
tem for colleges and universities is based on the evaluation of
the educational quality characteristics of all teachers, using
thorough methods, questionnaire surveys, and other
methods as indicators of key characteristics. Correspond-
ingly, a model of the educational quality evaluation system
as shown in Figure 1 was designed.

3.4. Hierarchical Analysis Process Based on Data Mining.
Level division is a method of separating levels from top
to bottom. It is often said that this is a method of sum-
ming first and then dividing. The principle of this method
is simple. In other words, all data objects are placed in a
cluster and gradually divided into smaller clusters (just like
an image of an inverted tree, first with roots, then
branches, and leaves). Even if the split is completed, the
smallest cluster can perform certain functions relatively
easily. For example, in the education quality evaluation
system, the layered model constructed is a measurement
system. The highest level of the rating system is separated
at step 0. After separating these two steps, a hierarchical
model with a two-level index structure is generated, as
shown in Figure 2.

3.5. Construction of the Judgment Matrix. The figure clearly
shows the subordination of the good and bad factors to the
hierarchical structure model. If the target level of the
upper-level factor is set to U and the reference level of the
lower-level factor is set to U1,U2,⋯,U3, then the corre-
sponding weight W1,W2,⋯,Wn can be set according to
the degree of dependence of each lower-level factor on the
upper-level factor. If the dependence of each subordinate
factor on the superior factor can be quantified in the design,
the weight of each subordinate factor can be quickly
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determined, but it is difficult to judge the qualitative and
subjective subordinate factors in decision-making. Once
each weight is directly determined, the lower-level proxy
weight can only be obtained through other calculation

methods. The main purpose here is to compare all the fac-
tors involved, that is, to compare the influence ratio of the
two lower-level factors Ui and Uj to the target factor U ,
and the result is recorded as Uij. Combine all comparison

Table 1: The hierarchical structure of the evaluation index of the educational ability of university staff.

Iceberg
capacity layer

Content First level indicator

Skill
Such as: expression ability, organizational ability, decision-making

ability, and learning ability
Basic teaching skills/teaching research ability

Knowledge
Such as: management knowledge, financial knowledge, and other

professional knowledge

Role
positioning

Such as: managers, experts, and teachers

Basic teaching literacy/teacher’s personal career
planning and summary

Values Such as: spirit of cooperation and dedication

Self-awareness Such as: self-confidence and optimism

Quality Such as: honesty, honesty, and sense of responsibility;

Motivation
Such as: achievement needs and interpersonal communication

needs

Teaching quality evaluation
system

Teaching objective u1

Teaching content u2

Teaching method u3

Teaching attitude u4

Teaching effect u5

Business level u6

Meet the curriculum standards (u11)

Including knowledge, ability and emotional
indicators (u12)

Meet the actual situation of students (u13)

Operable (u14)

Systematic, scientific, advanced (u21)

The teaching time is heavy, difficult points are
prominent, and handled properly (u22)

Rich in information and knowledge (u23)

Integration of theory with practice (u24)

Reasonable content arrangement (u25)

Clear language expression, combination of
blackboard writing and multimedia teaching (u31)

Thinking expansion (u32)

Organize teaching (u33)

Homework assignment and correction (u34)

Counseling and Q&A (u35)

Enthusiasm for teaching work (u41)

Observe teaching discipline (u42)

Rigorous scholarship and strict teaching (u43)

Quality and ability development (u51)

Student's interest in learning (u52)

Student academic performance (u53)

Knowledgeable, with strong self-learning ability
(u61)

Ability to independently innovate teaching
methods (u62)

Apply for multiple scientific research projects
(u63)

Figure 1: Educational quality evaluation system model.
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u

u22u21

u2 unu1

u11 u12 un1 un2 ......

......

............

Figure 2: Hierarchical analysis process based on data mining.

Table 2: Scale table of judgment matrix.

Scale U Definition

1 i and j have the same effect

3 i is slightly stronger than j

5 i is stronger than j

7 The effect of i is significantly stronger than j

9 The effect of i is definitely stronger than j

2, 4, 6, 8 i and j are in the middle value between two adjacent judgments

Teaching quality evaluation
system

Teaching objective (u1)
0.3

Teaching content (u2)
0.2

Teaching method (u3)
0.2

Teaching attitude (u4)
0.1

Teaching effect (u5)
0.1

Business level (u6) 0.1

Meet the curriculum standards (u11) 0.15

Including knowledge, ability and emotional
indicators (u12) 0.09

Meet the actual situation of students (u13) 0.05

Operable (u14) 0.05

Systematic, scientific, advanced (u21) 0.08

The teaching time is heavy, difficult points are
prominent, and handled properly (u22) 0.05

Rich in information and knowledge (u23) 0.04

Integration of theory with practice (u24) 0.06

Reasonable content arrangement (u25) 0.03

Clear language expression, combination of
blackboard writing and multimedia (u31) 0.09

Thinking expansion (u32) 0.03

Organize teaching (u33) 0.06

Homework assignment and correction (u34) 0.04

Counseling and Q&A (u35) 0.03

Enthusiasm for teaching work (u41) 0.06

Observe teaching discipline (u42) 0.03

Rigorous scholarship and strict teaching (u43) 0.03

Quality and ability development (u51) 0.06

Student's interest in learning (u52) 0.04

Student academic performance (u53) 0.02

Knowledgeable, with strong self-learning ability
(u61) 0.06

Ability to independently innovate teaching
methods (u62) 0.04

Apply for multiple scientific research projects
(u63) 0.02

Figure 3: The hierarchical structure of college education quality evaluation system.
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results to get a matrix. The expression is as follows.

U = Uij

À Á
n∗n

=
U11 U12 ⋯ U1n

⋯ ⋯ ⋯ ⋯

Un1 Un2 ⋯ Unn

0

BB@

1

CCA: ð1Þ

Based on the above properties, if U is a consistency
matrix, λmax = n, then the eigenvector corresponding to
λmax is normalized and recorded as W =
ðW1,W2,⋯,WnÞT in

〠
n

i=1
Wi = 1: ð2Þ

In the expression, W is called the weight vector, which
represents the weight of the target U . In the system, the
weight of each element can be determined by pairing each
element. Table 2 shows the size of the matrix.

3.6. Weight Calculation. The two levels of the standard, the
first-level index and the corresponding second-level index,
constitute the hierarchical structure of the college’s educa-
tion quality evaluation system. The same method described
above is used to calculate the weights of all other subindices.
The final result is shown in Figure 3.

4. Example Test

In order to verify whether the teacher education ability indi-
cator system constructed in this article is scientific and logi-
cal, this article designs a survey questionnaire based on
various indicators of the teaching ability of professional
undergraduate pilot teachers. The acceptance of undergrad-
uate education ability is mainly aimed at professional pilot
teachers and adopts a self-evaluation method. The evalua-
tion method was adopted for 23 professors and 10 under-
graduate pilot universities in the city, and professional
students were selected to conduct a questionnaire survey.
Finally, the survey results can be summarized and combined
with the weights of various indicators to calculate the total
score of the teacher’s teaching ability (full score is 100
points). 40 questionnaires were distributed, and 40 were
recovered, the efficiency was 100%, 50 student question-
naires were distributed, and 45 were recovered, and the
recovery rate was 95%.

After the received survey is processed, the teacher and
student surveys are handled separately. For student self-
evaluation and evaluation, enter the score in the last column
of the evaluation system, and then, perform the following
data processing: find the average score of 40 teachers and
50 students, and then, multiply the value by the weight of
the first-level indicator and then second weight of the first-
level indicator, then the weight of the third-level indicator,
and finally, the total score. The four indicators of basic edu-
cation qualifications under the background of basic teaching
skills can only be processed quantitatively, so when

Table 3: Evaluation results of teacher education ability index system.

Teacher Student

Meet the curriculum standards (u11) 10.67 10.23

Including knowledge, ability, and emotional indicators (u12) 17.82 17.43

Meet the actual situation of students (ul3) 2.22 2.04

Operable (u14) 3.32 3.34

Systematic, scientific, and advanced (u21) 4.23 4.12

The teaching time is heavy; difficult points are prominent, and handled properly (u22) 5.32 5.36

Rich in information and knowledge (u23) 2.57 2.73

Integration of theory with practice (u24) 1.35 1.24

Reasonable content arrangement (u25) 0.74 0.73

Clear language expression; combination of blackboard writing and multimedia teaching (u31) 3.12 3.25

Thinking expansion (u32) 1.12 1.13

Organize teaching (u33) 0.04 0.03

Homework assignment and correction (u34) 0.45 0.47

Counseling and Q&A (u35) 0.09 0.03

Enthusiasm for teaching work (u41) 0.34 0.33

Observe teaching discipline (u42) 5.71 5.73

Rigorous scholarship and strict teaching (u43) 7.34 7.32

Quality and ability development (u51) 0.53 0.55

Student interest in learning (u52) 1.15 1.05

Student academic performance (u53) 2.47 2.36

Knowledgeable, with strong self-learning ability (u61) 1.84 2.01
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calculating grades, only the data is calculated without pro-
cessing. Due to the qualitative processing of these three
levels of indicators, it can be estimated that the final average
total score is within 10 points, that is, the average total score
of teacher education ability assessment is about 90 points.
Compare the difference between teacher self-evaluation
and student evaluation scores, use the difference to judge
whether the reconstructed teacher education evaluation sys-
tem is reasonable. The results are shown in Table 3.

It can be concluded from Figure 4 that the error between
teacher self-evaluation and student evaluation is within 2
points, so the construction of this educational ability evalua-
tion index system is logical and scientific. First of all, from
the first-level indicators, basic teaching skills account for
the largest proportion, which also shows that general knowl-
edge and professional skills represent the teaching ability of
teachers to a large extent, and the proportion of education
and scientific research is very small. Since the college is a
professional pilot school, the ability of scientific research
and innovation is considered to be an issue that university
professors should pay attention to.

5. Conclusions

The teaching evaluation index system and intelligent evalua-
tion of higher vocational undergraduate pilot colleges play
an important role in the education of students. This paper
takes the students of the pilot colleges and universities of
higher vocational colleges as the research objects, and

through the analysis of relevant knowledge and theories,
constructs the teaching evaluation system of the pilot col-
leges and universities of higher vocational colleges, tests
the constructed system, and passes the test results. Get the
results of teacher self-assessment and student assessment.
It also verifies the rationality and scientificity of the con-
struction of the teaching ability evaluation index system.

Data Availability

The data underlying the results presented in the study are
available within the manuscript.

Conflicts of Interest

There is no potential conflict of interest in our paper, and
the author has seen the manuscript and approved to submit
to your journal. We confirm that the content of the manu-
script has not been published or submitted for publication
elsewhere.

Acknowledgments

This work was supported by the Hainan Province Higher
Education and Teaching Reform Research Project: project
number: Hnjg2020-126; project name: Research on the Eval-
uation Index System of Teaching Work Level of Vocational
Undergraduate Pilot Colleges-Taking Hainan Vocational
University of Science and Technology, as an example.

0 2 4 6 8 10 12 14 16 18 20

Meet the curriculum standards (u11)
Including knowledge, ability and emotional…

Meet the actual situation of students (ul3)
Operable (u14)

Systematic, scientific, advanced (u21)
The teaching time is heavy, difficult points are…

Rich in information and knowledge (u23)
Integration of theory with practice (u24)

Reasonable content arrangement (u25)
Clear language expression, combination of…

Thinking expansion (u32)
Organize teaching (u33)

Homework assignment and correction (u34)
Counseling and Q&A (u35)

Enthusiasm for teaching work (u41)
Observe teaching discipline (u42)

Rigorous scholarship and strict teaching (u43)
Quality and ability development (u51)

Student interest in learning (u52)
Student academic performance (u53)

Knowledgeable, with strong self-learning ability…

Number

Ev
al

ua
tio

n

Student
Teacher

Figure 4: Evaluation results of teacher education ability index system.

7Wireless Communications and Mobile Computing



Retraction
Retracted: Football Teaching Quality Evaluation and
Promotion Strategy Based on Intelligent Algorithms in
Higher Vocational Colleges

Wireless Communications and Mobile Computing

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation has
uncovered evidence of one or more of the following indicators
of systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice is
intended solely to alert readers that the content of this article is
unreliable. We have not investigated whether authors were
aware of or involved in the systematic manipulation of the
publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting requirements
has not been met in this article: ethical approval by an Institu-
tional Review Board (IRB) committee or equivalent, patient/
participant consent to participate, and/or agreement to publish
patient/participant details (where relevant).

Wiley andHindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

Wewish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction. We have kept a record
of any response received.

References

[1] X. Jiao and Z. Li, “Football Teaching Quality Evaluation and
Promotion Strategy Based on Intelligent Algorithms in Higher
Vocational Colleges,” Wireless Communications and Mobile
Computing, vol. 2022, Article ID 9469553, 7 pages, 2022.

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 9824326, 1 page
https://doi.org/10.1155/2023/9824326

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9824326


RE
TR
AC
TE
DResearch Article

Football Teaching Quality Evaluation and Promotion Strategy
Based on Intelligent Algorithms in Higher Vocational Colleges

Xiance Jiao1 and Zefeng Li 2

1College of Continuing Education, Henan Vocational College of Quality Engineering, Pingdingshan, 467000 Henan, China
2College of Artificial Intelligence, Chongqing Youth Vocational and Technical College, Chongqing 400712, China

Correspondence should be addressed to Zefeng Li; 41823047@xs.ustb.edu.cn

Received 20 January 2022; Revised 9 February 2022; Accepted 14 February 2022; Published 4 March 2022

Academic Editor: Shalli Rani

Copyright © 2022 Xiance Jiao and Zefeng Li. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

With the continuous deepening of the education reform, the number of students in higher vocational college (HVC) has increased,
which puts forward higher requirements for the overall development of talents. Football is a relatively common sport in HVC with
a certain degree of regularity and difficulty. Therefore, how to improve the level and the quality of teaching through scientific and
reasonable teaching methods has become one of the problems that need to be solved in HVC. This article mainly focuses on the
analysis and research of the traditional teaching mode and students’ learning situation based on the intelligent algorithm and puts
forward effective improvement suggestions and strategies for reference. This article uses questionnaire surveys and data analysis
methods to understand the evaluation results of the school’s teachers and students on the teaching quality (TQ) of the football
course and the necessity of implementing improvement strategies through questionnaire surveys. According to the survey
results, most of the interviewees had a high evaluation of the TQ of the school’s football course. 46 of the teachers and
students who participated in the evaluation rated the school’s football course teaching methods as excellent, and only 2 rated it
as passing. In addition, 49 of the teachers and students interviewed believe that it is necessary to optimize the strength of
teachers, followed by perfecting the equipment configuration of the venue.

1. Introduction

With the continuous advancement of educational reforms,
the state’s emphasis on HVC has gradually increased, and
football as an important physical education course has also
been valued. However, there are still many shortcomings at
present. With the increasingly fierce social competition, the
education of HVC is facing a severe situation. How to
improve the quality of teaching has become a topic of
research and discussion by many scholars. In the new era,
it is very important to train students in football skills. In
addition, intelligent algorithms also help people solve many
problems. Therefore, it is a necessity to carry out research on
the evaluation of football TQ and improvement strategies in
HVC in combination with intelligent algorithms.

At present, many scholars have conducted research on
TQ evaluation and improvement strategies and have
obtained very rich research results. For example, Tang

pointed out that, at present, football courses in vocational
colleges obviously cannot adapt to the new requirements
and face new challenges. How to effectively improve the
quality of football teaching in HVC is an important issue
at present [1]. Ma believes that mathematics teaching is an
important part of the elementary school education system.
In order to better promote the improvement of students’
learning quality and related basic literacy, people should
pay attention to the evaluation of the quality of elementary
school mathematics teaching [2]. Xu pointed out that educa-
tion quality evaluation is a relatively important link in the
education management process of universities and plays a
vital role in improving the overall level of education [3].
Therefore, this article starts from a new perspective, com-
bined with intelligent algorithms, to carry out research on
the evaluation of football TQ and promotion strategies in
HVC, which has important practical significance and
research value to a certain extent.
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This article mainly discusses these aspects. First, the
intelligent algorithm and its related research are explained.
Then, the status quo of football teaching in HVC is intro-
duced. In addition, it also discusses the evaluation of football
TQ in HVC and the research on promotion strategies.
Finally, a questionnaire survey was launched, and the corre-
sponding survey results and conclusions were drawn.

2. Related Theoretical Overview and Research

2.1. Intelligent Algorithm and Related Research. Intelligent
computing, also known as “soft computing,” refers to algo-
rithms designed to mimic the laws of nature inspired by
the laws of nature when humans study the natural world.
Most of the various intelligent algorithms are proposed by
humans through the study of natural processes and biologi-
cal survival competition and gene mutations.

In recent years, humans have successfully used intelli-
gent computing methods to solve many problems. People
have carried out related research on intelligent algorithms.
The current popular intelligent algorithms mainly include
neural network algorithm, genetic algorithm, particle swarm
algorithm, simulated annealing algorithm, and gray wolf
optimization algorithm.

2.1.1. Neural Network Algorithm (NNA). NNA is one of the
most widely used intelligent algorithms. The structure of the
neural network is based on the simulation of human brain
nerve tissue, which is composed of a large number of neu-
rons through a variety of connections.

An artificial neural network is a system composed of a
large number of interconnected neurons. This structural fea-
ture means that artificial neural networks have extremely
strong information processing capabilities. Although each
neuron only performs simple processing and calculation of
information, the efficiency of information transmission
between neurons is low, but the elements of each neuron
are connected to each other and processed in cooperation,
which ultimately endows super processing capabilities. Since
the artificial neural network contains many neurons and the
network’s powerful information storage capabilities, this
makes the neural network have a strong ability to process
unsafe information. It is precisely because of this structural
characteristic and the characteristic of distributed informa-
tion storage that the artificial neural network has good
robustness and will not lose the memory ability of the orig-
inal model and its very powerful nonlinearity by destroying
a “neuron” “capacity.”

2.1.2. Genetic Algorithm. GA is an intelligent optimization
method inspired by biological evolution theory. GA does
not need to calculate the gradient when searching for the
optimal solution, and the group discovery strategy can share
information with individuals. When the GA was originally
designed, it was not used to solve optimization problems,
but to assist the development of artificial intelligence. The
characteristic of GA is based on the parallel search of chro-
mosome groups and selection, crossover, and mutation
operations according to probability. This special evolution

mode is not available in other search algorithms. In the evo-
lution of each population, the GA can process several indi-
viduals in the population at the same time through its
unique hybridization and mutation operations, which
largely hinders the optimization of the population. The GA
is adaptive and self-learning. The algorithm uses fitness
functions to evaluate people without further auxiliary
information.

The research process of GA involves three operations:
selection, crossover, and mutation. The three operations of
the GA involve a certain degree of contingency, but it is
not just a simple random search; the search of this algorithm
is an efficient directed search.

In the GA, many different individuals form a population,
and the individuals in the population have multiple genetic
codes corresponding to them, because only in this way can
crossover and mutation operations be performed. After the
initial population is established, the individuals in the popu-
lation are continuously updated in nature until the optimal
solution is found. In each iteration, the GA selects the best
individual based on the fitness score of the individual in
the population. Then, use crossover and mutation opera-
tions to generate a new population and iterate this process
until the stopping criterion is met.

If there are only two selection and crossover operations
in a GA without mutation operation, the evolution process
will fall into a local optimal situation prematurely. There-
fore, in order not to affect the quality of the output result,
a crossover operation must be performed [4, 5].

2.1.3. Particle Swarm Algorithm (PSA). PSA is one of the
most classic algorithms in intelligent algorithms. It is an
optimization algorithm proposed on the basis of simulating
the predation behavior of birds, and it is also an algorithm
based on group iteration. The algorithm requires fewer
parameters, and the function of the PSA is simple and easy
to program.

In the PSA, each bird in the population is considered a
particle, and the initial solution of the problem is the initial
position of the particle. The distance between each particle
and the food is determined by the fitness function of the
problem. Through particle predation, the particles always
fly around the current best particle closest to the food. Par-
ticles always move in two positions; one is called the individ-
ual optimal position, and the other is the overall optimal
position. After a period of cyclic movement, the particles will
finally find the optimal position, thereby achieving the opti-
mal solution of the global optimization goal. The particle
velocity and position update of this algorithm can be
expressed by

Wu r + 1ð Þ = iWu rð Þ + a1e1 Qu rð Þ − Zu rð Þð Þ + a2e2 Qj rð Þ − Zu rð Þ� �
,

ð1Þ

Zu r + 1ð Þ = Zu rð Þ +Wu r + 1ð Þ: ð2Þ
Among them, WuðrÞ represents the speed information

of the u-th particle at time r, ZuðrÞ represents the position
information of the u-th particle at time r, QuðrÞ represents
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the individual optimal position, QjðrÞ represents the global
optimal position, i is the inertia factor, c1 and c2 are the
learning factors, and e1 and e2 are random numbers with a
value of ½0, 1�.

The idea of PSA is simple and easy to implement, so it
has been developed rapidly and widely used. According to
the description of the algorithm, the particles contained in
it all move in accordance with the path determined by the
speed and position. Since their speed and position are lim-
ited, their search space is limited and cannot cover all possi-
ble solution spaces. In addition, the algorithm also has some
shortcomings, such as slow convergence speed and simple
local optimal solution, which requires further research and
improvement. Later, some researchers combined the PSA
with the quantum evolution algorithm and proposed the
quantum PSA, which not only speeds up the convergence
speed but also improves the overall optimization ability
and efficiency of the algorithm [6, 7]. The optimization pro-
cess of PSA is shown in Figure 1.

2.1.4. Simulated Annealing Algorithm (SAA). SAA is essen-
tially a global optimization process. Once the algorithm falls
into the local optimum, noise can be added in the process of
simulated annealing to distract the algorithm from the local
optimum, and then gradually reduce the noise, and finally
find the overall optimum result. The algorithm can not only
accept test points to improve the fitness score but also obtain
a solution that has a certain probability of making the fitness
score worse. All states in the iteration process are random.
Secondly, a check function is introduced into the algorithm
to divide the optimization process into different stages. The
check function also determines the selection criteria for the
random process at each stage. Finally, in the SAA, in order
to obtain the next search area and search direction, the
objective function must be converted into a fitness value.

2.1.5. Gray Wolf Optimization Algorithm (GWOA). GWOA
is a new metaheuristic algorithm based on wolf predation
principle. Gray wolves are considered predators, which
means they are at the top of the food chain. Most gray
wolves like to live with groups of 5 to 12 on average. They
have a very strict hierarchy in the gray wolf family. The pre-
dation process of wolves can be roughly divided into three
processes: hovering, summoning, and siege. Their leader is
called the master wolf, and its main task is to control the
predation activities of the wolf pack, where to sleep, when
to wake up, etc., to master the activities of the entire wolf
pack.

Although the gray wolf optimization algorithm appeared
late, it has been successfully applied to solve various optimi-
zation problems. Compared with other intelligent algo-
rithms, the main feature of the gray wolf optimization
algorithm is to update the optimal overall solution according
to the first three optimal solutions to determine where the
wolf pack needs to be. In addition, whether the gray wolf
optimization algorithm is in continuous space or discrete
space, the algorithm has good robustness and global search
ability [8, 9].

2.2. Evaluation and Promotion Strategy of Football
TQ in HVC

2.2.1. The Status Quo of Football Teaching in HVC. From the
current point of view, there are still some problems in the
course of football in vocational colleges. Some schools lack
effective campus football training methods and professional
football teachers. There is still a gap between their skills
and qualities and the development of campus football. Even
some teachers do not have professional football experience,
and the method of organizing football training lacks creativ-
ity. It is difficult to make students interested in football, and
it is easier to affect the teaching effect.

In addition, some schools lack football venues and
resources, professional football coaches, etc. This has also
become a major obstacle to football teaching in HVC.

2.2.2. Evaluation of Football TQ in HVC and Related
Research. The higher vocational TQ evaluation system (ES)
is a set of systems composed of a group of closely related indi-
cators of the evaluation target (higher vocational teachers).

The establishment of the TQ ES is conducive to improv-
ing the education management level and quality of HVC. It
can be the basis for school leaders to improve their educa-
tional management capabilities. Problems found in the
assessment process can also be reported back to relevant
teachers in time, which also improves the quality of teachers.
Therefore, certain principles should be followed when estab-
lishing an education quality ES.

(1) Objective Principle. The main construction principle of
the football class quality evaluation index system is objectiv-
ity. The teaching evaluation process should be conducted in
an open and transparent environment and based on the
mutual understanding between the evaluator and the evalu-
ated object. If the result of educational evaluation is unfair
and unobjective, the evaluated object will question the eval-
uation result, which will greatly affect the enthusiasm of the
evaluated object. When evaluating TQ itself, in order to
comprehensively and objectively reflect the entire teaching
style of the evaluated object, it is necessary to conduct an
in-depth investigation of the evaluated object.

(2) The Principle of Feasibility. When establishing an educa-
tion ES, attention should be paid to ensuring the feasibility

Reasonable
solution

Regional
optimal solution

Global optimal
solution

Whole situation

Area

Figure 1: The optimization process of particle swarm optimization.
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and appropriateness of the evaluation index to ensure that
the establishment and implementation of the ES can be truly
realized.

(3) Systematic Principle. The systematic principle refers to
the use of holistic thinking in evaluation to evaluate the
entire teaching process of teachers. The evaluation of the
overall quality of football teaching is carried out on the basis
of a full understanding of the internal and external factors
that affect the evaluation results to better ensure the rational-
ity of the evaluation results.

(4) Guiding Principles. The evaluation of educational quality
refers to the evaluation of TQ, which can help teachers clar-
ify the direction of their work and optimize the whole teach-
ing process, so as to improve the quality of education. Of
course, education quality evaluation can also make educa-
tion managers make more flexible decisions. Therefore, edu-
cation quality evaluation is an incentive system to improve
education quality to a certain extent. This type of guidance
usually uses the size of the index weight to influence the spe-
cific implementation process. Therefore, when establishing
an education quality ES, people should pay attention to
determining the weights of various indicators. This article
also contains detailed applications.

(5) Dynamic Principle. The knowledge of the football class
quality evaluation index system is not a summary evaluation,
but a formative evaluation. This is a dynamic development
process aimed at acquiring knowledge and improving teach-
ing and teacher skills. It can flexibly reflect the changes of
the curriculum. Therefore, the football TQ ES must be sta-
ble, dynamic, and developing.

(6) The Principle of Integrity. The overall principle of the foot-
ball education quality evaluation index system structure is
embodied in the combination of independence and integrity.
The design of the indicator system should not only pay atten-
tion to the correlation between the various indicators but also
avoid the overlap of the various indicators. The choice of indi-
cators and their weights are the key to constructing the evalua-
tion index system of football TQ. The selection of indicators for
evaluating TQ should cover the entire teaching process, includ-
ing the research and adaptation of content, the presentation of
educational influence, the change of teaching conditions, and
the innovation of teaching methods. Therefore, the establish-
ment of the global education quality evaluation index system
must consider the integrity and ensure the independence and
the perfect combination of the whole and the part [10, 11].

In addition, the design of the comprehensive ES for the
education quality of higher vocational schools should be
based on the evaluation of teachers’ TQ, and a relatively
comprehensive TQ ES for HVC should be established. The
ES should be established in strict accordance with the con-
struction principles. When establishing the scientific ES of
higher vocational TQ, another important aspect that needs
to be considered is the evaluation index. The model of the
TQ ES is shown in Figure 2.

The TQ evaluation work of various universities is based
on the educational goals, in accordance with scientific stan-
dards, through the systematic collection of different infor-
mation in the teaching process and the continuous
improvement of the daily teaching process, effectively using
various theories, means, technologies, and methods. And
teaching influences the process of measuring and analyzing
information and subsequent value judgments.

It is necessary to make a scientific and reasonable evalu-
ation of the quality of education. The evaluation of the qual-
ity of football education in HVC has the function of
diagnosis, regulation, and encouragement. TQ evaluation is
an important part of education evaluation. Its guiding ideol-
ogy is “promote teaching by evaluation, promote learning by
evaluation, and promote reform by evaluation” [12, 13].

Educational quality evaluation has many functions, the
focus is to promote the quality of education of football
courses, and the evaluation is conducive to the optimization
and upgrading of the teaching process. At the same time, the
football TQ ES should combine actual education needs, play
different functions, and highlight its role. Therefore, the role
of football TQ ES should include the following content.

(1) Feedback function: the feedback function of TQ
evaluation has two meanings: on the one hand, it is
feedback on teachers’ teaching work; on the other
hand, it is feedback on students’ learning effects.
Teachers can learn about students’ learning condi-
tions based on the results of the assessment, and they
can also find themselves in the teaching process.
Improve their teaching content and teaching
methods

(2) Management function: the results of TQ evaluation
can reflect the degree of difference in teaching levels
of different teachers and reveal the problems and
gaps teachers face in the teaching process. On the
one hand, it can assume the function of supervision;
on the other hand, it can also be used as a reliable
basis for evaluating teacher performance, maximiz-
ing strengths and avoiding weaknesses, and even
providing theoretical basis for university decision-
makers

All in all, the establishment of a scientific, reasonable,
and standardized football education quality ES is a prerequi-
site for the normal performance of various educational eval-
uation functions and a fundamental guarantee for practical,
complete, and efficient evaluation [14, 15].

2.2.3. Strategies for Improving the Quality of Football
Teaching in HVC and Related Research. In order to further
improve the quality of football education in vocational col-
leges, schools should adopt certain strategies and measures.

One is to improve the on-site equipment configuration.
Some schools have small football fields, imperfect venue
facilities, and insufficient training equipment. Strengthening
the construction of infrastructure and establishing standard-
ized training facilities and equipment are the basic prerequi-
sites for improving the quality of football teaching in HVC.
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In addition, the school should hire competent staff to con-
duct regular inspections of the football field and facilities,
conduct standardized planning and management, and avoid
safety accidents.

The second is to attach importance to the combination
of theory and practice. HVC should look for the connection
between theory and practice in the development of college
football. In this process, not only should focus on practical
training but also on theoretical guidance. Relevant depart-
ments and schools actively develop and compile suitable
football course materials to ensure the effectiveness and
scientificity of football training and to achieve a perfect con-
nection between theory and practice.

The third is to establish a scientific and reasonable curric-
ulum system. In order to further improve the teaching level of
football courses, schools should actively construct a scientific
and reasonable teaching system and divide the relationship
between football theory courses and football training. Before
setting up courses, the time required for cultural classes should

be fully considered to ensure that students’ participation in
football classes will not interfere with cultural classes. During
this period, the school should clarify the training objectives
and training tasks of students, standardize training methods
and assessment methods, and organically integrate ideological
work, cultural research, and football.

The fourth is to optimize the teaching staff. At present, the
professional level of football coaches in some schools is not
high, and improvements can be made in the following aspects.
First, the school should choose the professional instructor of
football education and go to the school for training on a regu-
lar basis. In addition, exchanges and cooperation with football
clubs can be strengthened, and teachers are encouraged to
learn from the professional talents of football clubs. In this
process, relevant government departments should take the ini-
tiative to broaden the training channels for football coaches
and support them to learn the latest professional knowledge
and football training methods. Second, hire a group of highly
skilled football talents, retired football talents, experienced
expert teachers, etc., to truly improve the overall professional
level of high-level football coaches. Third, strengthen the con-
nection with other schools and invite football majors to train
in campus football schools. This not only provides practical
opportunities for football majors but also adds vitality to the
development of campus football. In this context, schools
should establish an appropriate reward system for football
teachers and coaches to increase the flow of talents and reduce
the loss of talents [16, 17].

Teaching quality
evaluation system

Teaching objectives

Teaching attitude

Teaching method

Teaching effect

Meet the curriculum
standards

Match the true
situation

Obey teaching
discipline

Rigorous teaching

Clear language

Organizational skills

Student learning
interest

Student learning effect

Figure 2: TQ ES model.

Table 1: Questionnaire distribution method and collection results.

Questionnaire distribution method Number of questionnaires issued Number of questionnaires returned Recovery rate (%)

Internet questionnaire 25 20 80

On-site questionnaire 65 60 92.3

Email 30 20 66.7

Table 2: Evaluation and analysis of football TQ.

Evaluation index Excellent Good Medium Pass

TQ 45 39 12 4

Teaching content 41 40 14 5

Teaching method 46 42 10 2

Teaching effect 43 41 13 3
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3. Questionnaire and Research

3.1. Questionnaire Design Process. The subjects of the ques-
tionnaire survey are college leaders, fellow teachers, and stu-
dents of a HVC in Q city. A total of 120 questionnaires were
distributed and 100 valid questionnaires were returned. The
questionnaire recovery rate was 83.3%. The questionnaire
distribution method and the results of the collection are
shown in Table 1.

The analysis results include the evaluation results of the
TQ of the school’s teachers and students on the football
course and the necessity of implementing the promotion
strategy.

3.2. Questionnaire Survey Content. The first part is to inves-
tigate the TQ evaluation of the school’s teachers and stu-
dents on football. The first-level indicators of TQ

evaluation include TQ, teaching content, teaching methods,
and teaching effects. The evaluation grades include excellent,
good, medium, and pass.

The second part is to organize the data collected in the
questionnaire to understand the interviewee’s need to imple-
ment improvement strategies.

4. Analysis and Discussion

4.1. Evaluation and Analysis of Football TQ. This question-
naire survey evaluates the TQ of the football course of the
school. The first-level indicators of TQ evaluation include
TQ, teaching content, teaching methods, and teaching
effects. The evaluation grades include excellent, good,
medium, and passing. The survey results are shown in
Table 2.
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Figure 3: Evaluation and analysis of football TQ.

Table 3: The necessity of improving the quality of football teaching.

Promotion strategy Very necessary Necessary General Unnecessary

Improve venue equipment configuration 46 37 14 3

Combination of theory and practice 40 36 19 5

Improve the curriculum system 41 35 18 6

Optimize teachers’ resources 49 36 12 3
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Figure 4: The necessity of improving the quality of football teaching.
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Machine learning and data analytics are two of the most popular subdisciplines of modern computer science which have a
variety of scopes in most of the industries ranging from hospitals to hotels, manufacturing to pharmaceuticals, mining to
banking, etc. Additionally, mining and hospitals are two of the most critical industries where applications when deployed
security, accuracy, and cost effectiveness are the major concerns, due to the huge involvement of man and machines. In this
paper, the problem of finding out the location of man and machines has been focused on in case of an accident during the
mining process. *e primary scope of the research is to guarantee that the projected position is near to the real place so that the
trained model’s performance can be tested. *e solution has been implemented by first proposing the MLAELD (Machine
Learning Architecture for Excavators’ Location Detection), in which Bluetooth Low Energy (BLE) beacons have been used for
tracking the live locations of excavators preceded by collecting the data of the signal strength mapping frommultiple beacons at
each specific point in a closed area. Second, machine learning techniques are proposed to develop and train multioutput
regression models using linear regression, K-nearest neighbor regression, decision tree regression, and random forest re-
gression. *ese techniques can predict the live locations of the required persons and machines with a high level of precision
from the last beacon strengths received.

1. Introduction

*e mining industry constantly plays a vital role in the
economic growth of a country due to its correlation with
energy resources. *erefore, the engrossment of modern
technology and its applications in this field have become
very high. Machine learning technique has a comprehensive
scope in almost all fields. It can be utilized to explore and
experience fresh data for prediction. *is allows corpora-
tions to develop effective business plans based on the
forecasts of the ML algorithms. One of the remarkable
achievements of this century is the deployment of

geolocation services which made it possible to navigate, and
track and locate a person or an object. *e primary goal of
the research is to guarantee that the projected position is
near to the real place so that the trained model’s perfor-
mance can be tested. On the other hand, these services have
some limitations too; e.g., GPS has unequivocal limitations
such as an error radius of about 10 meters and loss of signal
strength at a height or deep down in Earth.

It is even more substantial when considering an indoor
area and hence cannot be used to track people or objects in
non-GPS visibility areas such as indoor or underground
areas. GPS delivers the most accurate surveying and
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mapping data available. GPS-based data collection is faster
than traditional surveying and mapping procedures, re-
quiring less equipment and personnel.

In addition to geolocation services like maps, navigation,
and tracking applications, there is also a demand for indoor
tracking and navigation systems. *is includes navigation
inside a large building, detecting the presence and move-
ment of employees inside office spaces, tracking the
movement of people inside stores to place various products
strategically, and crowd control in hospitals and healthcare
institutions. *erefore, there is an urgent requirement for
the development of indoor positioning systems which can be
very acute in workplaces like mines, where the risks of
significant accidents always loom over. *ese excavation
sites contain numerous hazardous zones. Due to the envi-
ronmental situations, the safety and security of the exca-
vators pose a problem for the staff overseeing the system.
Even mild negligence in security and safety can result in
worker fatalities and damage to costly equipment.

In this research work, a combination of Bluetooth tech-
nology and machine learning has been used for predicting the
accurate locations of excavators (man and machines deployed
on the mining site). *e limitation of GPS has been overcome
in underground areas by using Bluetooth Low Energy (BLE)
beacons for exchanging the signals at the working site. BLE
can work on low-power consumption and is designed to
transmit a limited volume of data for the application of
positioning systems. It plays an indispensable role in sup-
porting IoT (Internet of *ings) applications for wireless
communication. One of the major obstacles of Bluetooth Low
Energy is that it cannot be utilized for greater data rates such
as those provided by wireless and cellular technology. BLE
beacons can be installed at the suspected positions with man
or machines at work, and the signal strength between the
beacons can be measured using RSSI (Received Signal
Strength Indicator). RSSI is a measurement of the relative
level of power which is acquired by the RF client systemwhich
is an access point (AP) or a router.*e signal strength is lower
if the distance between the AP and the receiver is more; with
the increase in the distance, the rates of wireless data transfer
get reduced. *e RSSI is used to show how much the remote
attached client may hear a specific AP.

In this case, the beacons are placed inside a large indoor
hall and act as data points. Additionally, the received signal
strength is recorded from all these beacons at specific areas
inside the room. Consequently, a database called Beacons
Database (BDB) is created from these signal records. In this
process, the next step is achieved by executing the popular
machine learning algorithms including linear regression, K-
nearest neighbor regression, decision tree regression, and
random forest regression on BDB for predicting the loca-
tions of excavators. However, BDB is divided into train and
test datasets; the train dataset is used to train the models of
machine learning algorithms, and the test dataset is used to
check the authenticity of the predicted outcome. *e per-
formance of these models is compared based on the Root
Mean Square Error (RMSE) and R-Squared (R2) values.
Subsequently, the model with the least error rate is chosen as
the most suitable model.

2. Related Works

*emineral investigation is a very important assignment for
a country and is very fruitful if it produces the expected
outcome. However, it is so sensitive that a single point of
failure can stop the process temporarily and sometimes
destroy the project, which reflects in a huge loss of man and
machine assets. Hence, companies try to provide the best
resources for ensuring the successful completion of a mining
project. *e mining process has been improved as the era of
technology begins; e.g., the struggle of deploying wireless
communication technologies starts from the early 1970s,
and the first VHF radio waves [1–5] were deployed;
thereafter, UHF, WLAN, and RFID have been used. *e
applications based on UHF, WLAN, and RFID provide a
potential boost to productivity and mining efficiency by
providing better automation capabilities of machines, clear
communication between deployed labor, and an easily ap-
proachable management information system [6, 7]. *e
increasing demand of the mining industry results in more
involvement of costly machines and a huge amount of labor.
*erefore, the requirement of reliable and accurate moni-
toring devices for underground lines [8], overhead, and
WAMS [9] has increased tremendously.

Communication in undergroundmining can be done via
three mechanisms, i.e., TTE (through the earth), TTW
(through the wire), and TTA (through the air) transmission
[10]. Because of the limitations of the first two methods, the
third method, i.e., TTA, is the most popular one, in which
ultrahigh frequency and super high frequency are used for
wireless communication. In the evolution of wireless
technologies, one of the most popular technologies, known
for low-power consumption, reliability, security, and ease of
operation, is ZigBee [11].

A lot of research has been presented for location de-
tection in indoor environments using beacons, ZigBee, and
other technologies which are focused on the progression of
wireless data transmission in underground mines [12].
ZigBee technology is a wireless technology that was created
as an open worldwide standard to meet the special re-
quirements of low-cost, low-power wireless IoT networks.
*erefore, the suggestion has been assessed for the rees-
tablishment of applications and technology; modeling of
digital, systematic, and metric-dependent propagation
strategies; and wireless system designs by considering the
immediate physical environment, antenna positioning, and
patterns of radiation. Furthermore, a new study has been
presented by introducing a magnetic induction based
transmission technique [13] to resolve the different issues
raised due to the conditions of the soil environment. *is
study exposed the possibility of MI-WUSNs (Wireless
Underground Sensor Networks) and the implementation of
wireless communication systems, including voice and data
transmission for underground mines [14], and also
addressed the development of wired, semi-cellular, and
wireless networking services.

Additionally, the digital communication protocols for
MI-WUSNs were proposed [15]; the effects of data com-
munication parameters such as symbol rate and modulation
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schemes have been evaluated for oil reservoirs. Suitable
ranges for propagation linking nodes for specific water,
crude oil, and soil formulations were explored.

*e Wireless Network Sensor System was a suitable
optimization technique. Later, a new model of communi-
cation channel was introduced [16]; it recognizes the
transmission characteristics of EM waves (of terahertz) in
the dynamic underground surroundings used in under-
groundmines [17], which are used for the implementation of
the systemic function of staff placement strategies in haz-
ardous locations. It examines an economic and continuous
monitoring strategy for the safety of excavators, which
would help in an efficient and precise positioning of man and
machines. In some other models, a mine quantitative ap-
proach [18] was used for calculating data and machinery
(nodes) availability utilizing a Self-Encryption Program
(SES) program that encrypts data until it is submitted to the
cloud. As a continuation [19], a smart helmet which is
capable of detecting dangerous situations during the mining
process was designed. A miner removing the mining helmet
was indicated to be in a hazardous situation. Air temper-
ature, heart rate, and level of toxic gases (e.g., carbon
monoxide, hydrogen sulfide, and methane) are the factors
that are often used to classify the health situation of workers.

In some other cases [20], integrating on-channel signal
booster strategies with the “daisy chain” repeater system
was developed by utilizing wide-band linear amplifiers and
selective filters to broaden the signals transmitted from
base stations into subways across the ground. *is tech-
nique satisfies the criteria for delivering radio communi-
cations that are multichannel, not just for subway stations,
but also for paramedical, fire, police, and paging services
etc., which are done at a much lower cost. In [21], different
radio frequency communication strategies are used in
underground mines through medium wave frequency
(MF), very high frequency (VHF), and ultrahigh frequency
(UHF) for electromagnetic transmission. Here, induction
methods were also implemented to satisfy various types of
mining conditions in both the laboratory and coal mines
located underground. Another hybrid multimode model
[22] for wireless communication in underground coal
mines was proposed and evaluated for important param-
eters such as the size of the mine tunnel, operating fre-
quency, and position of the transmitter/receiver. In this era
of IoT, the development of Smart SAGES by utilizing the
potential of IoT technologies was proposed [23]. As a result,
a reliable and robust communication system would be set
up for SAGES. *is system ensures the confidentiality and
durability of the SAGES data transmitted to the cloud, and
details can be retrieved efficiently using a mobile
application.

3. MLAELD (Machine LearningArchitecture for
Excavators’ Location Detection)

*e problem of finding out the location of excavators by
analyzing the database of RSSI values received from BLE
beacons can be explained with the help of MLAELD as
shown in Figure 1.

*e MLAELD can be demonstrated by the following key
terms.

3.1. Bluetooth Beacons. Bluetooth beacons can be used to
determine precise locations of mobile devices using specific
applications. A beacon transmits a Bluetooth Low Energy
(BLE) signal within a distance of 50 meters (LOS) that can be
detected by compatible devices. *e signal is brief and does
not change significantly; in fact, beacons are often very small
and battery-powered. Bluetooth uses radio technology to
carry the beacon broadcast which is relatively inexpensive
for mass production. More specifically, Bluetooth Low
Energy (BLE) beacons are used to work on low power by
transmitting a signal that compatible applications can re-
ceive and detect. Effectively, it is a one-way broadcast where
beacons transmit the signal with applications to receive
them. In other words, an application can be used to detect
the beacon and use the signal to regulate the location of a
mobile device (excavators). Some beacon technologies used
in India are given in Figure 2.

3.2. Bluetooth-Based Localization. BLE beacon generators
are compact, affordable, battery-operated wireless trans-
mitters, typically referred to as beacons, and possess several
protocol modes. BLE transmits its identifier to local
electronic devices like smartphones or single-board com-
puters that can detect BLE signals. Consistently, beacons
can send data packets to the receiver in a regular interval of
20 milliseconds to 10 seconds. *e Bluetooth Special In-
terest Group (SIG) [25] adopted BLE as a Bluetooth
subsystem to maintain device discovery that enables low-
power consumption, and it is engineered for applications
that do not require large volumes of data to be exchanged.
*e main difference between Bluetooth Low Energy (BLE)
and classic Bluetooth is BLE’s low-power consumption
which means that devices can run for years on a small
battery. BLE is used in applications where periodic ex-
change of small amounts of data is needed with a broad
connectivity spectrum; e.g., within reach of 60 meters, BLE
4.0 will achieve data transmission rates of 25Mbps. *ese
beacons are rather prevalent among IoT devices because of
their affordability and low-power demands which make
them one of the most promising technologies for localized
location tracking while eliminating interference with other
Wi-Fi devices.

3.3. Triangulation. *e geometrical triangulation approach
is the most widely employed positioning technique. Unlike
the trilateration [26] approach of calculating distances, the
geometrical triangulation process comprises over three
sensors to perform the positioning operation, which is
achieved by calculating the strength of the transmitted signal
or the signal’s propagation period. *e triangulation geo-
metrical approach is not only quick but also simple,
straightforward, and easy to build for the positioning al-
gorithm. It works well in the absence of interference and
barriers. However, in an indoor environment, as the signal
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Figure 2: Bluetooth Low Energy beacons in India [24].
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Figure 1: MLAELD (Machine Learning Architecture for Excavators’ Location Detection).
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gets reflected from the walls, floor, roof, and other obstacles
in the room, the triangulation method does not yield good
results in such scenarios.

3.4. Android Support for BLE. Android is one of the most
widely used operating systems, so it has been selected to test
the full solution, and Android apps are available on the
Google play store for BLE support. However, other oper-
ating systems’ apps are also available, e.g., CocoaPods for
iOS. An Android smartphone is used in this research to
detect the BLE strength at different locations using the BLE
app to take RSSI readings from different beacons.

3.5. Received Signal Strength Indicator (RSSI). RSSI tests the
intensity of a received radio signal, and a higher value in-
dicates a stronger signal. RSSI is utilized in Bluetooth to
determine that the signal transmitted is within the Golden
Receiver Power Range (GRPR), which is used to describe the
optimal spectrum of the strengths of the incoming signals.
RSSI is calculated in dB, and the GRPR signal amplitude
corresponding to a RSSI can be positive, negative, or zero dB
depending upon whether the signal strength is above or
below the GRPR.

3.6.DataCollectionandPreprocessing. In this research work,
the training data is collected in an indoor hall as given in
Figure 1.*e carpet area of the hall is divided into squares of
1 square foot each. *ereafter, 13 BLE beacons are placed at
different locations inside the hall to send data packets to the
receiver. *e Bluetooth strength from these 13 beacons is
measured at a few locations inside the hall to create a dataset.
*e position of the receiver and the RSSI for all the 13
beacons get recorded.

First, the data is transformed into a format compatible
with classification algorithm to predict the location. Second,
the data is split into two columns representing the x and y
coordinates of the location, which are then used to train and
develop regression models. Regression models are built with
a predictive performance based on independent variables,
and they are frequently used to figure out the relationship
between variables and forecasts. It is observed that the
beacon signal strength ranges from −40 to −200. A value of
−40 indicates the strongest possible signal, and −200 indi-
cates the weakest possible signal.

In Figure 3, a correlation or heatmap is given among the
values of beacons B1 to B13. A correlation map shows how
closely related are the values in the different features. Il-
lustratively, the correlation coefficient between b3001 (i.e.,
B1) and b3008 (i.e., B8) is 0.33, which reflects the positive
behavior of both beacons concerning the receiver.*erefore,
it can be said that both the beacons are present in the same
direction from the receiver. On the other hand, the corre-
lation coefficient between b3004 (i.e., B4) and b3002 (i.e., B2)
is −0.41, which shows the negative behavior of both beacons
for the receiver. Hence, it can be said that the receiver is
present between both of the beacons.

3.7. Model Training. *e next step for predicting the ex-
cavator’s specific location is model training, in which su-
pervised machine learning [27] techniques are used.
Supervised learning techniques include the process of
learning and developing a function that can map inputs to
outputs based on similar input/output pairs. *e function is
inferred using training data that is labeled or has an assigned
target variable. In supervised machine learning, every data
point is a pair consisting of an input value and a corre-
sponding output value. Learning algorithms generate an
estimated function after following the study of the training
data points, which can be used to predict the output vectors
of different inputs once the function has been trained. In an
optimal situation, the algorithm can determine the depen-
dent variable or the class labels of data points to which the
algorithm has never been exposed. For this, the algorithm
generalizes its learning from the training data to unno-
ticeable circumstances. *ere is a wide range of supervised
learning techniques which can be used. An algorithm that
works well in a situation might not work the same in other
circumstances. In this paper, different supervised learning
algorithms are used and their performances, as well as
precision, are compared.

3.7.1. Multioutput Regression Techniques. Regression anal-
ysis is a type of predictive modeling method which predicts a
potential value based on subjective predictors. *e inter-
action between a contingent (target) variable and an inde-
pendent (predictor) variable is explored using regression
analysis. Traditional machine learning predominantly uses
just one output/target variable. In multioutput regression,
the outputs are dependent not only upon the inputs but also
upon one another. *is dependency means that the outputs
are often not independent of one another and may require a
model which can predict both outputs together or each output
contingent upon the different outputs. Some regression al-
gorithms can be used to solvemultioutput regression problems
directly such as linear regression, K-nearest neighbor regres-
sion, and decision tree regression.

3.7.2. Linear Regression. Linear regression is a linear ap-
proach which is used to predict the interaction between an
independent variable and a dependent variable response
(or a scalar response). *e scenario that operates for one
explanatory variable is called simple linear regression. Re-
gression models are designed with a predictive performance
centered on independent variables, which is often used to
work out the connection between variables and forecasting.
Specific regression models differ based on the form of re-
lationship that is assumed between the dependent and in-
dependent variables, and the number of independent
variables used. In regression models, R-Squared (R2) and
Root Mean Squared Error (RMSE) are the two accuracy
metrics used to measure how well a regression model
performs compared to other models.

R-Squared calculates how much variation the model can
identify in a dependent variable. It is the square of the
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correlation coefficient (R). *e value of R-Squared is between
0 and 1, so a higher value implies a closer match between the
expected values and the real ones. *is indication is a fair
measure of how well the model matches the dependent
factors. However, this does not take into consideration issues
such as overfitting. R-Squared is a relative measure of how
well the model conforms to dependent variables.

Mean Square Error (MSE) is an estimator of howwell the
model fits the exact solution. It is computed by the square
sum of the prediction errors. Root Mean Square Error
(RMSE) is MSE’s square root value. It is used more often
than MSE for two reasons: firstly, MSE values may often
become too high for simple comparisons; secondly, the
square of error determines MSE, and therefore the square
root takes it up to the same degree of estimation error,
making it easy to understand.

3.7.3. K-Nearest Neighbors [27]. K-NN assumes a correla-
tion between the current case data and the present cases and
incorporates the new case into the category that is more
identical to the available ones.*e K-NN algorithm stores all
the available information and classifies a new data point
depending on its resemblance, which ensures that it will
quickly be grouped into an appropriate group as new data
arises. It is a nonparametric algorithm that requires no
assumptions about the underlying data. In K-NN, a given

point is selected first using the distance method. *ere are
many ways to calculate the distance between the given point
and its closest location, which is called the Euclidean,
Manhattan, or Hamming distance. *e Euclidean distance
metric is used by most machine learning algorithms, in-
cluding K-Means, to assess the similarity of data. In this
paper, the Euclidean distance has been considered.

3.7.4. Decision Tree. Decision tree [27] (Figure 4) splits
down a dataset into further small subsets, thus con-
structing a correlated decision tree simultaneously. *e
result is a tree with decision nodes and leaf nodes,
which includes two or more branches, each
representing data for the evaluated attribute. *e leaf
node represents a decision made on the calculated nu-
merical endpoint. *e highest decision node of a graph
that correlates to the strongest indicator is considered as
the root node.

3.7.5. Random Forest. A random forest [27] (Figure 5) is an
ensemble methodology that can implement both regression
and classification tasks using several decision trees and by
using the strategy referred to as bootstrap aggregation,
which is widely recognized as bagging. *e underlying
principle behind this is to incorporate several decision trees
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Figure 3: Correlation (heatmap) of different features.
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to assess the final version, rather than depending on indi-
vidual decision trees. Random forest has several decision
trees as its base learning models. *e bootstrap method
includes random row sampling, function dataset sampling,
and generating sample datasets for each model. Each de-
cision tree has a large variance, but when we add them all
together concurrently, the resulting variance is small. Since
each decision tree is appropriately trained on that specific
sample data, the performance is not based on one decision
tree but on several decision trees. In this method, the result is
the mean of all the outputs referred to as aggregation.

4. Result Analysis

In this research, thirteen Qualcomm CSR102x BLE modules
are used as Bluetooth beacons. *e data collected at different
points are used to train multioutput machine learning

algorithms to develop models that can make precise pre-
dictions about the location of the Bluetooth signal receiver
based on signal strength. *e test results vary marginally
from the training data due to the speculative variance of RSSI
in indoor wireless networks, which degrades the position
estimator efficiency. BLE support is offered to Android from
version 4.3 (API level 18) to version 5.0 (API level 21).

*e MLAELD has been used for implementing the ma-
chine learning algorithms (linear regression, K-NN, decision
tree, and random forest), and the performances of all these
algorithms have been compared using R2 and RMSE values.
*is step is divided into two different categories as follows.

4.1. Comparison of Actual and Predicted Location of Beacons.
*e main focus of the research work is to ensure that the
predicted location is close to the actual location, so that the
efficiency of the trained model can be measured.
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Figure 4: Decision tree.
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Figure 5: Random forest.
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*e Beacons Database (BDB) [28] provides the location
of x, y coordinates along with the signal strength.*emodels
have been trained using this BDB by dividing it into train
and test datasets using an 8 : 2 ratio. Training data is an
extremely large dataset that is used to teach a machine
learning model. Test dataset is a tertiary dataset in machine
learning that is used to test a machine learning algorithm
after it has been trained on an initial training dataset. *e
results of actual and predicted locations can be categorized
based on selected machine learning algorithm as follows.

4.1.1. Actual and Predicted Values by Linear Regression.
*e actual and predicted values for x and y coordinates are
depicted in Figure 6. *e blue dots represent the actual
values, and the red dots represent the predicted values. *e
scattering of these dots far from each other shows the dif-
ference between actual and predicted values. Overlapping
shows that the actual and predicted values are very close to
each other. In Figure 6, the values of x coordinates are
scattered showing that the errors comparative to other
methods are high.

0

5.0

7.5

10.0

12.5

15.0

17.5

20.0

22.5

50 100 150
Observations

Actual and predicted values
x-

co
or

di
na

te
s

200 250 300

Actual
Predicted

(a)

0

2

4

6

8

10

12

14

50 100 150
Observations

Actual and predicted values

y-
co

or
di

na
te

s

200 250 300

Actual
Predicted

(b)

Figure 6: Scatter plot showing the actual and predicted values of x coordinate by a linear regression model (a) and the actual and predicted
values of y coordinate by a linear regression model (b).
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Figure 7: Scatter plot showing the actual and predicted values of x coordinate by a K-NNmodel (a) and the actual and predicted values of y
coordinate by a K-NN model (b).
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4.1.2. Actual and Predicted Values by K-NN. *e actual and
predicted values of x and y coordinates by the K-nearest
neighbor algorithms are shown in Figure 7.

In this case, the values are not saturated at one place as in
Figure 6. Here, values are scattered, and most of the predicted

values overlap the actual values. *erefore, the accuracy in-
creases, in this case, compared to linear regression.

4.1.3. Actual and Predicted Values by Decision Tree. *e
actual and predicted values of x and y coordinates by de-
cision tree are given in Figure 8. In this case, the results are
improved compared to linear regression but are almost
similar to those of K-NN.

4.1.4. Actual and Predicted Values by Random Forest.
*e actual and predicted values of x and y coordinates by
random forest are given in Figure 9. In this model, the results
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Figure 8: Scatter plot showing the actual and predicted values of x coordinate by a decision tree model (a) and the actual and predicted
values of y coordinate by a decision tree model (b).
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Figure 9: Scatter plot showing the actual and predicted values of x coordinate by a random forest model (a) and the actual and predicted
values of y coordinate by a random forest model (b).

Table 1: RMSE and R2 values for different models on the training
dataset.

Model RMSE R2

Linear regression 1.79 0.79
K-nearest neighbor 1.25 0.89
Decision tree 1.05 0.92
Random forest 1.07 0.92
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are improved compared to the other three methods. Extra
white space on the figure indicates that most of the values are
overlapped, which reflects a higher accuracy of prediction.

4.2. Performance Comparison Using R2 and RMSE Values.
In this section, the numerical difference between actual and
predicted values is discussed using R2 and RMSE values for
training and testing data. If the main goal of the model is
prediction, then the major criteria are to calculate the RMSE
value, which gives the information of accurate prediction of
response, and a lower value of RMSE shows a better fit.

However, R2 gives information about how two values are
closely related.*erefore, a higher value or value closer to +1
of R2 indicates a good fit of values into the model.

*e main focus of the research work is to ensure that the
predicted location is close to the actual location.

Table 1 shows the comparison of the various RMSE and
R2 values for the four algorithms implemented on the
training dataset. *e decision tree regression and the ran-
dom forest regression provide considerably the best per-
formance among the four models.

Table 2 shows the comparison of the various RMSE and
R2 values for the four algorithms implemented on the test
dataset. *e random forest regression provides considerably
the best performance among the four models.

5. Conclusion

In this work, a machine learning-based model has been
designed to predict the location based on the RSSI values
handled by a Bluetooth receiver. *e model can be used for
precisely locating trapped excavators or machines under-
ground. Apart from that, it can be used at another place
where similar requirements are found; e.g., it can be used in
supermarkets where it can assist customers in locating shops
and track the movement of customers, which can help in
product placement. *is study is limited to detecting the
location of a receiver using a fixed number of BLE beacons
inside an indoor hall. In the future, a similar study can be
conducted inside a long tunnel with hundreds of beacons to
detect precise locations by further leveraging a Wi-Fi setup
in the area.*is can help in developing amodel which can be
used to identify the location using Bluetooth, not just in a
small indoor area but in a much larger space. Location
detection and tracking using Bluetooth can also be used in
monitoring the movement and flow of a crowd in a busy
street or inside a busy supermarket.

As this technology can be used to track and detect a
person’s location in real time, it can be used in crowded fairs
and shops to trace lost people or children with ease. It can
also be used to detect the last known location of a person

stuck in a building during a fire or an earthquake, which can
help fire fighters or disaster response teams track and rescue
the person swiftly. Using indoor positioning in museums
can be the best way to reduce expenditure on hiring staff and
guides. It can assist tourists in navigating through the
museum and in exploring various artifacts.
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+e integration of IoTwith the cloud infrastructure is essential for designing smart applications. However, such integration may lead
to security issues. Authentication and session key establishment is an essential security requirement for secure communication
between IoTdevices and cloud servers. For evaluating authentication key agreement schemes, the extended Canetti–Krawczyk (eCK)
adversarymodel is regarded to be amore strict and relevant adversarymodel. Many schemes for authenticated key exchange between
IoT devices and cloud servers have been proposed in the literature but have been assessed under Dolev and Yoa (DY) adversary
model. Recently, Rostampour et al. introduced an ECC-based approach for enabling authentication between IoTdevices and cloud
servers that is secure and robust to various attacks under the Dolev and Yoa adversary model. In this paper, a detailed review and the
automated security verification of the Rostampour et al. scheme are carried out under the eCK adversary model using Scyther-
Compromise. +e validation indicates that the scheme is not secure and is susceptible to various attacks under the eCK adversary
model. To overcome the limitation of the Rostampour et al. scheme, a design of an ECC-based scheme for authentication between IoT
devices and cloud servers under the eCK adversarymodel is proposed.+e Scyther verification indicates that the scheme is safe under
the eCK adversarymodel.+e soundness of the correctness of the proposed scheme has been analyzed using BAN logic. Comparative
analysis indicates that the scheme is resilient under the eCK adversary model with an energy overhead of 278.16mJ for a resource
constraint IoT device and a communication overhead of 1,408 bits.

1. Introduction

+e internet of things (IoT) is a new network that provides
numerous embedded devices to the Internet to share data. It
is based on information and communication technologies.
Embedded devices are becoming increasingly complicated as
a result of the fast growth of technology, and they are
employed in a broad variety of applications. +e ability to
relate such gadgets to huge resource pools, such as the cloud,
is a significant advancement in modern technology. +e
integration of embedded devices and cloud servers enables
the use of IoT in a wide range of commercial and

government applications. However addressing the security
issues, such as authentication and data privacy is important
for the efficient integration of these two systems [1–3]. IoT
has grown significantly over the years because of its rele-
vance in smart applications. +e internet of things (IoT)
market was valued at USD 250.72 billion in 2019 and is
expected to grow to USD 1,463.19 billion by 2027 [4]. +is
exponential advancement of IoT is governed by its role in
developing applications that include smart parking, smart
building, smart health, smart environment, smart agricul-
ture, and smart homes [5, 6]. Smart parking can be employed
for effective monitoring of parking areas in the city, and
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smart building applications can be used for monitoring the
structural health of a building in terms of vibrations and
material conditions. IoT can also be used for real-time
motoring the health and the hydraulic parameters of the
water bodies and effective monitoring of road conditions in
terms of climate conditions [5]. In terms of security and
emergency applications, IoT nodes can be deployed for
unauthorized perimeter access, detection of harmful
chemical and radiation leaks, and detection of gas leaks in
industrial surroundings [6]. For smart agriculture, the nodes
can be employed for monitoring soil quality, climate control
in the greenhouse, and smart irrigation. +e various ap-
plications in smart homes include surveillance, remote
monitoring of appliances, energy, and water conservation. In
the medical field, IoT can be employed for developing ap-
plications that include wireless body area networks, geriatric
assistance, and automatic monitoring of medical freezers [5].

A typical IoT-based smart application comprises a three-
tier architecture that includes perception tier, network and
server tier, and application tier [5, 7] as shown in Figure 1.
+e physical parameters are perceived in the perception
layer using IoT devices, and the data perceived are further
relayed to the server tier. +e server tier serves as a com-
munication backbone, employing different communication
technologies [7]. As IoTapplications generate a large volume
of data, the server tier includes features for storing and
processing it. A variety of servers, including mobile, web,
and real-time communication servers, provide middleware
support at the server tier. As the perception layer generates a
very large volume of data, cloud servers can also be used at
this layer for data storage and management. Various end-
users connect to the server tier for offline and online data
analysis in the user tier [8, 9]. +e security of IoT-based
smart applications is of paramount importance [10]. +e
communication between the server tier and client tier can be
made secure using traditional security protocols. However,
as IoTdevices are resource-constrained, the communication
between IoTdevices in the perception tier and servers in the
server tier becomes an emerging and active area of research
[5].

Authentication and session key establishment are bed-
rock for all other security services between IoT nodes in the
perception layer and the various servers in the server tier
[11]. Many schemes have been suggested for securing
communication between IoTdevices and cloud servers. Liao
and Hsiao [12] proposed a mutual authentication scheme
with ID verifier protocol. However as indicated by [13], the
scheme suffers from server impersonation attacks.

Kalra and Sood [14] presented a mutual authentication
scheme based on ECC. +e scheme is resilient to various
attacks. However, the scheme has design issues in terms of
mutual authentication, insider, and traceability attacks.
Chang et al. [15] pointed out the limitations of Kalra and
Sood and highlighted its weakness in terms of mutual au-
thentication and mistress of the session key. Chang et al.
suggested an improved scheme that overcame the limita-
tions of Kalra and Sood. Kumari et al. [16] pointed out the
deficiencies of Kalra and Sood in terms of insider attacks,
device anonymity, session key agreement, and mutual

authentication. Kumari et al. also suggested an ECC-based
scheme to overcome these limitations. Wang et al. [17]
highlighted the deficiencies of the Chang et al. scheme in
terms of impersonation attacks and suggested an improved
scheme. Recently, Rostampour et al. [11] proposed an ECC-
based scheme for authentication of IoTedge devices with the
cloud server. Rostampour et al. made a detailed review of the
schemes of Kalra and Sood, Chang et al., Kumari et al., and
Wang et al. and highlighted their limitations. Rostampour
et al. pointed out that all the existing schemes suffer from
traceability attacks.

When connecting an embedded system to the cloud,
security is the main consideration. Mutual authentication
must also be established between the cloud server and the
embedded devices. To address these security concerns, many
authentication systems for IoT and cloud servers have been
developed. However, there are several faults in the existing
approaches that must be addressed. When memory and
power are limited and greater security with a low key length
is required, elliptic curve cryptography (ECC) is the best
public-key cryptography solution [18, 19]. +e existing
schemes presented in the literature have been analyzed
under Dolev and Yoa (DY) [20, 21]. However, the eCK [22]
adversary model is a more stringent model for authenti-
cation key agreement schemes [23]. In this paper, a detailed
review of the Rostampour et al. scheme has been made. +e
Rostampour et al. scheme has been formally validated using
Scyther-Compromise [24] under the eCK adversary model.
Scyther-Compromise validation depicts that the Ros-
tampour et al. scheme is not secure under the eCK adversary
model. Furthermore, an improved scheme for authentica-
tion and key agreement between IoT devices and the server
under the eCK adversary model has also been proposed.

1.1. Contributions. +e major highlights of the paper are as
follows:

(a) A review of the Rostampour et al. scheme has been
made carried out. +e scheme has been modeled on
Scyther-Compromise and analyzed under the eCK
adversary model.

(b) An ECC-based authentication scheme for IoT and
cloud servers has been designed. +e designed
scheme provides better functionality and security
specifications.

(c) +e proposed scheme has been modeled on Scyther-
Compromise. +e results indicate that the scheme is
safe under the eCK adversary model.

(d) +e soundness and correctness of the proposed
protocol have also been evaluated using BAN [25]
logic.

1.2. Paper Organization. +e remainder of the paper is laid
out as follows. +e preliminaries are presented in Section 2.
Section 3 reviews the Rostampour et al. scheme and dis-
cusses its formal security verification under the eCK ad-
versary model. In Section 4, the design of the proposed
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ECC-based scheme for authentication between IoT devices
and cloud servers is presented. In Section 5, an informal
security analysis has been carried out. Section 6 provides
the simulation details of formal security analysis using the
Scyther under the eCK adversary model. In Section 7,
security analysis using BAN logic has been carried out.
Finally, Section 8 presents the comparison of the proposed
scheme with other relevant schemes in terms of functional
and security specifications.

2. Preliminaries

2.1.Notations. +e notations used in the paper are tabulated
in Table 1.

2.2. Adversary Model. An adversary model formulates the
potential capabilities an attacker can have. Various adversary
models exist that include Dolev and Yoa (DY) [20, 21],
Canetti–Krawczyk (CK), and extended Canetti–Krawczyk
models (eCK) models [22]. In all the models, the commu-
nication channel is completely insecure; however, they differ
in their adversary query capabilities. In DY threat model, the
communication parties are considered to be honest and can
run multiple sessions with each other. +e communication
channel is completely insecure and totally under the
adversary’s control, with the ability to record, delete, replay,
redirect, rearrange, and completely control message
schedule. +e adversary can act as an active adversary in the
middle and lead various man-in-the-middle attacks. +e CK
and eCK models are the most widely accepted models for
authentication and key agreement protocols. In this ad-
versary model, an attacker has abilities to compromise
PRNG and get access to the secret randomness of the session.
It is also assumed that an adversary can compromise the
session and get access to it. An attacker can also get access to
the long-term keys [26]. +e major difference between the
CK model and the eCK model is that in the eCK model, the
adversary is capable of accessing ephemeral secrets, thus
leading to an ephemeral-secret-key-leakage attack. An

ephemeral key leakage indicates the weaknesses of a random
number generator where the attacker can determine the
randomness generated correctly with a high probability [26].

2.3. Elliptical Curve Cryptography. Koblitz [27] and Miller
[28] introduced elliptical curve cryptography (ECC). ECC is
a powerful cryptographic technology. It establishes security
between key pairs for public-key encryption using elliptic
curve mathematics. ECC has grown in popularity in recent
years due to its smaller key size and ability to maintain
security. +is trend is expected to continue as the need for
devices to be secure develops in response to the rising size of
keys, putting pressure on limited mobile resources. +is is
why it is vital to understand elliptic curve cryptography in
context of low power devices [29]. When compared to RSA,
ECC is highly efficient with low overheads. With a key size of
160 bits, elliptical curve cryptography provides the same
level of security as RSAwith a key size of 1,024 bits, making it

Application Tier

Network & Server Tier

Perception Tier

Sensors RFID Camera

Communication
Support

Cloud and Server
Support

Smart Health Smart City Smart Agriculture Smart Home

Figure 1: +ree-tier architecture of IoT applications.

Table 1: Notations.

Notation Meaning
EP(a, b) Elliptical curve
S Server
Di i-th IoT device
IDi Identity of Di

IDs Identity of S

Ri +e random number at the server
Ni Random number at the device
XS Private key of S
KI Private key of Di

Si Ephemeral secret of Di

Ss Ephemeral secret of S
ET Expiration time
G(x, y) Generator point of EP(a, b)

SK Session key between S and Di

H Collision resistant hash function
⊕ Xor operation
P + Q Point addition
X.G Scalar multiplication
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ideal for devices with limited resources [29]. Over a finite
prime field Fp, an elliptical curve EP(a, b) is defined as follows
[29]:

EP(a, b): y
2

� x
3

+ ax + b, (1)

where ▲= (4a3 + 27b2! � 0).
Some of the essential definitions related to elliptical

curve cryptography are listed below [29]:

(a) Point addition: point addition (+) between any two
points [A(xA, yA), B(xB, yB)] ∈ EP(a, b) is defined
as follows:

C xR, yR(  � A xA, yA(  + B xB, yB( , (2)

where C(xR, yR) is a reflection of the point at which
the line joining A(xA, yA), and B(xB, yB) intersects
the curve EP(a, b). +e algebraic computation is
given as follows:

xR � λ2 − xA − xB  (mo d p)

yR � λ xA − xB(  − yA(  (modp)

⎛⎜⎜⎝ ⎞⎟⎟⎠,

Where,

λ �

yB − yA( 

xB − xA( 
modp, if A! � B,

3x
2
A + a

2yA

modp, if A � B.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(3)

(b) Scalar multiplication: for any scalar number X and
A(x, y) ∈ E(a, b), the scalar multiplication is de-
fined as follows:

X.A(x, y) � A(x, y) + A(x, y) + A(x, y)

+ . . . + A(x, y),

X times.

(4)

(c) Elliptical discrete logarithmic property (ECDLP):
given points R(x, y)G(x, y) ∈ EP(a, b), ECDLP is a
computational problem to find a scalar n such that
R(x, y) � n.G(x, y). ECDLP has been a prominent
field of research in cryptography over many decades,
and it is the essential foundation for elliptic curve
cryptography (ECC) and pairing-based cryptogra-
phy. ECDLP has exponential time complexity.

2.4. Scyther Simulation. Scyther is a tool for validating and
verifying security protocols that was created by Cremers
[24]. It is a software that provides security risk assess-
ments and attack simulation capabilities. Scyther uses an
infinite number of sessions to verify security protocols.
Scyther also allows multiprotocol assaults to be verified.
Figure 2 depicts the Scyther Tool’s design in its most basic
form. To verify and validate a security protocol in Scyther,
it is modeled using Scyther protocol description language

(SPDL). +e tool accepts the SPDL model to be validated
as well as simulation settings. As an output, the Scyther
tool generates a summary report showing if the necessary
security assertions are valid. If an attack is discovered, it
generates a trace pattern in the form of a visual graph or an
XML representation. An SPDL model of security protocol
comprises roles that define the communication pattern of
sender and receiver principals. +e term claim is used to
specify the various security requirements. Claim secret
declares the parameters that must remain confidential
from the adversary. +e claim alive ensures that the
claimant is executing events with the intended party.
Nisynch ensures that all the intended messages in the
session are sent and received in a synchronized manner,
whereas Niagree indicates that the communicating parties
agree on the messages exchanged. Finally, the weakagree
ensures resilience against impersonation attacks. SKR
claim indicates whether the session key designated using
SKR can be revealed using the session key adversary rule.
To verify this claim, the session key rule in the adversary
model setting must be enabled. More details about Scyther
are given in [24].

+e adversary model by default in the Scyther standard
version is Dolev and Yoa. +e Scyther-Compromise pro-
vides extended support for various adversary models as
compared to the standard Scyther version. In this paper,
Scyther-Compromise version 0.9.2 has been used.

3. Review and Security Validation of
Rostampour Et Al.’s Scheme

3.1. Review of Rostampour Et Al.’s Scheme. +e Rostampour
et al. scheme comprises two phases given as below:

(1) Registration phase
(2) Login and authentication phase

3.1.1. Registration Phase. +e registration phase is carried
out between the device and the server over a secure channel.
+e steps are given below:

(i) Di generates a random number Xi and computes
PIDi as (4):

PIDi � Xi⊕IDi. (5)

Di sends PIDi to the server Sas follows:

Di⟶ S: PIDi. (6)

(ii) +e server generates a random number Ri and
calculates (7) and (8):

CKi � H Ri⊕Xs⊕ET⊕PIDi( , (7)

CKi
′ � CKi.G. (8)

Server stores PIDi, ET, and CKi in a secure
database.
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(iii) +e server sends CKi
′ to the device as follows:

S⟶ Di : CKi
′. (9)

+e device Di stores CKi along with generated
PIDi.

3.1.2. Login and Authentication Phase

(i) Di generates a random number Ni and computes
(10)–(12):

P1 � N1.G, (10)

P2 � N1.CKi
′, (11)

PPIDi � PIDi.P1. (12)

And sends it to the server as follows:

Di⟶ S: P1, P2, PPIDi. (13)

(ii) +e server finds the entry of Di in its database and
verifies P2 ≠CKi.P1. If the evaluation is false, then
the process stops, and if true, then the device is
authenticated.

(iii) +e server generates a random number N2 and
computes (14) and (15):

P3 � N2.G, (14)

P4 � CKi
′ + PPIDi(  + N2.P1( . (15)

Also, it sends it to the device as follows:

S⟶ Di: P3, P4. (16)

(iv) Device verifies P4? � (PPIDi.CKi
′) + (N1.P2). If

the evaluation is false, then the process stops, and if
true, then the device is authenticated. +e device
computes Vi as in the following equation and sends
it to the server:

Vi � PPIDi.P3, (17)

Di⟶ S: Vi. (18)

(v) +e server receives Vi and verifies Vi ≠N2. PPIDi.
If the evaluation is false, then the process stops, and
if true, then the device is authenticated.

(vi) +e server computes its session key: SK � N2.P1,
and the device computes its session key:
SK � N1.P3, such that SK � N1, N2, G.

+e schematics of the Rostampour et al. scheme are
given in Figure 3.

3.2. Formal Validation of Rostampour Et Al.’s Scheme Using
Scyther under the eCKAdversaryModel. +e SPDL model of
the Rostampour et al. protocol is shown in Figure 4. +e
SPDL modeling comprises two roles: role I and role R. role I
models the communication of the Di, and role R models the
S. Di sends P1, P2, PPIDi to the S using send_1(). +e S

receives the P1, P2, PPIDi using recv_1() function. S sends
P3, P4 to the Di using send_2(). +e Di receives the P3, P4
using recv_2() function. Finally, Di sends Vi to the S using
send_3(). +e S receives the Vi using recv_3() function. +e
claim_i1 in role I and claim_r1 in role I and R indicates that
the N1, N2 must remain secret during the communication.
+e claim_i2 and claim_r2 in roles I and R indicate that
SK � N1, N2, G can be revealed using the session key ad-
versary rule. claim_r3, claim_r4, claim_r3, and claim_r4 are
to verify whether the authentication in terms of Nisynch and
Niagree is maintained.

+e SPDLmodel has been initially executed under Dolev
and Yoa setting as shown in Figure 5. +e Scyther-Com-
promise verification results of the Rostampour et al. scheme
under the Dolev and Yoa setting indicate that the scheme is
safe and does not have any attacks. Subsequently, the model
was executed under the eCK adversary setting shown in
Figure 6. +e Scyther verification results under eCK are
shown in Figure 7.

+e results indicate that the scheme is not safe. +e
attack trace is shown in Figure 8. +e attack trace indicates
that the Rostampour et al. scheme under the eCK adversary
model is not resilient to session key reveal attack; thus, the
adversary can reveal the session key. +is is primarily due to
the design issue in the Rostampour et al. scheme for
computing the session key. In the Rostampour et al. scheme,
the session key is computed as SK � N1.N2.G. +e session
key (SK) depends only on short-term session secrets N1 and
N2. SKmust also be dependent on long-term term secrets so
that the reveal of short-term secrets does reveal session key.

4. Proposed Scheme

+e proposed scheme comprises two phases that include

1. SPDL Model
2.Simulation Settings 

• Input

Scyther Tool • Process

1. Summary Reports
2. Attack Trace 

• Output

Figure 2: Basic architecture of Scyther.
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Device :DI

P2? = V

Server :S

Registration Phase

Compute :
PIDi = Xi + IDi 

Compute :
CKi = H (Ri+Xs+ET + PIDi)

CKi’= CKi.G 

Login and Authentication Phase

Compute :
P1 = N1.G
P2 = N2.CKi’

PPIDi = PIDi . P1
Compute: V = CKi.P1

Compute:
P3 = N2.G

 P4 = (CKi’+PPIDi) + (N2.P1)

Process
Terminated 

Compute:
V = (PPIDi.CKi’) + (N1.P2).

P4?= V
Process

Terminated

Server Authentication Successful
Compute Session Key: SK = N1.P3

Compute:Vi = PPIDi.P3 Compute :Vi’ = N2.PPIDi.

Vi? = Vi’

Server Authentication Successful
Compute Session Key: SK = N2.P1

PIDi

CKi’

P1,P2PPIDi

P3,P4

Vi

Figure 3: Schematics of the Rostampour et al. scheme.
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Protocol description Settings
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42 }

hashfunction MUL;
hashfunction ADD;
Const G: Nonce;
secret PIDI,CKI-PRIME;
secret N1,N2;
macro P1=MUL (N1,G);
macro P2=MUL (N1,CKI-PRIME);
macro PPDI=MUL (PIDI,P1);
macro P3=MUL (N2,G);
macroP4=ADD (MUL (PPIDI,CKI),MUL (N2,P1));
macro VI=MUL (PIDI,P3);

protocol improved (I,R)
{

{
role I

var Message1:Nonce;
secret PIDI,CKI,CKI-PRIME;
send_1 (I,R, PPIDI,P1P2);
recv_2 (R,I,P3,P4);
send_3 (I,R, VI);
recv_4 (R,I, {Message} MUL (N1,N2,G));
Claim_i1 (I,Secret, N1);
Claim_i2 (I, SKR, MUL (N1,N2,G));
Claim_i3 (I,Niagree);
claim_i4 (I,Nisynch);

fresh Message1:Nonce;
secret PIDI.CKI,CKI-PRIME;
recv_1 (I,R, PPID,P1,P2);
send_2 (R,I,P3,P4);
recv_3 (I,R, VI);
send_4 (R,I, {Message1} MUL (N1,N2,G));
Claim_r1 (R,Secret,N2);
Claim_r2 (R, SKR, MUL (N1,N2,G));
Claim_r3 (R,Niagree);
Claim_r4 (R,Nisynch);|

}

}

{
role R

Figure 4: SPDL model of the Rostampour et al. Scheme.

Figure 5: Scyther settings for Dolev and Yoa adversary models.
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(1) Registration phase
(2) Login and authentication phase

4.1. Registration Phase. +e registration phase includes the
registration of an IoT device with the server. As with other
schemes, the registration is performed on a secure channel
[11]. +e need for a secure channel for registration is
highlighted as there is no preshared secret in the IoT device
or any trusted third party is employed. +e steps taken
between the device and the server during the registration are
listed as below:

(i) Device Di chooses its private key Ki and its
identity I Di.

(ii) +e device calculates PIDi as in (19) and sends
PIDi it to the server:

PIDi � Ki.IDi.G,

Di ⟶ S: PIDi.
(19)

(iii) +e server calculates the hash of PIDi and splits its
private key XS into two unequal halves X1

S, X2
S such

that X1
S ≠ X2

S. +e server further computes (20) and
(21):

CK
1
i � PIDi.X

1
S, (20)

CK
2
i � PIDi.X

2
S. (21)

+e server stores PIDi, CK1
i , CK2

i and sends
CK1

i , CK2
i to the device as follows:

S⟶ Di: CK
1
i , CK

2
i . (22)

(v) +e device receives and stores the parameters
CK1

i , CK2
i along with PIDi in its memory.

4.2. Login and Authentication Phase. During this phase, the
device initiates to log in to the server. Subsequently, the
server authenticates the device, and if the device is au-
thenticated, a session key is subsequently established be-
tween the device and the server. +e steps undertaken
between the device and the server during the login and
authentication phase is shown as below:

(i) Device Di chooses its ephemeral secret Si and
calculates P1 and P2 as (23) and (24):

P1 � CK
1
i + CK

2
i .Si.H PIDi( , (23)

P2 � CK
1
i + CK

2
i .Si. (24)

+e device sends P1 and P2 to the server as
follows:

Di⟶ S: P1, P2. (25)

Figure 6: Scyther settings for the eCK adversary model.

Figure 7: Scyther verification results of the Rostampour et al.
scheme under the eCK model.
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(ii) +e server receives P1, P2 from Di and authenti-
cates Di as follows:

(a) +e server finds the corresponding entry of Di

and calculates H(PIDi) from PIDi of the
device stored in the database.

(b) +e server calculates the multiplicative inverse
of H(PIDi) as [H(PIDi)]

− 1 and computes P’
1

as P1′ � P1.[H(PIDi)]
− 1.

(c) +e server compares P1′ ≠P2. If true, then Step
3 is performed; else, login request from Di is
rejected.

(iii) +e server chooses its ephemeral secret Ss and
calculates P3 and P4 as (26) and (27):

P3 � P1. Ss, (26)

P4 � CK
1
i + CK

2
i .Ss. (27)

(iv) +e server computes its session key (SK) with Di

as follows:

SK � P2.Ss, (28)

SK � CK
1
i + CK

2
i Si.Ss,

SK � PIDi . X
1
S + PIDi. X

2
S Si .Ss,

SK � X
1
S + X

2
S . PIDi. Si.Ss,

SK � XS. Ki.IDi.G.Si.Ss.

(29)

(v) Server sends P3, P4 to the device as follows:

S⟶ Di : P3, P4. (30)

(vi) +e device receives P3, P4 from the server and
authenticates it as follows:

(a) +e device calculates the multiplicative inverse
of H(PIDi) as [H(PIDi)]

− 1 and computes P3′
as P3′ � P3.[H(PIDi)]

− 1.S−1
i .

(b) +e device compares P3′ ≠P4. If true, then S is
authenticated; else, login response from S is
rejected.

Abbreviations:

recv_4
M9

claim_i2 (Bob,SKR, M1)

Initial knowledge

recv_1
M7

send_2
M5

send_4
M9

Session-Key reveal M1

Learn M1

recv_3
MUL (PIDI#2,MUL (N2,G))

Run 2
Alice in role R
Assumes I-> Bob

send_3
MUL (PID#1,MUL (N2,G))

recv_2
M6

send_1
M8

Run 1
Bob in role I
Assume R -> Alice
Var Message 1#1 -> Message 1#2

M1 = MUL (N1,N2,G)
M2 = MUL (N2,MUL (N1,G))
M3 = MUL (PIDI#1,MUL (N1,G))
M4 = MUL (PIDI#2,MUL (N1,G))
M5 = MUL (N2,G),ADD (MUL (M4,CKI#2),M2)
M6 = MUL (N2,G),ADD (MUL (M3,CKI#1),M2)
M7 = M4,MUL (N1,G),MUL (N1,CKI–PRIME#2)
M8 = M3,MUL (N1,G),MUL (N1,CKI–PRIME#1)
M9 = {Message 1#2} M1

Scyther pattern graph for the improved protocol, claim improved, i2 in role I

Figure 8: Attack trace under the eCK model for Rostampour et al.’ scheme.
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(vii) +e device computes its session key with S as
follows:

SK � P4.Si, (31)

SK � CK
1
i + CK

2
i Ss.Si,

SK � PIDi. X
1
S + PIDi.X

2
S Ss.Si,

SK � X
1
S + X

2
S .PIDiSi.Ss,

SK � XS. Ki. IDi.G.Si.Ss.

(32)

(viii) +e device encrypts ESK[H(SK)] and sends it to
the server as follows:

Di⟶ S: ESK[H(SK)]. (33)

(ix) +e server decrypts ESK[H(SK)] as
V � DSK[ESK[SK]] and verifies that whether
V≠H[SK]. If true, then the login request is ap-
proved, and the device is authenticated.

+e schematics of the proposed scheme are given in
Figure 9.

5. Security Analysis

5.1. ReplayAttack. In a replay attack, an adversary stores the
messages exchanged between the communicating parties
and retransmits them in the future to gain illegitimate access.
In the proposed protocol, three messages are exchanged
between the device and the server:

Di ⟶ S: P1, P2,

S⟶ Di: P3, P4,

Di⟶ S: ESK[H(SK)].

(34)

Let us assume during the initiation of the login and
authentication phase, an adversary can eavesdrop on the
messages and stores (P1, P2, P3, P4) and ESK[H(SK)] for a
replay attack. Let an adversary (A) replay stored (P1, P2)

of the previous session to gain illegitimate access as
follows:

A⟶ S: P1, P2. (35)

When the server receives (P1, P2), it validates the request
and generates (P3, P4) with a new ephemeral random secret.
+e adversary receives (P3, P4) a new ephemeral secret. To
validate (P3, P4) and subsequently generate a session key SK,
the adversary needs to know PIDi and the ephemeral ran-
dom secret previously used for computing (P1, P2). +e
adversary does not have access to either due to the expo-
nential time complexity of ECDLP [30–32]. As the adversary
cannot generate a legitimate session key SK of the current
session, ESK[H(SK)] cannot be computed by the adversary.
Moreover, if the adversary replays the old ESK[H(SK)], the
server will not authenticate it as the current SK is based on
the fresh ephemeral random secret of the server. +us, the
design of the scheme thwarts replay attacks.

5.2. Impersonation Attack. In an impersonation attack, an
adversary tries to impersonate a legitimate device. +e login
and authentication phase starts by computing (P1, P2) For
computing (P1, P2), an adversary must have access and
knowledge of (CK1

i , CK2
i ) and H(PIDi). +e (CK1

i , CK2
i )

and H(PIDi) are shared between the device and the server
over a secure channel. Moreover, even if the adversary
eavesdrop on (P1, P2) of any previous login and authenti-
cation session between the device and the server, the
(CK1

i , CK2
i ) and H(PIDi) cannot be extracted from (P1, P2)

due to the computational difficulty of ECDLP.+us, without
the knowledge of (CK1

i , CK2
i ) and H(PIDi), a valid (P1, P2)

cannot be computed as such an adversary cannot imper-
sonate any legitimate device by computing a malicious
(P1, P2).

5.3. Traceability Attack. In a traceability attack, the message
with constant values may reveal the context of communi-
cation or the communication pattern. To avoid traceability
attacks, messages exchanges must be randomized by in-
corporating pseudorandom numbers. In the proposed
protocol, the ephemeral random secrets (Si, Ss) induce the
required randomness in the messages for each login session.
+us, the traceability attack is mitigated in the proposed
scheme.

5.4. Message Integrity Attack. +e message exchanged be-
tween the device and the server cannot be masqueraded.
During the communication, the following messages are
exchanged between the device and the server: P1, P2, P3 P4
and ESK[H(SK)]. Let us say an adversary intercepts the
P1, P2, P3 P4 and ESK[H(SK)] and wants to create mali-
cious: PS

1, PS
2, PS

3, PS
4. However, to create PS

1, PS
2, PS

3, PS
4, the

adversary must have access to XS and Ki . +e adversary
does not have access to XS and Ki . Moreover, extraction of
the private key of XS from P1, P2, P3 P4 is having expo-
nential time complexity due to the computational com-
plexity of ECDLP. +us, the integrity of P1, P2, P3 P4 is
upheld by the computational infeasibility of ECDLP.
Moreover, the message ESK[H(SK)] can also not be altered
as it is protected by a symmetric encryption technique and
one-way hash.

5.5. Man-in-the-Middle Attack. In a man-in-the-middle
attack, an attacker can eavesdrop, disguise, and change
communication in the middle by forging the key established
between the device and the server. An adversary would be
successful in executing the man in the middle attack if the
adversary in the middle of the communication can create
malicious: PS

1, PS
2, PS

3P
S
4. However, to create malicious

PS
1, PS

2, PS
3P

S
4, the adversary must be able to forge (CK1

i , CK2
i )

as follows:

CK
1
i � PIDi.X

1
S,

CK
2
i � PIDi.X

2
S.

(36)
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Device Authentication Successful

Figure 9: Schematics of the proposed scheme.
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To forge (CK1
i , CK2

i ), adversary must have access to XS.
+e adversary does not have access to XS. Moreover, from
P1, P2, P3 P4, XS cannot be extracted due to the exponential
complexity of ECDLP. As the adversary cannot forge
P1, P2, P3 P4 and proper authentication is employed prior
to the key establishment, the man-in-the-middle attack is
mitigated in the proposed scheme.

6. Formal Validation of the Proposed Protocol
Using Scyther

+e designed protocol has been modeled using SPDL to
validate its security on Scyther-Compromise under the eCK
adversary model. +e SPDL model of the proposed protocol
is shown in Figure 10.+e role Device and role Server model
the communication pattern of theDi and S, respectively. +e
role Device initiates the login and authentication phase by
sending (P1, P2) using the send_1 function. On receiving (P1,
P2) using the recv1 function, the role server sends (P3, P4)
using send_2 functions to the device. Finally, the device
sends ESK[H(SK)] to the server using the send_3 function.
+e claim_i1 in role Device and claim_r1 in role Server
indicate that the XS and Ki must remain secret during the
communication.+e claim_i2 in role Device and claim_r2 in
role Server indicate whether SK � XS.Ki.IDi.G.Si.Ss can be
revealed using the session key adversary rule. claim_r3,
claim_r4, claim_r3, and claim_r4 is to verify whether the
authentication in terms of Nisynch and Niagree is
maintained.

+e SPDL model of the designed protocol was simulated
on the compromise 0.9 under the eCK adversary model as
indicated in Figure 6. +e verification results are shown in
Figure 11. From Figure 11, we can infer that the protocol is
safe and does not have any attack under the stringent eCK
adversary model.

7. Formal Security Analysis Using BAN Logic

Burrows et al. proposed BAN logic to validate the soundness
and correctness of a security protocol. +is section employs
BAN logic to determine the security validity of the proposed
scheme. D and S denote the communicating principles,
where KI and XS denote their private keys, respectively. +e
BAN notations are tabulated in Table 2 [31], and the BAN
postulates are given in Table 3. Besides that, as derived in
[33], synthesis rules are tabulated in Table 4.

7.1. Assumptions

(A1) D| ≡ ⟶ CK1
i
, CK2

i S

(A2) S| ≡ ⟶ CK1
i
, CK2

i D

A3) D| ≡ #(SI)

(A2) S| ≡ #(SS)

A5) S| ≡ D|⟶ SI

(A6) D| ≡ S|⟶ SS

7.2. Idealized Form

D⟶ S ; P1, P2 KI
MSG1

S⟶ D; P3, P4 XS
MSG2

7.3. Goals

G1) S| ≡ D⟶S K S G2) S| ≡ D| ≡ D⟶S K S

G3) D| ≡ D⟶S K S G4) D| ≡ S| ≡ D⟶S K S

7.4. BAN Analysis. From (MSG1), we get that

(1) D| ≡ P1, P2 KI

(2) D⇐ P1, P2 KI

From (2), (A1), and (R1), we get
(3) D| ≡ S| ∼ P1, P2 KI

SI is a part of P1, P2; thus, as per (A3) and (R6), we
get

(4) D| ≡ #(P1, P2)

From (3) and (5), we get
(5) S| ≡ D| ∼ P1, P2

From (7) and (S4), we get
(6) S| ≡ #(P1, P2)

From (3) and (6) on applying (R2), we get
(7) S| ≡ D| ≡ P1, P2

SI is the part of the P1, P2; thus, on applying (R5),
we get

(8) S| ≡ D| ≡ SI

Now as per (A5), (8), and (R3), we get
(9) S| ≡ SI

From (S3) and (3), we get
(10) S| ≡ D| ∼ SI

From (A3) and (10), we get
(11) S| ≡ D‖ ∼ SI

As per (R4) and (11), we get
(12) S| ≡ #( SI)

SI is a part of (SK); thus, as per (R6), we get
(13) S| ≡ #(SK)

From (13), (8), and (R7), we get
(14) S| ≡ D⟶S K S(Goal G1)

Due to the symmetry of the protocol,
(15) S| ≡ D| ≡ S⟶S K D(Goal G2)

From (MSG2), we infer that
(16) S| ≡ P3, P4 XS

(17) S⇐ P3, P4 XS

From (17), (A2), (R1), we get
(18) D| ≡ S| ∼ P3, P4 XS

Ss is a part of P3, P4; thus, as per (A4) and (R6), we
get

(19) S| ≡ #(P3, P4)

From (17) and (19), we get
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Protocol description Settings

hashfunction MUL;
hashfunction H;
hashfunction ADD;
const G: Nonce;
const KI,KS,KS1,KS2,SI,SS;
secret N1,N2;
macro PID=MUL (KI,Device,G);
macro CK1=MUL (PID,KS1);
macro CK2=MUL (PID,KS2);
macro P1=MUL (ADD(CK1,CK2),SI,H (PID));
macro P2=MUL (ADD(CK1,CK2),SI);
macro P3=MUL (ADD(CK1,CK2),SS,H (PID));
macro P4=MUL (ADD(CK1,CK2),SI);

{
role Device

freshSI,msg:Nonce;
var SS: Nonce;
secret KI,KS,KS1,KS2,SI,SS;

send_1 (Device,Server,P1,P2);
recv_2 (Server ,Device,P3,P4);
send_3 (Device,Server, {msg} msgMUL (KI,KS,SI,SS,Device,G));

claim_i1 (Device,Secret,SI);
claim_i2 (Device,SKR,MUL(KI,KS,SI,SS,Device,G));
claim_i3 (Device,Niagree);
claim_i4 (Device,Nisynch);

fresh SS: Nonce;
var SI,msg: Nonce;
fresh Message 1:Nonce;
secret KI,KS,KS1,KS2,SI,SS;

claim_r1 (Server,Secret,SS);
claim_r2 (Server,SKR,MUL (KI,KS,SI,SS,Device,G));
claim_r3 (Server,Niagree);
claim_r4 (Server,Nisynch);

recv_1 (Device,Server,P1,P2);
send_2 (Server,Device,P3,P4);
recv_3 (Device,Server, {msg} MUL(KI,KS,SI,SS,Device,G));

protocol improved(Devise,Server)

{

}

{

}
}

role Server

Figure 10: SPDL model of the proposed scheme.

Figure 11: Scyther verification results for the proposed scheme.

Wireless Communications and Mobile Computing 13



(20) D| ≡ S‖ ∼ P3, P4

From (20) and (S4), we get
(21) D| ≡ #(P3, P4)

From (18) and (21) on applying (R2), we get
(22) D| ≡ S| ≡ P3, P4

SS is the part of the formulae P3, P4 ; thus, on ap-
plying (R5), we get

(23) D| ≡ S| ≡ SS

Now, as per (A6) and (23) and (R3), we get
(24) D| ≡ SS

From (SR3) and (18), we get
(25) D| ≡ S| ∼ SS

From (A4) and (25), we get
(26) D| ≡ S‖ ∼ SS

As per (R4) and (26), we get
(27) D| ≡ #( SS)

From (R6), we get
(28) D| ≡ #(SK)

From (28) and (22) and on applying (R7), we get
(29) D| ≡ D⟶S K S(Goal G3)

Due to the symmetry of the protocol,

(30) S| ≡ D| ≡ D⟶S K S(Goal G4)

8. Comparison with Other Schemes

8.1. Security Comparison. +e security comparison of the
proposed scheme with relevant existing schemes is shown in
Table 5. Kalra and Sood [14] do not support any security
resistance. Chang et al. [15] are not resilient to traceability
and impersonation attack. Kumari et al. [16] support only
AK3 and AK4 features. Among the existing schemes,
Rostampour et al.’s [11] scheme is the only scheme that
supports AK1–AK5. However, from Table 5, we can infer
that Kalra and Sood [14], Chang et al. [15], Kumari et al. [16],
Wang et al. [17], and Rostampour et al. [11] have not been
evaluated under the eCK adversary model. +e formal
validation of Rostampour et al. [11] under eCK adversary
indicates that the scheme is not safe under the eCK model.
+e proposed scheme supports all the security requirements
from AK1 to AK5 and is also safe under the eCK model.

8.2. Computation and Communication Overhead. +e
comparison in terms of computational and communication
overhead is shown in Table 6. +e time complexities of
various critical operations considered include TECM: scalar
multiplication, TEADD: point addition, THASH: one-way hash,
TSENC/TSDEC: symmetric encryption, and Tinv: multiplicative
inverse. TECM is themost computationally intense operation.
As IoT devices are resource constraints in nature, the
computational overhead on these devices plays an important
role in determining the efficiency of the scheme as the server
is considered computationally more powerful. From Table 6,
we can infer that a computational overhead of 4 TECM for the
IoT device and 8 TECM in total is required in the proposed
scheme. +e highest device overhead is that of the

Table 2: BAN symbols.

Notation Description
D| ≡MSG D believes M
D⇐MSG D receives the message M
D| ∼ MSG D sent the message M in past
D‖ ∼ MSG D sent the message to M currently
D|⟶ F D has jurisdiction over V
#(MSG) M is fresh
⟶P r D P r is the public parameter calculated using the private key of D

D⟶S K S SK is the key between D and S
X{ }SK SK is the key used to encrypt X

(F1/F2) If F1 is true, then F2 is true

Table 3: BAN postulates.

Rule no. Name Representation
R1 Message-meaning rule (D | ≡ ⟶Pr S, D⇐ MSG{ }XS/D | ≡ S| ∼ MSG)

R2 Nonce verification rule (D| ≡ #(MSG), D ≡ S| ∼ MSG/D| ≡ S| ≡MSG)

R3 Jurisdiction rule (D|⟶ MSG, D| ≡ S| ≡MSG/D| ≡MSG)

R4 Seeing rule (D⇐MSG1, D⇐MSG2/D⇐(MSG1, MSG2))

R5 Belief rule (D| ≡ MSG1, D| ≡ MSG2/D| ≡ (MSG1, MSG2))

R6 Freshness rule (D| ≡ #(MSG1)/D| ≡ #(MSG1, MSG2))

R7 Session key rule (D| ≡ #(SK), D| ≡ S| ≡ X/D| ≡ D⟶S K S ) X is part of SK

Table 4: Synthesis rules.

Rule no. Synthesis rule
S1 D⇐MSG1 D⇐(MSG1, MSG2)

S2 D| ≡ S| ∼ MSG1D| ≡ S| ∼ (MSG1, MSG2)

S3 D| ≡ S| ∼ (MSG1, MSG2) D| ≡ S| ∼ MSG1
S4 D| ≡ S| ∼ MSG1D| ≡ #(MSG1)
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Rostampour et al. scheme with 7 TECM and the lowest is that
of Kalra and Sood [14]. However, from Table 5, we can infer
that none of the security specifications are supported by
Kalra and Sood [14]. In terms of scalar multiplication (TECM)
overhead, the proposed scheme is required the same no of
scalar multiplication as compared to other schemes con-
sidered for comparison. +e communication cost is esti-
mated based on the number of bits transmitted. We consider
an elliptical curve E(a,b) of 160 bit. +e size of an ECC point
P(x,y) on the 160 bit curve is 320 bits (X[160], Y[160]). +e
symmetric encryption considered generates a ciphertext of
128 bit. In the proposed scheme, 03 messages are exchanged
that include (P1, P2), (P3, P4), and ESK[H(SK)]. +e 03
messages requires [(320 + 320),(320 + 320)+128]� 1,408
bits.

8.3. Energy Overhead. To compare estimated energy con-
sumed on an IoT device, the time consumed by various
critical operations as indicated in [34] on a MicaZ mote [35]
is shown in Table 7. +e energy is consumed using
E�V∗ I∗T, where V is the voltage, I is the current drawn,
and T is the time taken for the operation. For a MicaZ mote,
V� 3V and I� 8mA. +e proposed scheme has an energy

overhead of 278.16mJ for the IoTdevice. +e comparison of
the energy analysis of the proposed scheme with the relevant
existing scheme is shown in Figure 12. +e highest energy
overhead is that of the Rostampour et al. scheme with
477.6mJ. Rostampour et al. is not secure under the eCK
adversary model. +ough Kalra and Sood [12] have the
lowest energy overhead for the IoT device, it has a high
communication overhead and suffers from various security
limitations that include AK1, AK2, AK3, AK4, and AK5.
Kalra and Sood [12] have not been evaluated under the eCK
model. Chang et al. [15], Kumari et al. [16], and Wang et al.
[17] have the energy overheads of 271.44mJ, 271.2mJ, and
271.68mJ, respectively. However, Chang et al. [15], Kumari
et al. [16], and Wang et al. [17] do not suffice to all security
requirements and have not been modeled under the eCK
model. +e designed scheme supports all the security
specifications and is the only scheme that is formally vali-
dated under the eCK adversary model. +us, with the
computational requirement of 278.16mJ and

Table 5: Security comparison.

Scheme AK1 AK2 AK3 AK4 AK5 eCK
Kalra and Sood [14] ✘ ✘ ✘ ✘ ✘ ✘
Chang et al. [15] ✘ ✘ ✔ ✔ ✔ ✘
Kumari et al. [16] ✘ ✘ ✔ ✔ ✘ ✘
Wang et al. [17] ✘ ✔ ✔ ✔ ✘ ✘
Rostampour et al. [11] ✔ ✔ ✔ ✔ ✔ ✘
Proposed scheme ✔ ✔ ✔ ✔ ✔ ✔
AK1: traceability attack; AK2: impersonation attack; AK3: replay attack; AK4: message integrity attack; and AK5: man-in-the-middle attack.

Table 6: Comparison of computational and communication overhead.

Scheme
Computation overhead Communication

overheadDevice Server Total
Kalra and
sood [14] 3 TECM+ 4 THASH 4TECM+ 5 THASH 8TECM+ 9 THASH 1,760

Chang et al. [15] 4TECM+ 4 THASH 4TECM+ 4 THASH 8TECM+ 8 THASH 1,632
Kumari et al. [16] 4TECM+ 3 THASH 4TECM+ 4 THASH 8TECM+ 7 THASH 1,760
Wang et al. [17] 4TECM+ 5 THASH 4TECM+ 3 THASH 8TECM+ 8 THASH 1,632
Rostampour
et al. [11] 7TECM+TEADD 6TECM+TEADD 13 TECM+2 TEADD 1,920

Proposed
scheme

TECM+TEADD+ 2
THASH +TSENC/TSDEC +Tinv

4 TECM+TEADD+ 2
THASH +TSENC/TSDEC +Tinv

8 TECM+ 2TEADD+ 4 THASH + 2
TSENC/TSDEC + 2 Tinv

1,408

Table 7: Time consumed for critical operations [34].

Operation Seconds
TECM 2.82
TSENC/TSDEC 0.000029
THASH 0.0091
Tinv 0.14
TEADD 0.16

203.76
271.44 271.2 271.68

477.6

278.16
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Figure 12: Energy overhead comparison.
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communication overhead of 1,408 bits, the proposed scheme
supports all the security requirements and is also safe under
eCK adversary.

9. Conclusion

Authentication between IoT devices in the perception layer
and the cloud server is critical for developing secure IoT-
based smart applications. +e existing schemes presented for
authenticated key agreements between IoT devices and the
cloud services have not been validated using the eCK ad-
versary model. Recently, Rostampour et al. presented a
scheme for authenticated key agreement between IoTdevices
and the cloud server that is secure under the Dolev and Yoa
model. A formal security validation of Rostampour et al. has
been carried out using Scyther-Compromise under the eCK
model. +e verification indicates that the scheme susceptible
to session key disclosure attacks under the eCK model. A
lightweight ECC-based authentication technique for IoT
devices and the cloud server has been presented in this paper.
+e Scyther-Compromise simulation indicates that the
proposed scheme is secure under the eCK model. BAN logic
analysis and evaluation indicate that the design of the pro-
posed scheme is sound and correct. +e overhead analysis
indicates that the proposed scheme requires 199.44mJ and
512 bits less in terms of energy and communication overhead
as compared to the scheme presented by Rostampour et al.
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As traditional cloud computing is not efficient enough to support large-scale computational task execution in IoT environments,
a task offloading and resource allocation algorithm for mobile edge computing (MEC) is proposed in this paper. First, a multiuser
computation offloading model is constructed, including a communication model and computation offloading model, which is
transformed into the minimization of users’ time delay and energy consumption (i.e., total system overhead) in the MEC system.
+en, the task offloading model is formulated into a Markov decision process, and an offloading strategy based on a deep Q
network (DQN) is designed to dynamically make fine tunings on the offloading proportion of each user so as to realize a low-cost
MEC system.+e proposed algorithm is analyzed based on the constructed simulation platform.+e simulation results show that
when the number of user terminals is 40, the average delay of the proposed algorithm does not exceed 0.9 s, and the average energy
consumption tends to 65 J, which is better than the comparison method. +erefore, the proposed algorithm has certain
application prospects.

1. Introduction

Nowadays, more and more mobile devices are emerging in
people’s lives, leading to the explosion in the population of
smart network edge devices [1]. Subsequently, the data and
computation tasks are also growing exponentially. In the
context of massive data and large-scale computation tasks,
mobile devices are required to process large amounts of
application data quickly, which lays a high demand on their
computing capacity. Due to the mismatch between data
volume and transmission channel, traditional cloud com-
puting brings huge pressure and ultrahigh delays to the
crowded network and cannot efficiently support the exe-
cution of large-scale computing tasks [2]. Mobile edge
computing (MEC) provides cloud computing capacity for
mobile devices at the edge of networks via wireless access,
which solves the problem of limited computation and energy
resources for mobile devices. MEC has become a new
paradigm for providing powerful computing and storage
capabilities for mobile devices [3, 4]. In order to further

ameliorate the quality of services for users and the increase
of resource utilization efficiency in MEC, complex com-
putation task offloading strategies and the allocation of
communication resources need to be addressed [5].

In early work on computation offloading, most re-
searches considered single-user scenarios, such as low
complexity dynamic computation offloading algorithms
based on Markov decision processes and Lyapunov opti-
mization, trying to achieve the load-balancing optimization
through offloading strategies [6, 7]. Reference [8] proposed a
low complexity heuristic algorithm to achieve load balancing
by using fractional programming with the optimization goal
of minimizing the energy consumption of task offloading.
However, the multiscenario and multidimensional optimi-
zation for computational resource allocation is yet to be
improved. Reference [9] realizes task unloading and efficient
channel resource allocation based on the differential evo-
lution algorithm. +is scheme can significantly reduce en-
ergy consumption while ensuring convergence. However,
the performance is poor for multiobjective optimization of
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complex tasks. On the new cloud edge computing network
designed by Reference [10], a joint optimization strategy
based on a binary custom fireworks algorithm is proposed,
which can ensure the rationality of system computing re-
sources and response time. But the high occupancy of
computational resources and the resource utilization need to
be improved. Reference [11] proposed a joint distributed
algorithm considering transmission power and unloading
strategy and established a queue model with a separate
capacity between different windows to optimize queue delay.
However, with the massive number of network devices
accessing the network in the 5G era, single-user scenarios are
no longer able to meet people’s daily needs.

Recently, deep learning techniques have been widely
studied with the development of artificial intelligence.
Since deep learning can solve some limitations in rein-
forcement learning, it is integrated into reinforcement
learning to open a new era of deep reinforcement learning
[12]. Deep reinforcement learning incorporates deep
neural networks to optimize the process of reinforcement
learning, thus improving the learning speed and perfor-
mance of reinforcement learning algorithms. +erefore,
deep reinforcement learning is widely used in the practice
of reinforcement learning [13]. Reference [14] proposed a
distributed optimization method based on an alternating
direction multiplier, which decomposes the optimization
problem into N subproblems and maximizes the weighted
sum calculation rate through the optimal allocation of
system resources and task calculation time. However, this
method is weakly adaptable to new environments. An
offloading strategy based on metareinforcement learning
was proposed in Reference [15]. Mobile applications are
modeled as directed acyclic graphs and offloading strategies
via neural networks, and the collaboration of first-order
approximation and tailoring of agent goals is applied for
effective training. Although the adaptability is enhanced,
the processing time for the strategy still needs to be im-
proved. Reference [16] constructs a task unloading model
based on multiagent deep reinforcement learning and uses
the MEC model to better realize computing task unloading
and resource allocation. Wang et al. proposed a rein-
forcement learning-based computing offloading strategy
[17]. Although the aforementioned deep learning algo-
rithms can achieve better performance in MEC, the
training process and initial conditions are very complex,
which means they need to be further optimized in practical
applications.

Based on the above analysis, to alleviate the network load
and reduce the risk of network congestion in traditional
cloud computing of IoT, MEC is introduced to formulate the
multiuser computing offloading problem. A task offloading
and resource allocation algorithm for MEC in an IoT en-
vironment is proposed. Since user’s tasks and the compu-
tation tasks in the edge server may be time-varying, a deep Q
network (DQN) based computation offloading strategy is
proposed to achieve the minimum operation overhead of the
system by dynamically fine-tuning the ratio of time delay
and energy consumption, which improves the robustness of
the proposed algorithm.

2. System Model and Optimization Objectives

2.1. System Model. In the MEC system, in order to better
serve users and improve system task processing capacity,
computing tasks can be offloaded to the MEC server for
execution via the wireless channel according to practical
situations [18]. As shown in Figure 1, the number of mobile
users is n � 1, 2, · · · , N{ }. +e MEC server is deployed in the
system, which is connected to the base station of this cell.
Namely, in the process of task offloading, the computation
task of each user cannot be split but can only be offloaded.
Meanwhile, the offloading strategy cannot be changed.

Supposing that the number of wireless transmission
channels between users and the base station is
m � 1, 2, · · · , M{ }, users can choose one of the multiple
wireless channels to offload tasks. +e offloading strategy of
the user n can be denoted as an � 0, 1, · · · , M{ }. When an � 0,
it indicates that the user selects local computing, and when
an > 0, it indicates that the user selects to uninstall the MEC
server for execution.

Assume that the computation-intensive task is
Tn � dn, cn . Where dn and cn denote the input data size of
the task in K bits and the CPU cycles required to process the
input data, respectively.

2.2. Communication Model. +e communication model of
the system includes the selection and assignment of the
channel. When a user is connected n to the server Ω, let
Sa

n,Ω � 1, then the user n can offload tasks Tn to the server
through the high-speed network. At this point, if a task
needs to be offloaded, the server is required to allocate a
certain amount of network bandwidth to the user, which is
denoted as Bn,i. Since the offloading time for a task is very
short, we assume that the bandwidth obtained by the task is
not grabbed during the offloading. When the task is off-
loaded, the occupied bandwidth will be released and the total
bandwidth provided by the server Ω is BΩ. +e server can
choose different bandwidth allocation methods βC

Ω, such as
fixed percentage allocation, fixed amount allocation, or al-
location based on user payment criteria.

As the channel selection and allocation strategy are not
the focus of this work, the previously proposed communi-
cation model is adopted and the bandwidth allocation
method is given when several users share a channel that is
nonpreemptible. Namely, the bandwidth allocated to a user
cannot be released until the user’s data have been trans-
mitted [19, 20]. In addition, unlike the strategy that requires
waiting for the completion of a communication cycle before
releasing the bandwidth, the occupied bandwidth is released
immediately after the transmission is completed in this
paper. And it is shown in this paper that immediate
bandwidth release helps to improve the bandwidth utili-
zation of the system.

Based on the above analysis, it is known that the
remaining bandwidth of the current server is Ba

Ω, and the
offloading decision in each round offers n number of users to
offload their tasks, then the bandwidth obtained by each user
in this offloading process can be written as

2 Wireless Communications and Mobile Computing



Bn,i � δ0log2 1 +
pn × gn,Ω

δ0 + n∈N pnn × gnn,Ω 
⎛⎝ ⎞⎠, (1)

where δ0 is the background noise,p represents the trans-
mission power consumption, and g represents channel gain
between the user equipment and the base station.

+e model has the following features. If many users
choose to offload tasks at the same moment, they will bring
large interference among each other and reduce the trans-
mission rate, which results in a challenge for the offloading
algorithmwhen choosing the combination of offloading user
devices. For a task with an uplink data volume of d

⌢

n,i, the
relationship between the data volume and the transmission
time can be calculated as

t
C
n,i �

d
⌢

n,i

Bn,i

. (2)

+us, the communication model CΩ of the server can be
formulated as

CΩ �〈BΩ, β
C
Ω〉. (3)

+e communication model Cn,i of the user device can be
formulated as

Cn,i �〈tC
n,i, d

⌢

n,i〉. (4)

2.3. Computation Offloading Model

2.3.1. Local Execution. When an � 0, the user n chooses to
execute the computation-intensive task Tn locally. Let fn be
the computing capacity of the user n, then the time delay t1
incurred by the task Tn when it is executed locally can be
calculated as

t1 �
cn

fn

. (5)

+e energy consumption e1 for local execution can be
calculated as

e1 � χ1cn fn( 
2
, (6)

where χ1 is a constant.
According to equations (5) and (6), the total overhead of

local execution Θ1 can be expressed as

Θ1 � ωtt1 + ωee1, (7)

where ωt is the weight of time delay, ωe is the weight of
energy consumption, 0≤ωt ≤ 1, and 0≤ωe ≤ 1, ωt + ωe � 1.

2.3.2. MEC Offloading Computation. When an > 0, the user
selects to uninstall to the MEC server for execution, during
the offloading process, the TD and EC are generated during
the following three steps: (1) the computation task is
transmitting data through the wireless channel; (2) the
computation task is executed at the MEC server; and (3) the
computation result is returned to the user.

When data are transmitted to the MEC, the user selects
the wireless channel, and the resulting time delay can be
written as

t2 �
dn

v
⌢

n(a)
, (8)

where v
⌢

n(a) is the uplink data transmission rate.
+e energy consumption incurred by the data trans-

mission to the MEC can be expressed as

e2 � pnt2 �
pndn

v
⌢

n(a)
. (9)

When the task is uploaded to the MEC server, it is
computed using the computational resources of the server,
at this point the resulting time delay can be calculated as

t3 �
cn

Fn

, (10)

where Fn denotes the MEC server computing capacity.
+e energy consumed when executing tasks at the MEC

can be formulated as

e3 � χ0cn Fn( 
2
. (11)

Generally, the size of the result calculated by the MEC
server is very small compared with the input data, so the TD
and ECwhen returning the calculation result to the user can be
ignored [21]. +us, the total overhead of offloading the
computation task to theMEC for execution can be expressed as

Θ2 � ωt t2 + t3(  + ωe e2 + e3( . (12)

Based on equations (7) and (11), the overhead of each
user can be expressed as

Θn(a) �
Θ1, an � 0,

Θ2, an > 0.
 (13)

2.4.OptimizationObjectives. +e optimization objective of a
multiuser MEC system is to minimize the TD and EC.
Hence, it can be modeled as

Mobile 
user N

Mobile user n Mobile user 3 Mobile user 2

Mobile user 1
Channel 3

Channel 2

Channel M

Channel m

Channel 1

MEC server

Base station

Figure 1: Multiuser MEC system model in single-cell.
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min 
n∈N
Θn(a)

s.t.
an ∈ 0, 1, · · · , M{ },∀n ∈ N

pn ∈ pmin, pmax ,

(14)

where pmin is the minimum values of the transmission power
and pmax is the maximum values of the transmission power.

+e above optimization problem involves the combi-
natorial optimization problem in multidimensional discrete
space. We can consider using reinforcement learning
technology and making use of the intelligent characteristics
of mobile users so that mobile users can get mutually sat-
isfactory unloading strategies.

3. Solutions

3.1. Reinforcement Learning. Reinforcement learning (RL) is
an autonomous learning framework that implements expe-
rience-driven learning through interactions and is used to
maximize the reward when intelligent agents are finding the
optimal behavior at a given state. Reinforcement learning, as a
part of machine learning, differs from supervised learning,
where training is based on the right answer itself [22, 23]. In a
standard RL model, the autonomous-learning agents interact
with the environment. +e process of reinforcement learning
is shown in Figure 2. At each timestamp t, a state s(t) is first
observed from the environment, then an action φ(t) is ex-
ecuted based on the current state, after which a reward/
punishment rt is fed back by the current environment.
+ereafter, the environment will move to another state
s(t + 1), where the probability of the environment moving to
a state s(t + 1) after performing an action φ(t) from the state
s(t) can be represented by the state probability transfer
function σ(s(t + 1)|s(t), φ(t)).

+e process described above is going to continue, which
maximizes the desired reward in the long run. Mathemat-
ically, reinforcement learning can be described as a Mar-
kovian decision process in which the response of the
environment to the state s(t + 1) depends on s(t) and φ(t).
Furthermore, the key point of reinforcement learning is to
learn without the knowledge of the underlying environment
model. And the reinforcement learning that cannot compute
rewards before actions are selected and cannot know the
state probability transfer function is referred as model-free
reinforcement learning [24]. Meanwhile, reinforcement
learning uses a ε-greedy approach as the fundamental policy,
where ε is a probability value between [0,1]. Each time an
action is selected, there is a probability of ε being exploited in
the Q-table and the action with the largest reward is ex-
pected, and there is a probability that an action is randomly
performed in the exploitation.

3.2. Systematic Action Transitions and Delayed Rewards.
Figure 3 demonstrates how the system states change over
time. Assuming that at the moment t, the reinforcement
learning algorithm, taking DQN as an example, obtains
observation ot from the server state, and makes offloading

action φt based on the observation. +en the offloading
action will affect the state of the user who receives the
offloading permission, which in turn affects the state of the
specific task to be offloaded. Once a task is in the offloading
process, it undergoes state transitions such as transmission,
arrival at the server cache, execution on the server, and
execution completed, which have a continuous impact on
the resources and state of the server throughout the tran-
sition process.

When the task is executed, the rewards rt recorded by
the system at this moment are returned to the decision-
making algorithm for learning. It is clear from the de-
scription that at the moment t, the decision-making al-
gorithm does not have access to the immediate rewards for
this action but can only obtain the reward for the action at
a previous moment. +is is a distinctive feature of the
incomplete observation system and is a key point for the
offloading model to meet the conditions for asynchronous
decision-making [25, 26]. +erefore, the cumulative re-
ward of successive decisions constructed by the learning
process is the key to determining whether the optimiza-
tion objective of the system is satisfied.

Assuming that the cumulative positive rewards of re-
inforcement learning (excluding punitive rewards) are equal
to the optimization objective Ψ of the system. +erefore, an
upper bound on the cumulative reward is the optimization
objective, which can be expressed as


t∈T

rt + rt


≤Ψ, (15)

where rt is the punitive rewards.
+e computation offloading in the edge environment is a

complex process of continuous decision-making. And a
model-free reinforcement learning method, i.e., temporal-
difference (TD), is applied, which combines Monte Carlo
sampling and bootstrapping in dynamic programming and
usually leads to better learning performance and efficiency.
Here, the loss function can be defined as

Agent Environment

State
s (t) Reward

r (t+1)

New state s (t+1)

Reward
r (t)

Execute action
φ (t)

Figure 2: +e process of reinforcement learning.
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n
i�1 yi − yi

′( 
2

n
, (16)

where y and y′ are the real value and target value of the
model output, respectively.

+e proposed learning method runs on an offloading
model on the edge server and is mainly as follows:

(1) At the beginning of learning, the server starts the
offloading process and updates the reward value rt �

(TL
n,i/εn,i) of the latest task for that user if the task has

been executed
(2) If the system is overloaded, it updates the reward

value as rt � − |rt− 1| of the latest task for that user
(3) +e server state st

Ω, and the list of users φt
Ω are

obtained and can be offloaded in this decision from
the action space. +en the offloading notifications
are sent to the users in the list by the server

(4) +e server reads the latest reward value of the task
and takes the triplet of state, action, and reward as
the training input to the reinforcement learning
algorithm

3.3. DQN-based Offloading Strategy. To better evaluate the
effect of the policies on action selection, the value function
about states and actions is converted into a recursive form,
which can be denoted as

Q st,φt(  � Φt + ζminφt+1
Q st+1,φt+1( , (17)

whereΦt is the value of cost and ζ is the discount coefficient.
In conventional Q-learning algorithms, the number of

states in the environment is generally assumed to be rela-
tively small, and therefore a look-up table is used to record
the state-action pairs (s,φ). However, since the number of

states in the constructed MEC network is so large, it is
computationally expensive to update the Q function in an
iterative manner if the Q learning algorithm continues to be
used. So DQN is proposed to address the problem.+e DQN
algorithm is a typical value-based policy algorithm that
collects the state st of the current network environment as
input data of the estimated value of the deep network. And
the output of the estimated value network is
Q(st,φ),∀φ ∈ A, where Q values corresponds to all the
actions. +en, a greedy algorithm, i.e., ε − greedy, is used to
select the actions φt. Next, the user performs the action φt,
and the network environment turns to the next state st+1,
while the value of cost Φt is generated. Based on this value,
the parameters of the estimated value network are updated,
and after many iterations of update, the estimated value
network has been trained to output the optimal Q function
Q(s, φ). +e mean square error function is used to define the
loss function of the estimated value network, which can be
written as

Lt � E Yt − Q st, at|θ( ( 
2

 , (18)

where θ denotes the weight parameter of the estimated value
network, and Yt represents the value of optimization ob-
jective for the estimated value network. However, if an
identical deep neural network is used to obtain the target
value, the target output of the network also changes with the
update of the parameters, that is, the label changes during
the deep learning training, which is obviously unreasonable
[27]. +erefore, it is necessary to introduce another neural
network named as the target value network, whose network
structure is exactly the same as the estimated value network.
+e only difference between them is that the parameter θ of
the target value network will not be updated at each timeslot
but will be copied from the parameters of the estimated value
network after every K steps of training. Namely, the
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Figure 3: Learning process and delayed reward.
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parameter of the target value network is updated K steps
slower than the estimated value network. +e target value
can be expressed as

Yt � Φt + ζminφt+1
Q st+1,φt+1|θ

−
( . (19)

In addition, the samples of training data are independent
of each other in supervised learning. But, it is noted that the
states of the MEC network are continuous in time series,
which affects the reliability of training to some extent.
+erefore, an experience replay unit (ERU) is introduced in
the DQN network and all the samples coming from the
interaction between environments and agents are stored in
the memory of the ERU in the form of quaternions
(st,φt,Φt, st+1), where st+1 is the next state for the statest. In
the training phase, one sample packet is randomly grabbed
from the ERU at a time, and the size of the packet can be set
arbitrarily within the maximum number of samples so that
the temporal correlation between datasets can be broken,
making the samples independent and increasing the gen-
eralization ability of deep learning. +e pseudocode of the
DQN-based offloading algorithm is shown in Algorithm 1.

4. Experiments and Analysis

+e simulation experiment platform uses MATLAB math-
ematical software, and the version is 2016a. +e computer
hardware conditions used in the simulation are as follows:
CPU is i7-7200U and the running memory size is 4GB. In
the experiments, the simulation scenario is assumed as
follows: the bandwidth B � 5MHz, and the computing ca-
pacity F� 12GHz/sec, and the computing capacity of each
mobile user itself is f� 5GHz/sec.+e transmission power of
the mobile users is between pmin andpmax , where
pmin � 150mW and pmax � 300mW. Assuming that the
computation offloading follows a uniform distribution be-
tween 3000 and 5000 Kb. Besides, decision weights are set as
ωt � ωe � 0.5.

4.1. Convergence Procedure in Training DQN Strategy. As
shown in Figure 4, three different sets of variables are
adopted in the experiments, which are as follows: (1) the
number of users is the same as the number of edge servers
(N, M) � (15, 15); (2) (N, M) � (15, 20); and (3)
(N, M) � (20, 15). And the number of iterations is 20,000.

As shown in Figure 4, in the DQN-based offloading
strategy, the average system cost of these three curves de-
creases rapidly until convergence. When (N, M) � (15, 15),
the average cost converges to the lowest value after about
11,000 iterations; when (N, M) � (15, 20), the average cost
converges to a stable value after about 9,000 iterations, and
this value approximates the value in the case of an equal
number of users and edge servers. When (N, M) � (20, 15),
the average cost converges to a larger value than that in the
other two cases after about 13,000 iterations. Hence, it is
confirmed that the proposed strategy allows the system cost
to gradually decrease and converge to a stable value re-
gardless of the relationship between the number of users and
the number of edge servers.

4.2. Comparison with Other Algorithms. Besides, it is com-
pared with the algorithms in Reference [8], Reference [10],
and Reference [15] in the simulation.

4.2.1. Comparison of the Number of Terminals and Average
Delay. +e relationship between the number of user ter-
minals and the average delay for different algorithms is il-
lustrated in Figure 5.

It can be seen in Figure 5 that since the algorithm
proposed in Reference [8] does not consider the collabo-
ration mechanism, the load on the computing server rises
with the increase of the number of user terminals, leading to
an overall rise in the user task delay. +erefore the average
user delay is the biggest. +e algorithm proposed in Ref-
erence [10] adopts side cloud collaboration, and when the
number of user terminals increases, the MEC server can
transmit the tasks that cannot be processed in time to the
cloud server for execution. Although the side cloud col-
laboration can reduce the task delay, the average user delay is
also relatively high because the cloud server is far away from
the user, which increases the transmission delay. Algorithms
proposed in this paper and Reference [15] both use rein-
forcement learning to design the offloading strategy.
However, the proposed algorithm constructs a multiuser
MEC model to offload computation tasks as quickly as
possible or execute them locally, so the delay is the smallest
and the average delay does not exceed 0.9 s when the number
of terminals is 40.

4.2.2. Relationship between Computing Capacity of MEC
Servers and Maximum User Delay. +e effect of the com-
puting capacity of MEC servers on the maximum user delay
under different algorithms is shown in Figure 6.

From Figure 6, it is illustrated that the user task delay
becomes smaller with the increase of the MEC computing
capacity. Also, the proposed algorithm has a smaller delay
compared to the other three algorithms, and its maximum
user delay is about 0.6 s when the computing capacity of
MEC servers reaches 16GHz/sec. +is is because when the
computing capacity of MEC servers is low, the servers
collaborate with each other to balance their load and reduce
the task delay. +erefore, the advantages of edge-cloud
collaboration will no longer be obvious, and the perfor-
mance of the algorithm proposed in Reference [8] gradually
approaches the curve of Reference [10].

4.2.3. Relationship between Average SystemOverhead and the
Number of Mobile Users. Figure 7 illustrates the perfor-
mance of the average system overhead with a different
number of mobile users, where the number of channels is set
to be 12 and the computing capacity of MEC servers is set as
F� 12GHz/sec.

As shown in Figure 7, the average system overhead of all
four algorithms increases with more and more users. In
Reference [10], some of the computation tasks are offloaded
to the cloud computing center for execution, and the cloud
computing center is far away from users, thereby the TD and
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EC increases significantly and its computation overhead is
the highest. Heuristic algorithms are applied in Reference [8]
for system optimization, while its optimal solution searching
performance is weaker compared to the learning results in
deep learning networks. Meanwhile, as the number of
mobile users increases, the resources that the system can
provide in the process of task offloading are limited, so the
competition for the limited resources in the system is in-
tense, which can cause an increase in the system delay and
energy consumption. In such an environment of intense
competition for resources, the metareinforcement algorithm
proposed in Reference [15] has a more obvious advantage
over the DQN strategy of the proposed algorithm. +e
proposed algorithm realizes the optimal task unloading and
resource allocation through the powerful data optimization
ability of DQN. Its total system overhead is less than 120 and

can dynamically fine-tune the delay and energy consump-
tion according to the actual needs.

4.2.4. Relationship between Average System Energy Con-
sumption and Training Rounds. When ωt � 0 and ωe � 1,
the optimization objective can only be concerned about the
energy consumption of the whole system and neglect the
system delay. Under such circumstances, the performance of
energy consumption of the system is shown in Figure 8.

From Figure 8, it can be seen that the average system
energy consumption of the four algorithms tends to be stable
as the number of training rounds increases, but the proposed
algorithm has the smallest average system energy con-
sumption, which tends to be 65 J when the number of
training rounds exceeds 19. +e proposed algorithm uses
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Figure 4: Convergence procedure in training the DQN strategy.

Begin
(1) Emptying the storage area of the ERU
(2) Initialize the weight parameters of the estimated value network θ, and make the parameters of the target value network θ− � θ
(3) Initialization status s

(4) For t� 1 :1 :T
(5) do
(6) Under the greedy algorithm, an action is selected based on the state stφt

(7) Execute the action φt and observe the system costs Φt and st+1
(8) Collecting samples (st,φt,Φt, st+1) and storing them in the ERU
(9) If the samples are larger than the size of the sample pack then grabbing a sample packet at ERU
(10) If st is the final state then Yt � Φt

Otherwise Yt � Φt + ζminφt+1
Q(st+1,φt+1|θ

− )

(11) Execute RMSPropOptimizer, optimize (Yt − Q(s,φ|θ))2

(12) Every K time slots elapsed, so that θ− � θ
(13) st � st+1
(14) End

End

ALGORITHM 1: DQN-based offloading algorithm.
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DQN to construct an offloading strategy in which the system
optimization search is accelerated by system action transi-
tion with delayed reward and introduces the MEC system
model, leading to smaller overall energy consumption. +e
meta-reinforcement strategy proposed in Reference [15] is
computationally complex and lacks a reasonable system
architecture, so the energy consumption increases. In Ref-
erence [10], the task offloading is executed based on the
cloud edge collaborative architecture, but its stable energy
consumption is more than 100 J due to the long distance
between cloud computing centers and the users. Reference
[8] has less computational overhead due to low complexity.

However, the time delay is large, so the overall offloading is
not effective.

5. Conclusion

To alleviate the network load and reduce the risk of network
congestion in traditional cloud computing of IoT, MEC is
introduced to formulate the multiuser computing offloading
problem, where the optimization objective is set to minimize
the total weighted overhead of time delay and energy
consumption to ensure reasonable system resource alloca-
tion. Additionally, the optimization problem is solved using
a DQN-based offloading strategy, obtaining the optimal
scheme. +e results based on the simulation platform show
that:

(1) +e introduction of MEC, which enables the com-
putation task in close proximity to the users, can
reduce system time and energy consumption. +e
average delay of the proposed algorithm does not
exceed 0.9 s, and the average energy consumption
tends to be 65 J when the number of user terminals is
40.

(2) +e proposed algorithm can execute computational
tasks as close as possible by adopting the MEC
system, enabling it to reduce the total system
overhead to a great extent. And the total overhead is
lower than 120 when the number of users is 50.

As the mobile user devices have very limited resources
and suffer from the problem of battery aging, the energy
provided to the users is not enough for them to complete the
whole offloading procedure in some cases. +erefore, how to
renew the energy for mobile users to ensure that offloading
will not be interrupted deserves deep study, which will also
be the focus of our research in the future.
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Traditional cultural industry theory is confined to a specific historical context, and the theoretical level of simple denial and
criticism of cultural industry phenomena has lost its historical significance. The development of the cultural industry is the
inevitable result of the development of the market economy. It enables people to recover from their values in the spirit of
humanism. This article was aimed at studying and evaluating Adorno’s cultural industry theory based on the development
environment of the Internet and using literature review techniques to obtain, collect, and summarize research related to
Adorno’s cultural industry and its subject critical theory, analyze, summarize, and classify their views and opinions, as well as
data on gender significance and limitations, and compare and extract. In the research stage of the thesis, firstly, the
background and conditions of Adorno’s critical theory of cultural industry were systematically investigated with a complete
historical and logical method. Then, it combines theory with practice and uses Adorno’s critical theory of contemporary
Chinese cultural industry to find problems and defects. Finally, based on the difference between Adorno’s living environment
and the current environment, it is logical to compare Adorno’s theory with comparative research methods in modern China,
but it needs to be improved and perfected.

1. Introduction

Adorno’s cultural industry is Western Marxist ideology and
culture, but Western Marxist ideology is essentially a beacon
of my country’s classical Marxism, which can be used as a
reference to enhance my country’s national experience [1,
2]. The Chinese cultural industry appeared for a short time
in the 1990s, but it has successfully penetrated into modern
society [3]. Its tremendous influence on Kannada-speaking
society forces us to think about and explore cultural indus-
tries. The commercialization and popularity of music in
modern Chinese society and the unification of TV and liter-
ary creation kitsch programs have also increased the aware-
ness of cultural institutions in the fields of education and
politics [4]. The cultural industry pushes culture and celebri-
ties to the limit and opposes that culture affects people’s lives
and undermines public opinion. Therefore, it is very impor-
tant to learn about the cultural industry on a regular basis.
Revisiting Adorno’s cultural industry and understanding
the roots of his suspicion and important attitude towards

the cultural industry will certainly help our cultural
research [5].

In today’s world cultural trends, the highest level of cul-
tural development is the cultural industry, which is an amaz-
ing historical fact [6]. Ada analytically reconstructed the rise
of the Department of Art and Cultural Management, which
was established in Istanbul about 20 years ago and has been
training graduates in Turkey ever since. He believes that as a
microcase, when trying to solve the problem of “cultural
industry” as an education field, the knowledge provided by
this experience is worthy of discussion and consideration
[7]. Some scholars describe that in the view of Adorno’s cul-
tural industry theory, “popular culture” is generally a hodge-
podge, imposed on the masses from the top down. But as far
as the status quo of Chinese popular culture is concerned,
Adorno’s “denial of the cultural industry” has two states.
On the one hand, in our real life, there are many phenomena
that fit his description: contradictory situation [8]. In addi-
tion, some scholars believe that Adorno believes that mod-
ern culture and art in capitalist society have been
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commercialized. Although this commercialized culture and
art is popular and universal, in “popular culture,” art loses
in “popular culture,” criticism, and negation function. The
strong culture formed by popular culture has the social func-
tion of weakening people’s enterprising spirit and changing
people’s souls [9]. Based on this fact, this article chooses to
explore the cultural industry theory of the Frankfurt School
from the development environment of the Internet.

There are two main innovations in this article: One is to
classify and integrate Adorno’s critical theory of cultural
industries based on understanding and knowledge and
extract the basic framework of Adorno’s critical theory of
cultural industries that the author understands. Previous
work on the critical theory of Adorno’s cultural industry
was largely based on a general explanation of his theory
and lacked the core coupling and integration of the critical
theory of Adorno’s cultural industry. This article tries to
integrate Adorno’s critical theory of cultural industries from
the author’s theory and understanding and reveals the pro-
found colors behind Adorno’s critical theory of cultural
industries. The second is to examine the critical theory of
Adorno’s cultural industry in the context of the development
of socialist culture with Chinese characteristics. At present,
most domestic research on Adorno is purely theoretical.
Some are just the combination of theory and Chinese reality,
some focus on the shortcomings of Adorno’s theory in Chi-
nese society, and some lack detailed research on the prob-
lem. This article broke the leg and fits mechanically,
pushing the reality of Chinese society into Adorno’s theoret-
ical framework. This article combines Adorno’s critical the-
ory of cultural industries and at the same time combines
Adorno’s critical theory of cultural industries with the actual
situation of China’s sustainable development, based on the
positive aspects of Adorno’s critical theory of cultural indus-
tries. It is used to study the reality of China and provide spe-
cific references for the construction of socialist culture with
Chinese characteristics.

2. Research on the Theoretical Evaluation and
Enlightenment of Adorno’s Cultural
Industry in the Internet
Development Environment

2.1. The Connotation of Cultural Industry

2.1.1. Standardization. Adorno believes that the term
“industry” in the cultural industry means “not only the pro-
duction process, but also the standardization of things and
the reasonable and efficient allocation of technology.” With
the development of media technology, cultural and artistic
products are decorated with commodities with the same
details, similar plots, and consistent styles. Such works can
win the applause of the masses, but it is difficult to leave
an indelible impression in their hearts. “Cultural industry
technology realizes standardization and mass production
by subtracting the two logical differences between social
work and social system.” In order to make products attrac-
tive to consumers and occupy the market, producers “ratio-
nalize” according to consumers’ preferences. The choice is

more and more in line with the tastes of the vast majority
of people, coupled with the so-called fashion trends, so the
presented cultural works of art lose their individuality, and
the manufacturer claims that the products are unique and
each one cannot be replaced.

2.1.2. Commercialization. The industrial age enabled the
mass production of cultural and artistic works, and technol-
ogy accelerated the standardized production of cultural and
artistic products. All of these are closely related to the basic
characteristics of cultural industry products as commodities.
“Art works that are products of the cultural industry are not
real art, but are produced as products that can be sold imme-
diately on the market.” The cultural industry is formed
under the conditions of a developed capitalist market and
has become a general law of the market economy. Adorno
specifically pointed out that handicrafts are distributed as
commodities in production and consumption activities.
Now “people can replace the so-called use value in the struc-
ture of cultural commodities with exchange value.” When
cultural and artistic works become popular as products, their
use value, that is, aesthetic value, is replaced by exchange
value. People consume cultural and artistic works to increase
visibility and profit.

2.1.3. Falsehood. The standardization and commercialization
of the cultural industry have led to the false personality of
cultural and artistic works. This false personality became
popular with the deliberate defense of the ruling class to
guide public opinion to follow the trend and create public
opinion. “A maverick movie star uses curly hair to cover
his eyes and show his originality, etc.” Once the entire soci-
ety is integrated into the cultural industry system, only when
individuals reach a consensus with the general public can the
industrial society tolerate the existence of individuals. There-
fore, even if an individual knows the hypocrisy of this char-
acter, he will remain silent so as not to be rejected. Over
time, the public loses the ability to distinguish between true
and false. In this sense, “the personification of the cultural
industry is nothing more than a marketing strategy, an era
when consumers are deceived.”

2.2. Evaluation of Adorno’s Cultural Industry Theory. Ador-
no’s theory of cultural industry is the most representative
theory of the Frankfurt School. Its influence lies in that it
first proposed the concept of “cultural industry” and
revealed that the existence and development of cultural
industry is a sign of the decline of capitalist society, a serious
phenomenon of alienation. Adorno was the first person in
the Frankfurt School to pay attention to mass culture, and
he was the first to bring mass culture and higher culture into
the theoretical research field of modern culture at the same
time.

During the Second World War, the American cultural
industry was very prosperous, and the public can appreciate
various forms of cultural products. In such a realistic con-
text, Adorno’s pessimistic criticism of the industrialization
of cultural products is undoubtedly like a “timely rain,”
pouring out the consciousness of the public. Adorno pointed
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out that the harmfulness of the cultural industry is mani-
fested in the elimination of human personality, loss of the
aesthetic value of art, domestication of public thoughts,
and elimination of public judgment. When the public
embraced the cultural industry and when the public wan-
dered in the ocean of the cultural industry, he tried to use
straightforward expressions and sharp comments to alert
the public and prevent the public from being deceived by
the cultural industry. He also worked hard to maintain elite
culture. The authority and purity of art prevent the decline
of culture.

In short, he warned cultural producers to produce cul-
tural products with a sense of social responsibility and
reminded the public to treat culture with a speculative
perspective.

3. Investigation and Research on the
Theoretical Evaluation and Enlightenment of
Adorno’s Cultural Industry in the
Environment of Internet Development

3.1. Research Methods. This article adopts the online ques-
tionnaire survey method to conduct a questionnaire survey
on the public’s awareness of Adorno’s cultural industry in
the Internet environment. In the process of analyzing the
characteristics of the cultural industry in the representative
Internet environment, the characteristics of industrialization
are interpreted through texts and raised to the level of theo-
retical understanding. On the basis of grasping the theory of
cultural industry, sum up the industrialization characteris-
tics of cultural industry under the Internet environment with
universal laws.

3.2. Data Collection. This article mainly uses Questionnaire
Star to distribute questionnaires online. A total of 255 ques-
tionnaires were distributed online. Because there will be a
small reward after filling in the questionnaire, the effective
rate of the questionnaire returned is 100%.

3.3. Data Processing and Analysis. This article uses SPSS 22.0
software to count and analyze the results of the question-
naire and conduct a t-test. The t-test formula used in this
article is as follows:

t =
�X − μ

σXð Þ/ ffiffiffi

n
p� � , ð1Þ

t = X1 − X2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n1 − 1ð ÞS21 + n2 − 1ð ÞS22
� �
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q

1/n1 + 1/n2ð Þ
:

ð2Þ

Among them, formula (1) is a single population test, s is
the sample standard deviation, and n is the number of sam-
ples. Formula (2) is the double population test, and the sum
is the sample size.

4. Investigation and Analysis of Adorno’s
Theoretical Evaluation and Enlightenment of
Cultural Industry in the Environment of
Internet Development

4.1. Development of the Cultural Industry. Different from
Adorno’s statement, Chinese scholars refer to the “cultural
industry” as the cultural industry and believe that the cul-
tural industry is a process of producing and composing cul-
tural products and cultural services according to
industrialization standards. The Chinese government
attaches great importance to the development of the cultural
industry and has taken it as a national policy to implement
it. The development of technology will inevitably bring
about the prosperity of culture. Only in this way can society
achieve internal balance. The development of cultural indus-
tries is an unstoppable trend. When the level of productivity
increases and material needs are met, people will naturally
pursue spiritual satisfaction. Since the reform and opening
up, China’s economy has achieved unprecedented develop-
ment, and the cultural industry has risen rapidly in the
course of economic development, as shown in Figure 1.
“Data shows that in 2020, the growth rate of residents’ con-
sumption of spiritual and cultural products is 9% higher
than the growth of consumption of material products, as
shown in Table 1. The cultural industry has undoubtedly
become a new branch of China’s economic growth.” But
today in this society where technology is taking off and com-
mercialization is strong, the industrialization of culture has
also brought some problems. Adorno’s critical theory pro-
vides another reference for understanding the cultural sig-
nificance of the cultural industry. We cannot but consider
the convenience brought to mankind by the cultural
industry.

Judging from the aesthetics of today’s popular culture at
that time, many works were full of entertainment and inter-
est, and some were very mediocre, but they caused a strong
shock to the Chinese people’s psychology at that time. In fact,
the entertainment and entertainment of popular culture
itself, the personalized reading and singing of popular cul-
ture, and the innovation of expression methods brought by
popular culture all contribute to the politicization, shaping,
and grouping of culture and art. During the “Cultural Revo-
lution,” some people remember that they had sang “Everyone
Has a Red Heart” and “The Great Proletarian Cultural Revo-
lution is Good” before. After the ten-year catastrophe, they
could only sing “Water” Jiaocheng and Jiaocheng Mountain.
“He has hardened his heart and blood in his pale life, and
then, whether he is a 20-year-old student or a student drag-
ging children and girls, on the one hand, they are looking
for the key to open the door of knowledge, on the other hand
they are also looking for it,” “Olive” and “Penghu Bay
Grandma” in their dreams. Mass culture is essentially an
entertaining and entertaining consumer culture and business
culture, but there are a large number of Chinese who have
just experienced the so-called “Cultural Revolution” for ten
years I find myself lagging behind entertaining and
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entertaining. Reading has a deeper meaning. Teresa Teng’s
soft voice and soothing melody have become, in a sense, peo-
ple’s dissatisfaction with integrated, politicized, and stan-
dardized culture and their yearning for secular life. The
love story between Hong Kong’s large-scale romantic novel
and Taiwan not only provides an ideal love model but also
provides an ideal state of transition from a rural society to
an urban industrial society. It has all the material achieve-
ments of industrial civilization, and it retains the poetic and
romantic feelings of rural society. This narrative method of
dual opposition of good and evil, faith and betrayal, beauty
and ugliness, and superiority and humility coincides with
the efforts of the bourgeois Chinese to experience the indif-

ference and sense of justice in interpersonal relationships.
The long-term class struggle requires warmth, justice and
truth, kindness, and beauty.

4.2. Diversification of Communication Media. From the per-
spective of communication science, mass communication
generally mainly passes through four media: newspapers,
radio, television, and the Internet. Nowadays, mobile phones
are sometimes classified as the fifth medium, as shown in
Table 2. Each medium has its own characteristics. Newspa-
pers and periodicals break through the limitations of time
and space, their content is close to the masses, the readership
is wide, and they are easy to collect and read carefully. Com-
pared with newspapers and periodicals, broadcasting can
release people’s vision, and it also has the advantage of being
able to transmit quickly and over long distances. Television
and movies integrate audiovisual means to provide people
with a wide range of information and entertainment.
Figure 2 shows the application proportion of cultural com-
munication media in the Internet environment.

The emergence of the network as the fourth medium has
cross-media attributes and breaks through the framework of
traditional mass communication. Since the network, infor-
mation has changed from a linear transmission mode to a
highly interactive communication mode. This mode makes
the dissemination of information, and acceptance is more
random and personal. Many newspapers, radio and televi-
sion, and other physical media websites have appeared on
the Internet. Most of these websites have opened audience
feedback platforms. Using this platform, people can com-
ment on news information or program columns, so the
media can make timely adjustments to the audience. In this
way, the active choice of the company acts on the develop-
ment of the media. This realizes that the mass communica-
tion process described by Fiske is like dialogue and
negotiation. It is an activity of exchange and interaction,
which can perfectly show the main role of the audience.

The communication function of mobile phones is
embodied in the form of short messages. In many cases,
mobile phones and the Internet are connected with each
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Figure 1: The growth rate of consumption of spiritual and cultural products compared with the growth rate of consumption of material
products.

Table 1: The growth rate of consumption of spiritual and cultural
products compared with the growth rate of consumption of
material products.

Year
Consumption growth rate of

cultural products
Material product

consumption growth rate

2015 1.2% 2.5%

2016 3.4% 5.6%

2017 6.8% 7.1%

2018 4.3% 2.8%

2019 6.2% 2.5%

2020 10.4% 1.4%

Table 2: Proportion of application of cultural communication
media in the Internet environment.

What kind of cultural communication
medium do you usually use

Number of
people

Percentage
(%)

Press 22 8.6

Broadcast 23 9

Television 36 14.1

The Internet 57 22.3

Mobile phone 117 45.8
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other. The popularization of mobile phones in life now
makes this kind of message spreading information ubiqui-
tous. In the event of natural disasters such as earthquakes,
droughts, floods, and storms, the government will use text
messages to remind the public to pay attention to disaster
prevention. Like other media, mobile phone media has also
been entertained, and the release of funny text messages
has become one of the ways people express emotions. There
will also be people with ulterior motives spreading rumors
through text messages. For example, after the Wenchuan
earthquake in 2008, mobile phone users in many areas
received text messages claiming that there would be an
earthquake, causing panic. While people enjoy the conve-
nience and entertainment of short messages, they are often
troubled by spam and fraudulent short messages. In any
case, the diversity of media not only makes more people’s

lives more colorful but also proves the value of the audience.
Of course, we must also face up to the shortcomings in these
media and give full play to their role.

The emergence and rapid promotion of blogs is another
iconic phenomenon in the development of popular culture
in 2005. Blog (Blog) is a simple way to publish personal
information. Anyone can complete the creation, circulation,
and update of a personal website through registration. In
2002, the concept of blog was introduced to China and
developed rapidly. In 2005, the scale of blogs grew, and the
number of blog sites registered by Chinese users exceeded
33 million. Blogs make full use of network interactive func-
tions and timely updates, allowing people to access the most
valuable information and resources at the fastest speed. They
can also talk with friends, meet friends, and have in-depth
exchanges. The blog has brought a great impact to the
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traditional Chinese writing concept. Its appearance marked
the emergence of “civilian writing” and the expression of
“civilian voice” in the era of popular culture. “Publishing”
in China is the “discourse privilege” of a small number of
people, and most of them are silent in front of “words.”
The emergence of blogs allows everyone to display their
own words instead of the previous writing skills. It must
reach a certain level of sophistication and then be printed
and published by the publishing agency. Therefore, for a
while, blogs have become an ideal space for public expres-
sion. As of 2020, the number of blog spaces in China has
reached 182.55 million, and the number of blog authors
has reached 162.54 million, as shown in Figure 3.

With the increase in the number of subscribers, blogs are
integrated into social life at an extremely fast speed and
gradually become popular as a basic service based on the
Internet, followed by a series of innovative business models
such as blog advertising, blog search, corporate blogs, mobile
blogs, blog publishing, and independent domain name blogs.
In the next few years, as a new media phenomenon, the
influence of blogs can surpass traditional media and become
the most dazzling cultural phenomenon in popular culture.

4.3. Ignorance of the Main Body Status of the Masses. Ador-
no’s critical theory of cultural industry is too concentrated
on the commercialization of culture and the nature of prod-
ucts. It has not done too much explanation and research for
the purchasers of goods, that is, the general public, and has

ignored the subjectivity of the people. Almost all the masses
are classified as passive receivers, which overemphasizes
their passivity and degrades the subjective initiative of the
masses. There is no doubt that there will be consumers if
there are commodities. Therefore, in the process of consum-
ing cultural industrial products, the role of the masses as
consumers is also very important, and the dominant posi-
tion of the masses cannot be ignored. Some scholars who
are engaged in literary writing will still stick to their original
intentions, will not be secularized due to the drive of inter-
ests, maintain the artistic quality of their works, and reject
the commercial nature. Some excellent literary works cannot
be bought with money, and writers are unwilling to sell their
hard work, leaving them to enjoy with Bole who knows art.
When watching a variety of TV dramas and TV programs,
not all audiences will follow the plot, and people with dis-
cernment awareness are still common. No matter how true
the advertising is or how superb the screenwriter’s skills
are, there will always be some viewers who will turn off the
TV dismissively or transfer to other TV stations. For exam-
ple, CCTV produced Chinese Bridge, Idiom Contest, Chi-
nese Characters Spelling contests, word spelling contests,
and other programs. This type of program allows the audi-
ence to appreciate the talents of the contestants while
enriching their knowledge reserves. While appreciating the
wonderful performances of the contestants, more people
are encouraged to participate in it. and also improved their
cultural literacy as shown in Figure 4. Moreover, Adorno
did not realize that in modern society, the needs of the
masses are objective, but he has not clearly solved such prob-
lems. It is also impossible for the public’s cultural needs to be
completely satisfied. Adorno clearly saw this point, but he
did not conduct a more detailed study on this. Table 3 shows
the watch ratio of rich knowledge reserve programs.

5. Conclusions

How to use scientific popular culture criticism to guide the
development of popular culture and improve the aesthetic
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Figure 4: Proportion of watching programs with rich knowledge reserves.

Table 3: Percentage of watching programs with rich knowledge
reserve.

The rich knowledge reserve programs
you love to watch (multiple choices)

Number of
people

Percentage
(%)

Chinese Bridge 215 84.3

Idiom Contest 152 59.6

Chinese spelling contest 230 90.1

Word spelling contest 135 52.9
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connotation of serving the people is an urgent problem to be
faced and solved in our country’s popular culture criticism
circles. This paper digs deep into the cultural connotation
for aesthetic criticism and pays attention to the commercial
criticism of popular elements of popular culture from the
perspectives of economics and communication. It also con-
ducts technical and media criticism of the high-tech techno-
logical connotations contained in popular culture. The
research conforms to the humanistic orientation and cul-
tural compatibility characteristics of popular cultural criti-
cism and fully and effectively reveals the connotation of
popular cultural texts.
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As aerobics began to be included in one of the international sports competitions, China began to pay attention to it. How to
improve the performance of aerobics athletes has become a top priority. *is article aims to study how to improve the per-
formance of aerobics athletes through some high-tech techniques. To this end, this article proposes a method of combining
wireless network communication and edge computing algorithms to obtain aerobics athletes’ bodybuilding actions through
wireless network communication and use edge computing to conduct a comprehensive analysis of related data. At the same time,
experiments were designed to explore its performance and actual use effects. *e experimental results of this article show that the
improved performance of the athletes has increased by 13%, which can help aerobics athletes to establish an advantage in terms
of performance.

1. Introduction

Competitive bodybuilding operation is an international
competitive sports project, which has a history of more than
30 years since it sprouted in the United States in the early
1980s and was introduced to my country in the late 1980s.
Although competitive aerobics started late, it has developed
rapidly. With the reform of the competition mechanism, the
continuous reduction of the competition gap between
athletes, the continuous improvement of the level of com-
petition and the intensification of competition. For athletes
of equal strength, the success or failure of the game is often
determined by the athlete’s competitive state during the
game. Judging from the achievements of the Chinese aer-
obics team in the World Cup series held in this year in 2012,
due to the lack of experience in major competitions among
the young players born in the 90s in China, the cooperation
between collective projects is insufficient, the completion of
the new set is not skilled enough, and the completion of
difficult skills is not stable enough. So the results of the
competition are not satisfactory.*is series of reasons can be
attributed to the instability of the athletes’ prematch

competitive state, especially the psychological competitive
state, which affects their own performance in the
competition.

Most experts, scholars, coaches, and athletes have rec-
ognized and valued the influence and role of athletes’
competitive state in the competition. At present, most of the
research on “competitive state” discusses its concept, con-
tent classification, characteristics, regulation, etc. from a
qualitative perspective. *e research on the competitive
status of athletes in different sports is also mainly focused on
the research of training, physical function or psychology,
and the research on the competitive status of competitive
aerobics is also limited to the psychological aspect. More-
over, these studies are basically the researcher’s judgment on
the broad sense of discussion and experience, lack of ob-
jective and unified standards, and there is no quantitative
analysis of the precompetitive state of a specific sport, which
will be more meaningful to guide practice.

After the use of the computing power of edge computing
to help more aerobics athletes to enhance their liquidity was
proposed, more and more people began to invest in this
research. Ma proposed that when organizing aerobics, each
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movement should be carefully designed to make the chor-
eographed movements have a comfortable and pleasant
feeling. *e movements do not look too rigid, giving people
an overall sense of beauty and aerobic exercise. *e char-
acteristics are expressed in the design of the action to achieve
better results. His research found that the current aerobics
combines the knowledge of dance and music, and its
manifestations are diverse [1]. Cunha et al. proposed that
water aerobic exercise is widely recommended to the elderly.
*erefore, he evaluated the effect of water aerobic exercise
on the blood pressure of elderly women with hypertension.
A heart rate monitor is used to monitor the heart rate, and a
semiautomatic monitor is used to measure systolic blood
pressure (SBP) and diastolic blood pressure (DBP) before
and after training and 10, 20, and 30minutes after training
[2]. Taleb et al. introduced the survey of MEC, focusing on
basic key enabling technologies. He elaborated on the MEC
orchestration, while considering a single service and the
MEC platform network that supports mobility, bringing
brilliance to different orchestration deployment options. In
addition, he analyzed the MEC reference architecture and
main deployment scenarios to provide multi-tenant support
for application developers, content providers and third
parties [3]. Ke et al. proposed a cloud-based mobile edge
computing (MEC) offloading framework in vehicle net-
works. In this framework, he studied the effectiveness of the
calculation transmission strategy for vehicle-to-infrastruc-
ture (V2I) and vehicle-to-vehicle (V2V) communication
modes. Taking into account the time consumption of
computing tasks and themobility of vehicles, he proposed an
effective predictive combination mode degradation scheme
in which tasks are adaptively offloaded to the MEC server
through direct upload or predictive relay transmission [4].
He et al. first introduced the deep learning of the Internet of
*ings to the edge computing environment. Due to the
limited processing power of existing edge nodes, he also
designed a novel offloading strategy to optimize the per-
formance of IoT deep learning applications through edge
computing. *e evaluation results show that his method is
superior to other optimization solutions in terms of deep
learning of the Internet of*ings [5]. Yu et al. proposed that
the Internet of *ings (IoT) now penetrates into our daily
lives, providing important measurement and collection tools
for every decision we make. Compared with the well-known
cloud computing, edge computing migrates data computing
or storage to the “edge” of the network, close to the end
users. *erefore, multiple computing nodes distributed on
the network can offload the computing pressure from the
centralized data center and can significantly reduce the delay
of message exchange [6]. Nastic et al. propose a novel
method to implement cloud-supported real-time data
analysis in edge computing applications. He introduced
their serverless edge data analysis platform and application
model, and discussed their main design requirements and
challenges based on real healthcare use case scenarios [7].
Chen et al. designed a resource-efficient edge computing
solution so that users of smart IoT devices can well support
their computing-intensive tasks through proper task off-
loading of local devices, nearby auxiliary devices, and nearby

edge clouds. Performance evaluation confirmed the effec-
tiveness and superior performance of the proposed resource-
efficient edge computing scheme [8]. *e abovementioned
documents mainly introduced related edge computing al-
gorithms, expressiveness of aerobics, and wireless com-
munication networks. It is also very in place for their
respective technical descriptions, and the depth of research
on some technologies is also worth learning. However, there
is no literature that discusses the combination of these types
of research and conducts related research on them.

*e innovation of this article is to use wireless network
communication and edge computing as the technical sup-
port to conduct a comprehensive collection of aerobics
athletes’ bodybuilding movements. And use the computing
power of edge computing to analyze and guide it, helping
aerobics athletes to improve related actions and enhance
their performance. At the same time, experiments and
analysis are designed to test the calculation performance and
data acquisition ability and to explore the range of im-
proving aerobics athletes.

2. Wireless Sensor Communication Method

2.1. Wireless Sensor Network

2.1.1. 'e Overall Structure of the Wireless Communication
System. *e overall structure of the system is mainly
composed of three parts (ZigBee terminal node, gateway,
and host computer) as shown in Figure 1 [9]. *e terminal
node can be connected with the workshop or factory area
meter, the home appliance equipment in the smart home,
and so on, and read and write the data of the meter or
equipment through the serial port and upload it to the
gateway through the ZigBee wireless network [10]. *e
gateway is the core controller of the entire ZigBee network,
so as to realize the communication between the upper
computer and the underlying equipment (mainly respon-
sible for the network establishment and maintenance of the
entire network and responsible for the protocol conversion
between Ethernet and ZigBee networks). *e gateway in-
cludes a ZigBee coordinator, a WiFi module, a wireless
router, an Ethernet interface, and other modules [11].
Among them, the WiFi module and the Ethernet interface,
respectively, provide wireless and wired modes to com-
municate with the host computer; the built-in wireless
router in the gateway is responsible for establishing theWiFi
network; the ZigBee coordinator is responsible for setting up
a ZigBee network to realize data exchange with ZigBee
terminal nodes. A BOA server is built in the gateway, and
users can access the gateway through the Web and configure
the network. *e upper computer is used to configure and
monitor the system and only supports three forms (desktop,
notebook, and Android handheld terminal) [12].

2.1.2. Wireless Sensor Network Protocol. As shown in Fig-
ure 2, the communication protocol layer can be divided into
the physical layer, the link layer, the network layer, the
transport layer, and the application layer. *e network
management plane can be divided into the energy
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management plane, the mobility management plane, and the
task management plane [13].

*e wireless sensor network is divided into three
structures (star, mesh, and hybrid networks). *e star
network is a single-hop network, and all terminal nodes can
exchange data with routers and gateways.*emesh network
is a multihop network, and all terminal sensor nodes can
directly transmit data in both directions and can also
communicate with the base station [14]. *e hybrid network
not only has the advantages of low power consumption and
simplification of the star network but also has the advantages
of long-distance transmission and automatic repair of the
mesh network [15].

2.1.3. Wireless Node Hardware Design. *e wireless node
hardware structure includes a CPU part, a reset circuit part, a
clock circuit part, a radio frequency antenna part, a power
circuit part, and a data acquisition part. As shown in
Figure 3, the data acquisition part provides a serial port to
communicate with the test instrument [16]. *e wireless
node adopts the on-board antenna and reserves an external
antenna interface. Also consider anti-interference issues in

hardware design, and try to avoid interference between
components and lines through reasonable layout and wiring
[17].

2.1.4. Wireless Gateway Hardware Design. According to the
application requirements of the wireless gateway, the
hardware structure of the gateway is shown in Figure 4.
Among them, the ZigBee wireless node adopts the same
hardware design as the wireless gateway [18]. In view of the
hardware and software functional requirements of this data
server, the core controller adopts Samsung processors, and
the hardware modularization is divided into two-layer board
structures (core board and bottom board), which is con-
venient for design and maintenance [19].

*e core controller uses Samsung processors, and the
gateway uses ARM processors (compared with other 8-bit
or 16-bit single-chip microcomputers, it has a faster
processing speed and at the same time makes the entire
system have better scalability) [20]. *e ARM processor
occupies a pivotal position in the embedded field with its
high-speed data storage speed, flexible development tools,
powerful instruction system, and a wide range of appli-
cations [21].

2.2. Communication Model. In the mobile edge computing
system, communication mainly occurs between the mobile
device and the MEC server. *e MEC monthly server is a
small data center deployed by cloud computing service
providers or operators on wireless access points such as base
stations and routers. Wireless access points not only provide
wireless communication air interfaces for mobile devices
and MEC servers, but also connect to large data centers
located in the core network. It can help MEC servers to
further offload computing tasks to large data centers or other
MEC servers [22].

Some commercial wireless communication technologies
mainly include NFC, Bluetooth, WiFi, and LTE. *ese
wireless communication technologies can support the
communication requirements of mobile devices and MEC
servers at different transmission rates and different dis-
tances.*e table lists the main characteristics of these typical
wireless communication technologies [23]. For example,
maximum coverage, frequency spectrum, and data trans-
mission rate. NFC technology has a small coverage area and
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a low data transmission rate, which is suitable for services
that require a small amount of information exchange, such
as payment services [24]. RFID is similar to NFC, but only
supports simplex communication. Compared with NFC and
RFID, Bluetooth technology has a higher transmission rate,
which can make the communication betweenmobile devices
and MEC servers faster and more efficient in short-distance
scenarios [25]. In long-distance scenarios, WiFi and LTE are
two very effective communication methods. Related tech-
nical parameters are shown in Table 1.

Based on the several wireless communication methods
listed in this section, according to Shannon’s formula, the
maximum data transmission rate at which the mobile device
sends the data volume of the subtask to the MEC server is
obtained, as shown in the following formula:

R � B∗ log2 1 +
HP

i
tr

δ2
 . (1)

For mobile devices, computing performance is deter-
mined by CPU performance, and CPU performance is
controlled by CPU frequency. *e locally calculated time is
shown in the following formula:

t
iO
cp �

Di ∗Xi

fo

. (2)

Mobile devices are battery-powered and energy-con-
strained devices. *erefore, when dealing with computa-
tionally intensive tasks, the battery energy consumed is a
very important consideration. *e energy consumed by the
subtask calculation on the mobile device can be expressed as
the following formula:

E
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cp � koDiXif

2
0. (3)

According to Shannon’s formula, the maximum transfer
rate from a mobile device to the MEC server is as follows:

Rj � B∗ log2 1 +
HP

i
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 . (4)

*e transmission energy consumption is equal to the
transmission power multiplied by the transmission time, as
shown in the following formula:
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*e energy consumed is shown in the following two
formulas:
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*e optimization goal of this chapter is to find a solution
for offloading decision-making and power allocation, which
minimizes the system energy consumption of a certain
separable computing task under a given time limit. *e
offloading decision and power allocation scheme refer to the
MEC server to which several independent subtasks on the
mobile device should be offloaded for execution or should be
left on the local device for execution, and how much
transmit power the mobile device should allocate for each
subtask. *e problem can be formulated as formulas:

power supply

CPU core board

RS232

Indicator
light

WIFI module Ethernet

USB

Zigbee module

antenna

Figure 4: Wireless gateway hardware structure.
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i
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Assigning subtasks to a device for calculation has a
certain cost. *e physical meaning of edge weight is the cost
of energy consumption (transmission energy con-
sumption + computing energy consumption). In particular,
for a certain subtask, if the offloading decision is calculated
locally on the mobile device, then the edge weight only
includes the calculation energy consumption. It was shown
as the formula for details.

edge[i][j] � E
i0
cp, j � 0, (14)

edge[i][j] � E
ij
tr + E

ij
cp, j! � 0. (15)

*is algorithm is based on depth-first search or breadth-
first search and has low computational complexity. In the
simulation data, it is found that the transmission energy
consumption is far less than the calculated energy con-
sumption, and its order of magnitude is very small.
*erefore, it can be approximated as follows:

edge[i][j] � E
ij
cp. (16)

In the previous step, the calculation of total energy
consumption has been minimized, and the problem be-
comes as follows:

min
N

i�1
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p
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. (17)

*e constraints remain unchanged.
First, create the function as follows:

f(x) �
x

log2(1 + Ax)
. (18)

*e first derivative of f(x) is as follows:

f′(x) �
log2(1 + Ax) − (Ax/((1 + Ax)ln 2))

log2
2
(1 + Ax)

. (19)

It can be proved that when x> 0, f′(x)> 0. *erefore, f(x)
increases as x increases. *erefore, we can get the analytical
solution as follows:

P
i
tr �

2Di/ τ− ti
cp B

− 1 σ2

Hi

.
(20)

Among them, B is the line channel bandwidth, H is the
channel gain, and Pi

tris the transmit power allocated by the
mobile device for the subtask. Di and Xi represent the total
number of time cycles required to process subtasks. f0is the
CPU frequency of the mobile device. δ2is the noise power.

2.3. Mobile Edge Computing Network Design. At present,
most of the work related to mobile edge computing in the
world is in the research stage. According to the future de-
velopment trend of the access network and the basic needs of
users for the access network, this paper mainly studies the
mobile edge computing networking model. It designs a
mobile edge computing platform architecture that integrates
access networks and cloud computing capabilities and
conducts related functional tests. *is chapter will elaborate
on these contents.

*e application scenario of the mobile edge computing
architecture is shown in Figure 5. Mobile users establish
connections with the mobile edge network through base sta-
tions (such as LTE macro base stations, 3G wireless network
controllers, and multitechnology convergence access points).
*e edge server is deployed at the location closest to the base
station equipment and is physically connected to the base
station equipment. *e edge server has the ability to process
and control user data traffic at the same time.*e user’s request
and network message are sent to the local MEC server through
the wireless access network. On the edge server, there are
forwarding and filtering rules deployed by mobile network
operators to control user traffic, as well as applications and
services from third-party service providers. *erefore, at the
edge of the mobile network, the edge server can both process
and forward the user’s request. After the edge server receives
the user request from the wireless access network, it makes a
corresponding response. When the local server can handle the
user request, it can directly provide the corresponding cloud
service.When the corresponding service is not used in the local
edge server, the request can be forwarded to the edge server in
the neighboring area, or the user request can be directly
forwarded to the core network for processing.

In traditional mobile cloud computing, user requests and
information are first transmitted to the central processing unit
that provides mobile network access services. After being
authenticated and authorized by the network operator, it is
forwarded to the cloud data center via the mobile core network
to obtain different services (such as databases, virtualized

Table 1: Comparison of wireless communication technologies.

NFC RFID Bluetooth WiFi LTE
Coverage distance 10 cm 3m 100m 100m 100 km

Frequency 13.56MHz 13.56–960MHz 2.4GHz 2.4GHz
5GHz 700–2600MHz

Rate 414 100–200 B/s 22Mbps 135Mbps 300Mbps
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resources, computing resources, and storage services). Dif-
ferent from mobile cloud computing, in the mobile edge
computing architecture, the functions of the cloud data center
are migrated to the edge of the mobile network, and they
directly process and respond to user requests on the wireless
access network. Using distributed edge servers and wireless
access networks, users can support a variety of applications, for
example, high-definition video distribution, augmented reality,
human-computer interaction, location services, data caching,
mobile big data analysis, etc.

2.3.1. MEC Platform Architecture. With the continuous
expansion of the influence of SDN and NFV, as well as the
further development of cloud computing and edge com-
puting, the softwareization of telecommunications and
network systems has become a key promotion factor. In
order to meet the user needs of next-generation networks
and the basic requirements of ICTconvergence, the software
architecture of mobile computing and edge network con-
vergence has been extensively studied in industry and
academia.

*e basic relational model of mobile edge computing
proposed by ETSI is shown in Figure 6. In order to meet the
needs of system management and scalability, the cloud
platform adopts a layered structure to realize the virtuali-
zation of physical resources and the unified management of
virtualized resources. At the same time, the mobile edge
computing platform should also provide an interface to
manage the entire platform. *e operator manages the
application platform, application life cycle, and other op-
erations on the application through this interface. In ad-
dition, according to the requirements of mobile edge
computing, the edge cloud platform also provides infra-
structure services (communication services and service
registration), wireless network information services, and
traffic offloading services.

(1) Communication Services. *rough a specially designed
system interface, applications running on the platform can
communicate with each other through infrastructure ser-
vices. In addition, infrastructure services also support

communication between applications and platforms. *e
communication service module can achieve the purpose of
one-to-many message publishing and application decou-
pling, and at the same time can provide a protection
mechanism to defend against malicious applications.

(2) Service Registration. Provide a list of service types sup-
ported by the edge server, and provide flexible deployment
strategies for applications through decoupling. In addition
to the service list, the service registration module also
provides related interfaces and their versions. Applications
can use it to discover and locate required service locations
and broadcast their own location to provide services to other
applications.

(3) Wireless Network Information Service. Mobile edge
computing allows applications running on edge servers to
obtain real-time network and wireless information. *e
wireless network information service module in the platform
can provide corresponding edge network information for
certified applications. *ird-party applications can perform
high-level processing based on this open network infor-
mation. *e information provided by this module is mainly
user equipment access-related information (such as QoS and
cell ID), user-related measurement, and statistical
information.

(4) Traffic Offloading Module. *e traffic offloading module
can control the traffic on the entire wireless access network at
the data packet level. *e traffic of those authenticated ap-
plications can be prioritized by setting rules. It plays an im-
portant role in the flow balance and QoS of the entire system.

2.3.2. 'e Key Realization Technology of MEC Networking
Scheme. Network function virtualization, software-defined
networking, and edge operating systems are key technolo-
gies in the implementation of mobile edge computing
networking. Network function virtualization technology can
realize the orchestration andmanagement of computing and
storage resources in mobile edge computing; software-de-
fined network technology can realize the programming of
edge network resources; and the edge operating system
ensures the scalability of the entire mobile edge computing
platform and speeds up the deployment of edge cloud.

*rough the layered structure, the edge operating system
can realize the abstraction and flexible allocation of physical
resources such as computing, storage, and networking. At
the same time, the recursive structure ensures the scalability
and expansibility of the edge operating system and can
flexibly control the scale and coordination of edge data
centers.

3. Edge Computing Platform Performance
Test Experiment

3.1. Performance Test. In this section, we will discuss and
analyze the performance of the edge computing platform. It
mainly includes network forwarding delay performance,

Virtual Reality

Multimedia
application

Edge Computing
Small Cell

Car network

smart family

Figure 5: Schematic diagram of mobile edge computing appli-
cation scenarios.
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request processing capacity, power consumption perfor-
mance, migration efficiency, and performance evaluation of
container service orchestration. In each experiment, we
introduced in detail the experiment preparation, the ex-
periment process, and the experiment result analysis. In our
experimental environment, the main equipment configu-
rations used are shown in Table 2.

First of all, regarding the network forwarding delay, it
will compare the network packet transmission round-trip
time (RTT) of the EIS with that of the OvS installed with
commercial SDN switches (CentecV350-8TS12X) and
wireless routers. Two EIS devices with different hardware
architectures were used during the experiment: the Rasp-
berry3B single-board computer based on the ARM archi-
tecture and MinnowBoard Turbot single-board computer
based on the x86 architecture. *e prices of the two devices
are about RMB280 and RMB2000, respectively. *is com-
parison can not only analyze the performance pros and cons
of platform EIS nodes compared to commercial switching
equipment but also select node types within the platform
cluster based on cost factors. It is worth pointing out that
because DPDK running on Raspberry3B will bring equip-
ment performance bottlenecks, we did not install DPDK on
Raspberry, but instead only implemented OvS +DPDK
practice on Turbo devices. In the experiment, we connect the
two hosts through the abovementioned four different
switching devices to form a single-hop network connection.
Several experiments were performed during the measure-
ment process, and the ping command of the Linux system
was used to send five different data packet sizes from one
host to another host for testing, recording the delay result,
and calculating the average value. *e specific values are
shown in Table 3.

*e results show that Turbot can reach the level of
commercial SDN switches due to its own Gigabit Ethernet
interface, combined with the optimization of DPD1C
technology. When the data packet size is increased from
64 bytes to 1024 bytes, it has better stability. When
pursuing EIS nodes with high network performance in the
edge network environment, Turbot will be the first choice.
Although the network forwarding performance of Rasp-
berry equipment is not as good as that of commercial
switches, it is significantly better than ordinary routing
and switching equipment. It is especially suitable as a low-
cost network node pursuing high cost performance in the
Internet of *ings scenario. It cannot be ignored that the
network switching nodes implemented by the platform all
support the OpenFlow protocol, which can extract the
control logic to the SDN controller for unified manage-
ment. While EIS completes the network switching func-
tion, it can still carry the function of the service node at the
same time, which is impossible for ordinary network
equipment.

Request processing capacity due to the hardware dif-
ference between EIS and rack servers. *e processing power
of a single EIS is far inferior to that of rack servers. We
designed experiments to compare the request processing
capabilities of EIS single node, EIS cluster, and rack server
(DELLR720) through service request response time. During
the experiment, we used 8 EIS (Raspberry3B) devices to
form a service cluster, and at the same time, we built a single-
node service on one EIS and one rack server. We installed
the ApacheBench stress test tool on the client to simulate 100
users to send 1000 data requests to single EIS, 8EIS clusters,
and rack servers (request file size is 4MB), and record the
service response time.

Edge
Computing
Small Cell

Backbone network facilities

Remote data
center

Application service
provider

Content delivery
network

user

Figure 6: *e basic relational model of mobile edge computing.
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*e experimental results show that the response time of a
single EIS is quite different from that of a rack server, and
10% of requests will not get a better quality of experience.
However, using 8 EIS to process experimental requests in a
distributed manner can achieve a response time similar to
that of the rack server, and the overall difference is small. It is
worth emphasizing that the price of a commercial server is
about RMB 16000, and the cost of 8 EIS is about 1/7 of that of
a commercial server. We achieved service request processing
performance similar to that of commercial servers at a cost
of 1/7.*is shows that when processing computing tasks and
requests similar to those found in the Internet of *ings
environment, the EIS platform can provide lightweight and
cost-effective request processing capabilities at the user edge.
*e specific data are shown in Table 4.

3.2. Power Performance. Regarding power consumption
performance, we compared EIS nodes with commercial
servers (DELLR720), commercial SDN switches (Cen-
tecV350-8TS12X), and wireless routers (TP-LINKTL-
WDR7500). During the experiment, we used a power tester
(UNI-TUT230C) for testing, connected the abovementioned
equipment with the tester, and modified the CPU load
through the stress test tool, and recorded the test results after
multiple measurements. *e specific values are shown in
Table 5.

It can be seen from the abovementioned table that the
CPU is idle, the CPU usage rate is 50%, and the CPU usage
rate is 100%. *e power consumption of EIS nodes is lower
than commercial servers and switches and even close to
wireless routers.*e experimental results fully verify the low
power consumption characteristics of the EIS equipment in
the platform when providing services.

4. Wireless Network Simulation Analysis

4.1. Comparison of Average Data Packet Exchange Times of
Intermediate Nodes. In the case of a given network size
(N� 1200), Figure 7 shows the average number of data packet
exchanges of the intermediate nodes of the three mechanisms
under different maximum replication times value Ymax, that
is, the average energy consumption of the intermediate nodes.
Since the COPE mechanism and the ER mechanism are not

limited to the number of data packet replications, the average
number of data packet exchanges at intermediate nodes will
not change. When the maximum copy time value is low, the
average data packet exchange times of the intermediate nodes
of the CRNCmechanism aremuch lower than those of the ER
mechanism and the COPE mechanism.*erefore, the energy
consumption of the intermediate node is low as the limit of
the maximum number of replications is approaching the
minimum number of replications required to infect the entire
network Ynet. *e average number of data packet exchanges
of the intermediate nodes of the mechanism also gradually
rises and approaches the COPE mechanism. *e CRNC
mechanism based on network coding can complete the du-
plication of multiple source-code data packets in one data
packet exchange process, which improves the transmission
efficiency, and the energy consumption level can always be
kept under the ER mechanism.

For the comparison of transmission delays, first analyze
the performance comparison of the three mechanisms in the
case of unlimited energy. As shown in Figure 8, when the
maximum number of replications is close to the minimum
number of replications required to infect the entire network,
the transmission delay of the CRNC mechanism will
gradually decrease, and its performance will approach the
COPE mechanism. Compared with Figure 7, when the
maximum copy time value is low, for example, from 1 to 6,
compared to the COPE mechanism, the CRNC mechanism

Table 2: Test environment specific configuration.

Equipment Model Configuration Price
Mobile terminal Xiaomi Mix 4GB RAM $3500
Edge intelligence server Raspberry 3B Broadcom BCM2837 $250
SDN switch Centec V350-8TS12X 8∗1000Base-X $30000

Table 3: Comparison of network forwarding delay.

Bytes Wireless router Raspberry-EIS Turbot-EIS SDN switch
64 0.64 0.6 0.39 0.34
128 0.65 0.61 0.4 0.38
256 0.67 0.63 0.41 0.4
512 0.68 0.65 0.4 0.41
1024 0.85 0.65 0.47 0.58

Table 4: Comparison of request processing capabilities.

Rack server 1-EIS 8-EIS
50% 0.38 0.42 3.21
75% 0.41 0.43 3.82
90% 0.62 0.67 4.48
98% 0.81 0.98 5.84
100% 0.91 1.12 7.01

Table 5: Power consumption comparison.

CPU idle 50% CPU usage 100% CPU usage
EIS 4 6 9
Rack server 121 214 391
SDN switch 37 41 59
Wireless router 4 6 8
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greatly reduces the average number of data packet exchanges
of the intermediate node. *e cost of transmission delay is
relatively low. Obviously, the performance of the CRCN
mechanism in terms of transmission delay is always better
than that of the ER mechanism.

*e simulation experiments can show that if it is assumed
that network resources such as transmission bandwidth, node
cache, and node computing power are sufficient, compared
with the ER mechanism and COPE mechanism based on
flooding replication, the CRNCmechanism based on network
coding will slightly increase the transmission delay. *e
purpose of simulation is to simulate the limited transmission
bandwidth in practical applications. *e CRNC mechanism
can pay a lower transmission delay cost in exchange for
greatly reducing the total number of transmissions required

by the sink to receive complete source information, that is, the
total energy overhead.*erefore, in a wireless ad hoc network
with limited energy, network coding can achieve a balance
between increasing network throughput gain and reducing
energy consumption.

4.2. Reasons for Choosing to Optimize the Sum of Distances
within the Class First. Separate the sum of intraclass dis-
tances from the sum of interclass distances for optimization,
which is beneficial to treat the sum of intraclass distances
and the sum of interclass distances equally. Because in the
traditional feature extraction algorithm, optimizing the two
at the same time, it is easy to cause the problem of un-
balanced optimization. *is is because in the data set, the
sum of intraclass distances is generally much smaller than
the sum of interclass distances. In this chapter, a series of
verifications have beenmade to confirm the order of the sum
of distances within the optimized class and the sum of
distances between classes. Figure 9 shows the results on
multiple data sets, and the accuracy varies by 30%.
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By comparing two different priority optimization
strategies, comparing the recognition accuracy of the al-
gorithm and the feature dimension selected at the best
recognition rate, we found that the performance of mini-
mizing the sum of intraclass distances first is far better than
that of maximizing the sum of interclass distances first. We
believe that the reason for this result is that the sum of
distances between classes is much greater than the sum of
distances within classes. After maximizing the sum of in-
terclass distances, the new training sample set obtained
according to the best projection matrix has been biased
towards the optimal result of the sum of interclass distances.
However, the sum of the distances within the class is not
large enough, so it cannot play a good optimization role in
optimization, which leads to a far drop in the recognition

rate. *erefore, we chose to first minimize the sum of the
distances within the class as the first step of our hierarchical
discriminant analysis algorithm.

4.3. Before and after Performance Improvement. In order to
explore the improvement of the performance of aerobics
athletes in the wireless communication network and edge
computing, this paper is designed to calculate the perfor-
mance scores of five athletes before and after the im-
provement. *e specific statistics are shown in Figure 10.

From the abovementioned scores of aerobics perfor-
mance before and after improvement, it can be seen that the
scores of athletes before improvement are 8.1, 8.3, 8.5, 8.2,
and 8.2, and the overall score is low. *e improved athlete
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scores are 9.2, 9.1, 8.9, 9.5, and 9.2, and the overall score has
been greatly improved. *e performance score of athletes
has increased by an average of 13%, which can greatly
improve the performance of aerobics athletes.

5. Conclusions

*is article mainly studies how to improve the performance
of aerobics athletes. *rough the introduction of wireless
communication network technology and edge computing,
data acquisition of aerobics athletes is carried out. Accurate
collection and use of the computing power of edge com-
puting to analyze and summarize the collected data to
improve the performance of aerobics athletes is carried out.
Finally, in the experimental part, an experimental analysis is
carried out on the accuracy of data collection and the related
parameters of data collection, and the relevant data is
summarized in the analysis part.
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Space target orbit determination module is an important component of the space target surveillance radar system. /e de-
velopment of this module requires very complex aerospace dynamics knowledge, which brings great difficulties to nonorbit
mechanics researchers engaged in radar system design. Orbit improvement is a core content of orbit determination, and it is a
necessary step to achieve high-precision orbit calculations. To this end, this paper focuses on the issue of batch processing orbit
improvement of space target surveillance radar, introduces the principle of least-squares orbit improvement, the partial derivative
of the model, and the main perturbation acceleration calculation methods, and gives the program design principle and im-
plements the RadarOrbDet library. /e developed library is compared and analyzed with STK and ODTK software, and the
simulation results verify the effectiveness of the library. /e library is also helpful for designers of space target surveillance radar
systems to carry out a rapid demonstration of orbit determination indicators.

1. Introduction

/e space target orbit determination module is an important
component of the space target surveillance radar system./e
development of this module requires a very complex
knowledge of aerospace dynamics [1], which brings great
difficulties to nonorbit mechanics researchers engaged in
radar system design. To this end, this paper analyzes the
basic orbit determination principles of space target radar
and develops the RadarOrbDet open source library [2] to
assist nonorbit mechanics engineers in the system design of
space target surveillance radar.

According to different data processing methods, the
orbit determination methods can be divided into dynamic
orbit determination, geometric orbit determination, and
reduced dynamic orbit determination. /e dynamic orbit
determination method uses a dynamic model of space target
to establish motion equation and determines orbit based on
the constraints of the dynamic equation. It can obtain a
better orbit determination effect with fewer observation
data, and it is widely used in navigation satellite orbit de-
termination [3]. Geometric orbit determination method

does not consider the orbital dynamics model and obtains
the orbital elements by fitting the observation data./is kind
of method has been widely used in the orbit determination of
low-orbit satellites [4], but the orbit extrapolation accuracy
is relatively low. /e reduced dynamic orbit determination
method is based on orbital mechanics and combines geo-
metric observation information for optimal weighting so as
to achieve precise orbit determination. /is method has also
been widely used in satellite orbit determination and ef-
fectively alleviates the problem that the dynamic model is
sensitive to observation errors [5, 6].

Modern orbit determination technology requires the
measurement model to be expressed as a function of the
orbit state. Usually, the measured value is a nonlinear
function of the orbital position component, and then the
weighted least-squares technique is used to minimize the
residuals to solve the target state vector. /is solving process
requires repeated iterative corrections to the initial orbital
state, so it is also called orbital improvement. Various types
of measurement data can be used for orbit improvement,
such as angle measurement data [7, 8], GPS measurement
data [9, 10], doppler measurement data [11, 12], etc. /e
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calculation process involves various perturbation force an-
alyses, such as the Earth’s nonspherical gravitational per-
turbation [13, 14], atmospheric drag perturbation [15, 16],
third-body perturbation [17, 18], solar radiation perturba-
tion [19, 20], and so on. In order to speed up data analysis
tasks, many open source orbit determination software
[21–25] can be used by engineers to void complicated
mathematical formula derivation, but these software is
mainly used to process optical angle measurement data and
are not suitable for processing radar measurement data.

/is paper focuses on the batch orbit improvement in
space target radar orbit determination, introduces the
principle of least-squares orbit improvement, explains the
calculation method of partial derivative and main pertur-
bations in the model, describes the program design of the
RadarOrbDet library, and finally compares the library with
System Tool Kit (STK) and Orbit Determination Tool Kit
(ODTK) software./e simulations verify the effectiveness of
the RadarOrbDet library, which shows that the library is
helpful for designers of space target surveillance radar
systems to carry out a rapid demonstration of orbit deter-
mination indicators.

2. The Principle of Least-Squares
Orbit Improvement

/e basic principle of least-squares orbit determination is to
find an orbit that minimizes the residual between theoretical
measurements and actual measurements, which is, solving
x0 to minimize the value of the following equation:

J x0(  � z − h x0(  
T z − h x0(  , (1)

where x0 � [r(t0); v(t0)] is the state of a satellite at epoch t0,
and a reference trajectory can be predicted by this orbit state;
z � [z1; z2 · · · ; zN] is the actual measurement vector of radar,
and each measurement contains three components, namely
distance, azimuth, and elevation; h(x0) is the calculated
measurement obtained with reference trajectory.

Since h is a nonlinear function, equation (1) describes a
nonlinear least-squares problem, which is extremely difficult
to solve. Usually, Taylor expansion is used to transform this
nonlinear least-squares problem into a linear least-squares
problem, and its solution can be approximately obtained
using the following iterative equation:

x(i+1)
0 � x(i)

0 + H(i)TH(i)
 

− 1
H(i)T z − h x(i)

0  . (2)

/e initial value of the iteration is x(0)
0 � xapr0 , which

can be obtained by initial orbit determination. /e it-
erative process terminates until the relative change of the
error for two consecutive times is less than a given
threshold. H is Jacobian matrix described by the fol-
lowing equation:

H(i)
�

zh x0( 

zx0
|x0�x(i)

0
. (3)

Taking into account the weight of different types of
measurement, equation (2) can be modified as follows:

x(i+1)
0 � x(i)

0 + H(i)TWH(i)
 

− 1
H(i)TW z − h x(i)

0  , (4)

where W � diag(σ−2
ρ , σ−2

α , σ−2
β ) is a diagonal square matrix

composed of radar measurement errors.

3. Computation of Model’s Partial Derivatives

/e key to the calculation of equation (4) lies in the com-
putation of the matrixH. Without loss of generality, take the
once radar measurement as an example and omit the su-
perscript i.

Using the derivative chain rule,H is transformed into the
following:

H �
zh
zx

·
zx
zx0

� AΦ, (5)

where matrixA is the partial derivative matrix of the current
measurement with respect to the current state, and Φ is the
partial derivative matrix of the current state with respect to
the initial state, also called the error state transition matrix.

3.1.ComputationofPartialDerivativeMatrixofMeasurement
with respect to the State Vector. Ignoring the optical aber-
ration and other minor factors,, the radar measurement is
only related to the current position of the satellite./erefore,
matrix A can be split into the following:

A �
zh
zx

�
zh

zrECI
03×3 , (6)

where rECI is the position vector of the satellite in the inertial
coordinate system (ECI coordinate system).

Radar measurement is based on the topocentric horizon
coordinate system, such as SEZ (south-east- zenith) coor-
dinate. It is difficult to directly calculate the partial derivative
of the radar measurement with respect to the position vector
in the ECI coordinate system. /erefore, the calculation of
matrix A needs to be further decomposed by derivation
chain rule

zh
zrECI

�
zh

zρSEZ
·

zρSEZ
zρECEF

·
zρECEF
zrECEF

·
zrECEF
zrECI

, (7)

where ρSEZ is the Cartesian position vector of the satellite in
the SEZ coordinate system, represented by (ρS, ρE, ρZ); ρECEF
is a range vector from radar to satellite represented in the
Earth-Fixed coordinate system (ECEF); rECEF is the satellite’s
position vector in ECEF coordinate system.

Notice

ρECEF � rECEF − rsiteECEF, (8)

where rsiteECEF is the radar position vector in ECEF coor-
dinate system, which is a constant vector.

/erefore,

zρECEF
zrECEF

�
z rECEF − rsiteECEF( 

zrECEF
� I. (9)

According to the coordinate transformation
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ρSEZ �
SEZ
ECEF

 ρECEF, (10)

where [SEZ/ECEF] is the transformation matrix from SEZ
coordinate system to ECEF coordinate system.

According to equation (10),

zρSEZ
zρECEF

�
z

zρECEF

SEZ
ECEF

 ρECEF 

�
z

zρECEF

SEZ
ECEF

 ρECEF +
SEZ
ECEF

 
zρECEF
zρECEF

�
SEZ
ECEF

 .

(11)

It can be seen from equation (11) that the partial de-
rivative matrix is actually a coordinate transformation
matrix.

Similarly,

zrECEF
zrECI

�
ECEF
ECI

 . (12)

Substituting equations (9), (11), and (12) into equation
(7), we have the following:

zh
zrECI

�
zh

zρSEZ
·

SEZ
ECEF

  ·
ECEF
ECI

  �
zh

zρSEZ
·

SEZ
ECI

 , (13)

where [SEZ/ECI] is the transformation matrix from SEZ
coordinate system to ECI coordinate system.

In SEZ coordinate system, the relationship between
Cartesian coordinate and polar coordinate is as follows:

ρ �

����������

ρ2S + ρ2E + ρ2Z


,

α � a tan
−ρS

ρE

 ,

β � a sin
ρZ����������

ρ2S + ρ2E + ρ2Z
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)

So,

zh
zρSEZ

�

zρ
zρS

zρ
zρE

zρ
zρZ

zα
zρS

zα
zρE

zα
zρZ

zβ
zρS

zβ
zρE

zβ
zρZ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

ρS

ρ
ρE

ρ
ρZ

ρ

ρE

ρ2S + ρ2E

1
ρ2S + ρ2E

0

−ρSρZ

ρ2
������

ρ2S + ρ2E


−ρEρZ

ρ2
������

ρ2S + ρ2E


ρ2S + ρ2E
ρ2

������

ρ2S + ρ2E


⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(15)

Substituting equation (15) into equation (13), we have
the following:

zh
zrECI

�

ρS

ρ
ρE

ρ
ρZ

ρ

ρE

ρ2S + ρ2E

1
ρ2S + ρ2E

0

−ρSρZ

ρ2
������

ρ2S + ρ2E


−ρEρZ

ρ2
������

ρ2S + ρ2E


ρ2S + ρ2E
ρ2

������

ρ2S + ρ2E


⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·
SEZ
ECI

 .

(16)

/e calculation of the two matrices in equation (16)
needs to be performed at the current observation time.
Finally, substitute equation (16) into equation (6) to obtain
matrix A.

3.2. Computation of Error State Transition Matrix.
Suppose the satellite’s motion equation is as follows:

dx(t)

dt
� _x � f(t, x) �

v(t)

a(t, r, v)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦. (17)

/en,

_Φ �
d
dt

zx(t)

zx t0( 
  �

z

zx t0( 

dx(t)

dt
  �

zf(t, x(t))

zx t0( 

�
zf(t, x(t))

zx(t)
·

zx(t)

zx t0( 
� FΦ,

(18)

where the matrix F is as follows:

F �

03×3 13×3

za(t, r, v)

zr
za(t, r, v)

zv

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (19)

Due to the iterative mode being used to solve the least-
squares problem, accuracy requirements for the partial
derivativesΦ and F are generally more relaxed than those for
the trajectory itself. It is common to apply a simplified force
model in the solution of the equation (18)./e incorporation
of the lowest-order zonal gravity field perturbation (C2,0)
already provides an acceptable minimum model.

When only the Earth’s gravity is considered, the accel-
eration is only related to the position, and its calculation is
usually carried out in the ECEF coordinate system. /e
specific expression can be found in reference [26].

Finally, the partial derivative matrix in the ECEF co-
ordinate system needs to be converted to the ECI coordinate
system. In the case of ignoring Coriolis force and centrifugal
force, there is the following relationship:

za
zr

 
ECI

�
ECI
ECEF

 

− 1
za
zr

 
ECEF

ECI
ECEF

 . (20)

At the current time, after the matrix F is calculated, the
numerical differential equation method is used to solve
matrix Φ.
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4. Calculation of Main
Perturbation Acceleration

In solving least-squares, a reference trajectory of the satellite
needs to be calculated. So, it is necessary to appropriately
select the perturbation force of the satellite according to the
problem and the accuracy requirement. For LEO satellites,
the Earth’s nonspherical gravity and atmospheric drag
perturbation are usually considered. /e following describes

the satellite acceleration caused by these two perturbation
forces.

4.1. Gravitational Acceleration of the Earth. Use rECI and
rECEF to denote the position vectors of the satellite under the
ECI and ECEF coordinate system, respectively. /e accel-
eration can be obtained by calculating the gradient of the
potential function U, namely,

aECI � ∇U rECEF(  �
zrECI

zrECEF

zU

zrECEF

zrECEF

zrECEF
 

T

+
zU

zφ
zφ

zrECEF
 

T

+
zU

zλ
zλ

zrECEF
 

T

⎡⎣ ⎤⎦ �
ECI
ECEF

 aECEF. (21)

where aECI and aECEF are the accelerations of the satellite in
the ECI and ECEF coordinates, respectively, rECEF �������������������

x2
ECEF + y2

ECEF + z2
ECEF


, (rECEF, φ, λ) is the altitude, latitude,

and longitude of the satellite in the ECEF coordinate system;

[ECI/ECEF] is the coordinate transformation matrix from
ECI to ECEF coordinate system.

/e three components of aECEF can be calculated by the
following equation:

axECEF
�

xECEF

rECEF

zU

zrECEF
−

xECEFzECEF

r
2
ECEF

������������

x
2
ECEF + y

2
ECEF


zU

zφ
−

yECEF

x
2
ECEF + y

2
ECEF

zU

zλ
,

ayECEF
�

yECEF

rECEF

zU

zrECEF
−

ybz

r
2
ECEF

������������

x
2
ECEF + y

2
ECEF


zU

zφ
+

xb

x
2
ECEF + y

2
ECEF

zU

zλ
,

azECEF
�

zECEF

rECEF

zU

zrECEF
+

������������

x
2
ECEF + y

2
ECEF



r
2
ECEF

zU

zφ
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(22)

/e partial derivative of the potential function U to
(rECEF, φ, λ) is as follows:

zU

zrECEF
� −

GMe

r
2
ECEF



∞

n�0


n

m�0
(n + 1)

Re

rECEF
 

n

P
m

n (sin φ) Cnm cos(mλ) + Snm sin(mλ) ,

zU

zφ
�

GMe

r
2
ECEF



∞

n�0


n

m�0

Re

rECEF
 

n

P
m+1
n (sin φ) − m tan φP

m
n (sin φ)  Cnm cos(mλ) + Snm sin(mλ) 

⎧⎨

⎩

⎫⎬

⎭,

zU

zλ
�

GMe

r
2
ECEF



∞

n�0


n

m�0

Re

rECEF
 

n

mP
m

n (sin φ) Snm cos(mλ) − Cnm sin(mλ) ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(23)

where G is the gravitational constant, Me is the mass of the
Earth, Re is the average radius of the Earth’s equator, P

m

n (x)

is the normalized Legendre polynomial, and Cnm and Snm are
the normalized gravitational potential coefficients, which
can be read out directly from the Earth’s gravity field
model file.

4.2. Atmospheric Drag Acceleration. /e satellite acc-
eleration caused by atmospheric drag can be written as
follows:

adrag � −
1
2
CD

A

m
ρv

2
rev, (24)

4 Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

where m is the satellite mass, CD is the atmospheric drag
coefficient, and its typical value ranges from 1.5 to 3.0.
/e relative velocity vr can be written approximately as
follows:

vr � v − ω⊕ × r, (25)

with the inertial satellite velocity vector v, the position vector
r, and the Earth’s angular velocity vector ω⊕ of size
0.7292×10−4 rad/s. Note that the calculation of equations
(24) and (25) is carried out in the true-of-date (TOD) co-
ordinate system, and the corresponding value in the ECI
coordinate system can be obtained after a coordinate
transformation.

/e drag depends on the atmospheric density ρ at the
location of the satellite, and the atmospheric density is
usually calculated by the semiempirical atmospheric density
model. At present, the commonly used atmospheric model
in orbit determination is NRLMSISE-00 atmospheric model,
which plays an important role in satellite orbit determina-
tion and prediction.

/e NRLMSISE-00 atmospheric model has 8 input
items:/e number of days from January 1 of the current year
to the current day, the number of seconds from 00:00:00 to
the calculating time, geographical longitude, latitude, alti-
tude, the solar radiation flux of 10.7 cm on the previous day
(F10.7), the average F10.7 for 81 days (3 solar rotation cycles,
with the current day as the midpoint), average geomagnetic
index (Ap) of current day and the twenty 3 h average values
of Ap before the calculating time. /e outputs include the
number densities of N2, O2, He, Ar, N, H, O, and O+, the
neutral atmospheric temperature, and the atmospheric
density.

/ese space environment parameters are provided by the
SpaceWeather.txt file. Each line in the file represents a spatial
environment parameter record for the specified date. /e
record has 32 fields, as shown in Figure 1. /e meanings of
the fields related to atmospheric drag are shown in Table 1.

5. Programming Program Design

/is section introduces the program design idea of per-
turbation acceleration calculation and least-squares orbit
improvement.

Figure 2 shows the program design flow chart of the
calculation of the Earth’s gravitational acceleration. /e
input of the program is the position vector rECI, the coor-
dinate transformation matrix from ECI to ECEF coordinate
system, and the order of the Earth’s nonspherical gravity m,
n. /e calculation process is as follows: firstly, calculate the
satellite’s coordinate rECEF, and then convert it into geodetic
coordinate (rECEF, φ, λ), use the geodetic coordinate and the
input nonspherical gravity order to calculate the value of the
associated Legendre polynomial, then use the gravity po-
tential coefficient file GGM03C.grv to calculate partial de-
rivative according to equation (23), and finally use equation
(21) to output aECI.

Figure 3 is a program flow chart for calculating the
perturbation acceleration of atmospheric drag. /e main

calculation process in Figure 3 is as follows: the mean solar
time, the number of seconds from 00:00:00 to the current
time of the day, and the number of days from January 1 to
the current day of the year are calculated using the input
UTC time; the required Apgeo magnetic datum is ob-
tained and calculated using the input space weather data
document; the longitude and latitude of the satellite are
calculated by the input satellite position vector. According
to the above information, NRLMSISE-00 model is used to
calculate the atmospheric density. Based on the position
and velocity vectors of the satellite, the velocity of the
satellite relative to the atmosphere is calculated according
to the Earth’s angular velocity vector. Finally, the at-
mospheric drag acceleration can be calculated from the
relative velocity, atmospheric density, input area-to-mass
ratio, and drag coefficient.

Figure 4 is a program design flow chart of the least-
squares orbit improvement algorithm. /e radar measure-
ment data yo

i of each point in Figure 4 includes three
components: range, azimuth, and elevation, namely (ρ, α, β);
when using the numerical method to solve the reference
trajectory, the perturbation factors should be considered as
comprehensively as possible according to the accuracy re-
quirement of the problem; while solving the error state
transition matrix, only the center gravity of Earth and low-
order nonspherical perturbation should be considered. /e
nonspherical perturbation of the Earth is introduced when
solving the error state transition matrix, and the order is
4× 4. When calculating the reference orbit, the order is
21× 21.

/e program is divided into three loops:
/e first loop is the internal loop for solving the

numerical differential equation. /e program’s
inputs include Initial moment t0; Initial satellite orbit
state x(0)

0 � xapr0 ; N-point radar measurement data
y01, y

0
2, . . . , y0N ; least-squares convergence threshold ε;

number of iterations k � 0; measurement data index
number i � 1; other relevant parameters, such as EOP
files, atmospheric environment parameters, satellite
surface-to-mass ratio, etc. /e output results are the
reference trajectory and error state transfer matrix at time
i. /e second loop is to traverse each measurement value
and solve the single orbit improvement according to the
least-squares principle. After iteration, update the orbital
state at t0: x(k+1)

0 � x(k)
0 + (HTWH)− 1(HTWΔz). /e third

loop is to perform multiple least-squares orbit im-
provements to make the final result close to the actual
orbit state. /e output is the improvement orbit elements
xlsq0 of t0 time.

Getting the time interval ∆Tand current orbit state of the
satellite xtc � [r, v] from the input parameters of the dif-
ferential equation in the inner loop, we can follow these steps
to solve the numerical differential equation:

(1) Current time tc � t0+∆t< ti
(2) According to the force model and related parame-

ters, calculate accelerations of two-body, non-
spherical perturbation, planets, atmospheric drag,
etc., so as to construct the vector _xtc

� [v; a]
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(3) Calculate z(atwo−body + anon−spherical perturbation)/zr to
construct matrix F, then solve the differential
equation _Φtc

� FΦtc

6. Software Interface Call and
Validity Verification

6.1. Earth’s Nonspherical Gravitational Acceleration. /e
rodAccelHarmonic interface function for calculating the
Earth’s gravitational acceleration is realized by C language
according to the programming principle of Part 5, and it is
integrated into the RadarOrbDet library. /e input and
output of this function are shown in Figure 2.

A satellite is simulated in STK11.2, and its orbital
elements are set as shown in Table 2. In order to compare
STK with rodAccelHarmonic function under the same
perturbation conditions, only the nonspherical gravita-
tional perturbation of the Earth (21st order) is set in STK.
/e simulation time period is set from 2020-10-18 04:00:
00 UTCG to 2020-10-19 04:00:00 UTCG. UTCG stands
for Gregorian Universal Time Coordinated. Use STK’s
report function to output the satellite epoch time every 1
minute and the position and acceleration under ECI
coordinate system. /e epoch time is used to calculate the
coordinate transformation matrix. /e calculated matrix
and the position in ECI coordinate system are used as the
input parameters of the rodAccelHarmonic function. /e
acceleration output from the report is taken as the
standard value and compared with the acceleration cal-
culated by the rodAccelHarmonic function. /e relative
error described in equation (26) is used for quantitative
analysis.

Figure 1: Parameter format of spatial environment parameter record.

Table 1: /e meaning of space environment parameters.

Column Name Description
001–004 yyyy Year
006–007 mm Month
009–010 dd Day
048–050 Ap0 Ap index (00:00–03:00)
052–054 Ap3 Ap index (03:00–06:00)
056–058 Ap6 Ap index (06:00–09:00)
060–062 Ap9 Ap index (09:00–12:00)
064–066 Ap12 Ap index (12:00–15:00)
068–070 Ap15 Ap index (15:00–18:00)
072–074 Ap18 Ap index (18:00–21:00)
076–078 Ap21 Ap index (21:00–24:00)
114–118 Obs F10.7 F10.7, previous day (observed)
126–130 Obs Lst81 F10.7, arithmetic mean for the previous 81 days (observed)

Input

Calculate the position vector
rECEF

Calculate geodetic
coordinates (rECEF,φ,λ)

Call Legendre (n,m,j) function
to calculate the associated

Legendre polynomial

Calculate the partial derivative

Calculate the acceleration
aECI

GGM03C.grv

Figure 2: /e flow chart of the program design for the calculation
of the Earth’s gravitational acceleration.
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relative error �
asoftware


 − aSTK




aSTK



. (26)

/ere are 1441 data points in total. Figure 5 plots the
acceleration (solid line) and relative error curve (dashed
line) calculated by the rodAccelHarmonic function. It can be
seen from the figure that the relative error is at the level of
10−6, which shows that the software algorithm is effective.
/e main source of error is the loss of accuracy due to the
truncation of the text output of the STK report. In addition,
the acceleration curve in the figure shows periodic changes
because when the only nonspherical gravitational pertur-
bation is considered, the semimajor axis of the satellite will
change periodically.

6.2. Atmospheric Drag Acceleration. According to the pro-
gram design principle in Part 5, the rodAccelAir-
DragPerturbation interface function for calculating the
atmospheric drag perturbation acceleration is realized by
using C language and integrated into RadaOrbDet library.
/e input and output of this function are shown in Figure 3.

Two satellites are simulated in STK11.2, and their initial
orbital elements are set to be the same, as shown in Table 2,
except that the epoch time is changed to 2016-06-16 04:00:00.
/e first satellite is set with a 21st order gravity model pulse
atmospheric drag perturbation, and the second satellite is only
set with a 21st order gravity model. Using the report function
of STK, the accelerations of the two satellites at 2016-06-16 04:
00:00 (STK11 does not contain the latest atmospheric model
data, so use this time to ensure that our software and STK use
the same atmospheric model data) are obtained respectively,
and the atmospheric drag acceleration of the second satellite
can be obtained by subtracting the two accelerations. In
addition, another atmospheric drag acceleration can be cal-
culated by calling the rodAccelAirDragPerturbation interface
function. /e calculation results of STK and our software are
shown in Table 3, and the relative error described in equation
(26) is used for quantitative comparison.

It can be seen from Table 3 that the error is 1.14%,
indicating that the software algorithm in this paper is ef-
fective. /e main sources of error are the coordinate and
time conversion of the calculation program, and the cal-
culation truncation error, etc.

r , v (inertial
coordinate

system)

r , v (ECEF
coordinate

system)

r , v (inertial
coordinate

system)

r , v (TOD
coordinate

system)

UTC

Input: UTC time, space weather data documentation, satellite’s position and
velocity vector(r, v) in inertial coordinate system, satellite’s area-to-mass ratio
A/m, drag coefficient CD

Calculate
Greenwich
mean solar time

calculate the average
Ap index of the first
12-33 hours from
current time

calculate the average
Ap index of the first

36-57 hours from
current time

Calculate the number of
seconds from 00:00:00

of the day to the
solution time

Calculate the
number of days
from January 1 to
the day of the year Calculate transformation

matrix of inertial
coordinate system to TOD
coordinate system

Ap index
records

solar
radiation
flux F10.7

Calculate the mean
solar time of

satellite’s location

Cartesian
coordinate to
geodetic
coordinate

satellite’s
longitude

satellite’s longitude,
latitude and altitude

24 control
parameters

Composite
Ap array

Calculate the
velocity of the
satellite relative to
the atmosphere

Earth’s
angular
velocity
vector

Read the average Ap
value of the day, the
Ap value of the
current time, and the
Ap value of the first
3 hours, 6 hours and
9 hours starting from
the current time

Atmospheric
density Calculation of atmosperic drag acceleration

1–– –A
m

pvr2
2

Output: Atmospheric drag acceleration

area-to-mass ratio A/m,
drag coefficient CD

Calculate the
atmospheric density of
the satellite’s location
using NRLMSISE-00
model

Calculate transformation
matrix of inertial
coordinate system to
ECEF coordinate system

vr

CD

Figure 3: /e flow chart of the program design for calculating the acceleration of atmospheric drag.
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Input

Numerical differential
equation solving algorithm

(such as Runge Kutta method)

Measurement data index
number i=1;
Number of iterations k=k+1;
Empty matrix H and vector b

Calculate yic ,
(include ρ,α,β)

Extend
vector

Extend
matrix

No

No

Yes

Output

Yes

H =

=

i=i+1
i>N

H
Hi

Calculate
matrix Ai 

Calculate matrix
Hi=AiFi 

xi, Φi

xi

yio

yio

yic

xi
Φi

∆z
�

� < ε

∆z

x0
(k+1) x0

(k)

Update orbit state x0
(k+1) of time t0

Figure 4: /e flow chart of the program design for least-squares orbit improvement.
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6.3. Least Squares Orbit Improvement. Using the pro-
gramming principle in part 5, the least-squares
orbit improvement interface function rodLeadsquare is
realized and integrated into the RadarOrbDet library.
/e input and output of this function are shown in
Figure 4.

A satellite is simulated in STK11.2 and its propagator
mod is set to two-body. Its orbital elements settings are
shown in Table 2. Only the epoch time is changed to 2021-
09-07 04:00:00. /e longitude, latitude, and altitude of the
radar site are (120°, 30°, 0). Select 10 data points with an
interval of 1 second from 19:15:01 to 19:15:10, and add
measurement errors of 100m, 0.1°, and 0.1° to the dis-
tance, azimuth, and elevation, respectively.

/e software in this paper and the ODTK software are
used to compare the orbit determination, respectively.
/e calculation results of ODTK and the software are
shown in Table 4. /e relative error of position and
velocity described in equation (27) are used for quanti-
tative comparison.

relative position error �
rsoftware − rODTK




rODTK



,

relative velocity error �
vsoftware − vODTK




vODTK



.

(27)

It can be seen from Table 4 that the position error of orbit
determination is 0.06%, and the velocity error is 0.32%, in-
dicating that the software algorithm in this paper is effective.

Table 2: Satellite orbit elements.

Epoch Semimajor axis (km) Eccentricity Inclination Argument of perigee Ascension of ascending node True anomaly
2020-10-08 04:00:
00 6678.14 0 28.5° 0° 0° 0°
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Calculation error

Gravitational acceleration

Figure 5: Earth’s gravitational acceleration and its error.

Table 3: Comparison of atmospheric drag acceleration (STK and out software).

Category Item
Acceleration (m/s2)

x y z

STK
Satellite 1 −8.9509556686 −1.123596×10−4 −1.37593×10−5

Satellite 2 −8.9509556684 −1.037988×10−4 −8.7521× 10−6

Atmospheric drag perturbation −2×10−10 −8.5608×10−6 −5.0072×10−6

Software Atmospheric drag perturbation −6.6174×10−24 −8.4633×10−6 −4.9502×10−6

Relative error 1.14%

Table 4: Comparison of orbit determination results (ODTK and
our software).

Category
Orbit determination results (epoch: 19:15:00;

unit: km, km/s)
x y z vx vy vz

ODTK 5187.98 3690.77 2002.66 −4.84 5.29 2.88
Software 5190.66 3692.61 2004.97 −4.86 5.28 2.87
Relative error 0.06% 0.32%
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In recent years, with the development of computer technology and the Internet, image databases have increased day by day, and
the classification of image data has become one of the important research issues for obtaining image information.(is article aims
to study the role of depth algorithms in network art image classification and print propagation extraction. (is article proposes a
series of methods of image classification, print dissemination, and deep learning algorithms and also conducts corresponding
experiments on the role of deep algorithms in image classification. (e experimental results show that the neural network model
based on the deep algorithm can effectively identify and classify network images, and its recognition accuracy is more than 80%.
(e image recognition method based on depth algorithm greatly improves the efficiency of image recognition.

1. Introduction

In order to efficiently manage and accurately classify image
data, manual efficiency alone can no longer solve the
problem. We hope to use computer computing power and
efficient algorithms for quick and accurate classification.(e
problem of image classification can basically be studied from
two aspects. One is quick and efficient classification from
massive data, and the other is classification of subcategories
from similar images. Mass data image classification is to
classify images in terms of breadth. In the field of computer
vision, this type of problem is a test of algorithm optimi-
zation capabilities. (e content of the image is ever
changing, and using only a few keywords to describe it
obviously cannot meet the classification requirements.

Image classification is very common in life. (e massive
image data is messy and disorganized. How to extract the
content that users are interested in has become a topic of
great concern to industry and academia. Research on image
classification can solve many practical problems in people’s
life or work, for example, the classification of items on
Taobao shopping. (e algorithm behind this supports the
classification scenarios of hundreds of millions of products
on Taobao, which efficiently allows users to find the products

they need and increases their desire to buy. (is requires
accurate and efficient classification of images.

On the basis of deep learning research, Lee et al. de-
veloped a computer-aided detection system based on CNN
algorithm to evaluate the role of the system in the diagnosis
and prediction of periodontal damaged teeth [1]. In Sudha
and Priyadarshini’s research, they proposed an advanced
deep learning method, which uses an improved algorithm to
detect multiple types andmultiple vehicles in the input video
[2]. (e work by Farooq and Bazaz is different from that by
Lee and Sudha in the research direction of deep learning.(e
former propose an online incremental learning technology
based on artificial neural network (ANN). It is used to
develop an adaptive and noninvasive analysis model of the
COVID-19 pandemic to analyze the time dynamics of the
spread of the disease. (e model was validated with his-
torical data, and a 30-day forecast of disease transmission
was given in the five most severely affected states in India [3].
With the continuous in-depth study of deep learning al-
gorithms by researchers, people have begun to conduct a lot
of research on the application of deep algorithms in image
classification. In their research on in-depth learning algo-
rithms in image classification, Yan et al. proposed an image
classification framework, which surpassed the window
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sampling of a fixed spatial pyramid and was supported by a
new learning algorithm [4]. In recent years, methods based
on deep learning have attracted widespread attention in the
field of hyperspectral image classification. However, due to
the large number of parameters and complex network
structure, when there are only a few training samples, deep
learning methods may perform poorly [5]. When it comes to
hyperspectral image classification, Su et al.’s research in this
area has to be introduced. In Su et al.’s research, in order to
optimize the classification of hyperspectral images and the
selection and optimization of frequency bands, they pro-
posed an extreme learning machine (ELM) method based on
the firefly algorithm (FA) trigger [6]. Although these re-
searchers have done a lot of research on image classification
and depth algorithms, they have neglected the related re-
search on some problems existing in image classification and
depth algorithms in their research.

(e innovation of this article lies in the corresponding
research on image classification, print dissemination, and
deep learning algorithms. (rough relevant demonstrations
on the image classification process and the extraction of
image features, certain experimental research is carried out
on the practical application of depth algorithms in image
classification. Corresponding research provides a certain
theoretical basis for popularizing the application of depth
algorithm in image classification.

2. Depth Algorithm and Image Classification

2.1. Image Classification

2.1.1. Image Recognition. In daily life, images can be seen
anytime and anywhere, occupying an important position,
and visual information exceeds 70% of the total information
received.(is phenomenon can be described by the sentence
“hearing is not as good as seeing” [7]. In many scenarios,
images can show us information more intuitively than text
or other forms of information. Figure 1 shows the common
image types in life.

2.1.2. Image Classification Process. (e general process of
image classification is mainly divided into the following
steps: (1) image preprocessing; (2) establishment of a clas-
sification model; (3) feature extraction and output classifi-
cation results [8]. Figure 2 shows the general process of
image classification.

(ere are two main research methods for image clas-
sification [9, 10]. One is a method based on manual features.
(e core of this method is the design of features. (e second
is image classification. (e core of this method based on
deep features is to build a deep learning model. Compared
with methods based on manual features, methods based on
depth features have better classification results [11].

(ere are two types of image features: global features and
local features [12]. Local features usually include color
features and texture features [13]. Commonly used image
feature extraction algorithms include SIFT, SURF, MSER,
Harris-Laplace, and Hessian-Affine [14]. As shown in

Table 1, the statistical table of the local feature extraction
method of the image is displayed.

2.1.3. Summary of Commonly Used Depth Features in Image
Classification. A feature is a piece of information related to
solving a computing task related to an application. Features
are specific structures within the image [15].

Deep features are extracted through deep learning
networks. Compared with traditional manual features, the
deep features obtained through deep learning have better
expression effects. (e high-level depth features are equiv-
alent to the combination of low-level features. (ey have
better abstraction, can better express a certain object, and are
more conducive to image recognition and classification.
Now, very popular frameworks for extracting deep features
include AlexNet, VGG, GoogLeNet, and ResNet.

(1) ResNet Depth Features. ResNet has more layers, a total of
152 layers, which is far more than the number of layers in the
previous networks. ResNet is also the first network to exceed
100 layers. (e biggest difference between this network and
other networks is the use of a residual network; that is, the
original fitting output becomes the residual of the output
and input, as shown in the ResNet network structure in
Figure 3.

It can be seen from Figure 3 that the input a can directly
reach the output, and the residual function is G(a), which is
also a new optimization goal, where

G(a) � T(a) − a. (1)

In the formula, T(a) represents the expected mapping
output of a certain layer.

Due to the large number of layers in the network, in
order to reduce the amount of calculations, the residuals are
optimized accordingly. Figure 4 shows the optimized ResNet
network structure.

(2) Comparison of Models for Extracting Depth Features.
Table 2 shows the summary and comparison result table of
several deep learning models.

From the data in Table 2, we can see that the numbers of
layers of ResNet, GoogLeNet, VGG, and AlexNet are de-
creasing layer by layer, and the number of layers of ResNet
exceeds 100, which is obviously more than that of other
networks. (e number and size of the fully connected layers
of VGG and AlexNet are exactly the same.

2.2. Depth Algorithm. Deep learning algorithms are an
important field in machine learning; they are algorithms that
classify data by learning feature performance [16]. (e deep
learning algorithm is a multilayer processing mechanism
that simulates the external information of the human brain
and nervous system [17].

CNN is the most common type of deep algorithms. CNN
and multilayer neural network combine feature extraction
and classification into one process, and CNN has several
advantages over multilayer neural network: (1)(e structure
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of CNN is more similar to the human visual processing
system, and it is more suitable for 2D and 3D pictures. (2)
CNN uses convolutional layers to implement convolution
operations, and the convolution operation helps to obtain

the spatial structure relationship of the image, so it can
extract features with stronger representation capabilities. (3)
(e pooling layer used by CNN can provide shape invari-
ance characteristics, reduce network parameters, prevent
overfitting, and improve the convergence speed of the
network [18]. Figure 5 shows the structure of the CNN.

2.2.1. Backpropagation of CNN. (e backpropagation al-
gorithm is a learning algorithm suitable for multilayer
neuron networks, which is based on the gradient descent
method. (e input-output relationship of the back-
propagation algorithm network is essentially a mapping
relationship: the function completed by a BP neural network
with n input andm output is a continuous mapping from n-
dimensional Euclidean space to a finite field in m-dimen-
sional Euclidean space, which is highly nonlinear. (e
backpropagation algorithm of CNN is based on gradient
descent, and the iteration is divided into two steps [19]. For
sample a, the error is

Z
a

�
1
2



n

m�1
x

a
m − g

a
m( 

2
, (2)

where xa
m represents the target value of the m-th dimension

of the corresponding a-th sample, n stands for gradient
descent, and ga

m represents them-th dimension of the output

Table 1: Statistics of image local feature extraction methods.

Corner Spot Area Rotation invariance Scale invariance Radiological invariance Accuracy Timeliness
SIFT Yes Yes No Yes Yes No Middle Middle
SURF Yes Yes No Yes Yes No Middle High
MSER No No Yes Yes Yes Yes High High
Harris-Laplace Yes Yes No Yes Yes No High Low
Hessian-Affine Yes Yes No Yes Yes Yes High Middle

Figure Landscape Animal illustration Science Fiction

Figure 1: Common image types.

Get image

Modeling

Pretreatment Feature
extraction Classifier Output

classification results

Image
sampleset

Feature comparison

Figure 2: General process of image classification.

Weight layer

Weight layer

a

G (a)relu

G (a)+a
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Identity a

Figure 3: ResNet network structure diagram.
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of the corresponding a-th sample. In a fully connected
network, the structure of the network is as follows.

r
ς

� f w
ς

( . (3)

(e activation function f generally uses the Sigmoid
function.

(en, the partial derivative of the error to the network
parameters is required; that is, the error is used to obtain the
derivative of the bias and the weight.

αZ

αq
�
αZ

αw
∗
αw

αq
� δ. (4)

Since αw/αq � 1, αZ/αq � αZ/αw � δ, αZ/αq � αZ/
αw � δ; thus, the sensitivity of the hidden layer can be
derived:

δi
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i
 . (5)

(e sensitivity of the output layer is directly determined
by the layer, which is expressed as follows:

δI
� f′ w

I
  ∘ v

a
− r

a
( . (6)

Since there is no error function that can be used directly
in the hidden layer, the backpropagation algorithm uses the
above formula to propagate the error to the front of each
network layer [20]. Finally, the neuron weight is updated.
(e rule for updating the neuron weight is to multiply the
input vector and the triangular array of the outer product
neuron of the error signal vector. (e specific operation
process is as follows:
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I−1 δI

 
R
, (7)
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� −ℓ

αZ

αT
I
. (8)

2.2.2. CNN Gradient Descent. For the convolutional layer,
the convolution process of the CNN can be expressed as

n
I
a � f 

i∈La

n
I−1
i ∗ t

I
ia + y

I
i

⎛⎝ ⎞⎠. (9)

Like the backpropagation algorithm, the gradient de-
scent process of the CNN is to multiply the deviation
function of the activation function of the convolutional layer
feature map with the error signal map obtained after
downsampling. Since the weights in the downsampling layer
are all θ, here it needs to multiply another θ:

δI
a � θI+1

a f′ w
I
a  ∘wp δI+1

a  . (10)

(en, if the feature map is given, the deviation gradient
can be found. (e calculation method of the deviation
gradient is

αZ

αqa

� 
a,m

δI
a 

am
. (11)
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1*1,64

256

relu

Figure 4: Optimized ResNet network structure diagram.

Table 2: Summary and comparison of several deep learning
models.

Depth model AlexNet VGG GoogLeNet ResNet
Time 2012 2014 2014 2015
Number of layers 8 19 22 152
Convolutional layers 5 16 21 151
Convolution kernel size 11, 5, 3 3 6, 1, 3, 5 7, 1, 3, 5
Number of fully
connected layers 3 3 3 1

Input layer

Hidden layer

Output layer

Figure 5: Structure diagram of CNN.
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Finally, the gradient of the kernel function can be cal-
culated by post-attributes. Because the weights are shared, all
gradients contained in the weights must be totaled:

αZ

αR
I
ia

� 
w,m

δI
a 

wm
Y

I−1
i 

wm
. (12)

Among them, (YI−1
i )wm is the area in nI−1

i that is mul-
tiplied by RI

ia during convolution. (e value of the (w, m)
position of the output convolution graph is obtained by
multiplying the patch at the position (w, m) of the previous
layer by RI

ia.
For the downsampling layer, there is no difference be-

tween the numbers of input and output feature maps, but the
output content is the input downsampling result, so the size
of the output map will change. (e calculation formula for
the change is

n
I
a � f θI

adown Q
I−1
a  + y

I
a . (13)

To calculate the derived function, first calculate the error
signal mapping of this layer. Because there will be a con-
volutional layer after the downsampling layer, it is necessary
to clarify which area of the input image corresponds to the
output pixel. Formula (14) shows the calculation method for
a given pixel:

δI
a � f′ w

I
a  ∘ conv2 δI+1

a , rot180 r
I+1
a ′, full′ . (14)

After calculating the given pixel size, after calculating the
gradient of the multiplicative deviation θ and the additional
deviation y, the gradient of the additional deviation y is the
sum of the elements in the error signal graph. (e calcu-
lation method is

δZ

δya

� 
w,m

δI
a 

wm
. (15)

(e multiplication deviation θ is associated with the
sampling map.(e original downsampling map refers to the
feature map without additional deviation after down-
sampling. (ese feature maps are directly stored in the
propagation sequence, so there is no need to calculate the
multiplicative deviation during backpropagation.

d
I
a � down n

I−1
a . (16)

(erefore, the gradient of the error to θ can be expressed
as

αZ

αθa

� 
w,m

δI
a ∘ d

I
a 

wm
. (17)

2.2.3. Image Recognition Based on Deep Neural Network

(1) 6e Method of Initializing Weights in Neural Network
and the Existing Problems. In deep learning, the weight
initialization method of neural network has a crucial im-
pact on the convergence speed and performance of the
model [21–23]. In a deep neural network, as the number of

layers increases, gradient disappearance or gradient ex-
plosion is very easy to occur in the process of gradient
descent. (erefore, the initialization of weights is very
important. Although a good weight initialization cannot
completely solve the problems of gradient disappearance
and gradient explosion, it is very helpful in dealing with
these two problems and is very beneficial to model per-
formance and convergence speed. In the deep neural
network, the initialization of the weight w is generated by
following a standard normal distribution with a mean of 0
and a standard deviation of 1 [24].

(2) Improved Initialization Weight Method. (e improved
method is to initialize the weight value according to a normal
distribution with a mean value of 0 and a standard deviation
of 1/

�
r

√
, where r represents the number of neurons in the

input layer. It is known that

M(g) � M 
r

n�1
wnan + y⎛⎝ ⎞⎠. (18)

Expanding formula (18), we get

M(g) � 
r

n�1
M wnan(  + M(y). (19)

Transforming formula (19) based on the nature of
variance, we get the result of the change as follows:

M(g) � 

r

n�1
T wnan − T wnan(  

2
  + M(y). (20)

If the variances of g and input data a are to be similar,
that is, the degree of dispersion of data g and input data a is
similar, then the weight w must be initialized to obey a
normal distribution with a variance of I.

2.3. Print Dissemination. Printmaking is a kind of painting
with strong artistic expression, and printmaking has a
variety of painting languages and reproducibility [25].
Compared with other types of paintings, prints are not as
direct as traditional Chinese paintings and oil paintings.
Prints must be created with the help of wood panels,
copperplates, slates, silk screens, etc. Figure 6 shows the
common types of prints.

Communication media is different from communication
forms. Communication forms refer to the specific ways that
the communicators use to act on the audience when they
carry out communication activities, such as oral commu-
nication, letter communication, image communication, and
comprehensive communication.

(e transformation of modern printmaking’s com-
munication function is mainly due to the development of
modern printmaking, which has changed the development
direction of modern printmaking. (e art of printmaking
has been strengthened, and the works present different
forms, richness, and variety, breaking through the nature of
printmaking itself. For modern printmaking, its full value
lies not only in the spirit embodied in the picture, but also
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in the individuality of the printing techniques andmaterials
and the technical spirit revealed in the printing process. In
some of the current exhibitions, we can easily find that the
prints are already very rich and diverse. Printmaking has its
unique pluralism, and the ability to communicate is par-
ticularly strong. (is kind of communication can not only
popularize printmaking, but also make it affordable for fans
who like to keep printmaking at home, give it to friends,
etc. (is is conducive to the spread and development of
prints.

3. Image Recognition and
Classification Experiment

3.1. Image Classification Feature Extraction Experiment.
Global features refer to the overall attributes of an image,
and common global features include color features, texture
features, and shape features, such as intensity histograms.
Because they are low-level visual features at the pixel level,
the global features have the characteristics of good in-
variance, simple calculation, and intuitive representation.
Traditional feature extraction methods mainly use six
features, namely, Dense SIFT (DSIFT), color histogram,
SURF, HOG, LBP, and Gabor features. Four classifiers are
used, namely, SVM, Random Forest, Naive Bayes, and
KNN. In the experiment, a single feature and a combi-
nation of multiple features are mainly used, then the BoW

model is used for feature coding, and finally a variety of
classification methods are used for comparison
experiments.

For the CNN method, this experiment uses the classic
AlexNet and ResNet-18 network models and uses two
training modes: (e first is direct training; that is, the
network parameters are randomly generated. (e second
type is pretraining. (e network parameters are loaded by
the parameters of the pretrained model, which is usually
trained on the ImageNet database.

3.1.1. Experimental Results of Single-Feature Classification.
Table 3 shows the experimental results of a single-feature
classification method, where Bayes represents the Naive
Bayes classification method. Except for the HSV color
histogram, all features are extracted using the BoW method
for feature coding, and the HSV color histogram is directly
classified after normalizing the features, without the need for
BoW feature coding.

It can be seen from Table 3 that the direct use of HSV
color histogram features can get the best classification ac-
curacy, with an average classification accuracy of 80%,
followed by DSIFTfeatures, and the worst is the use of Gabor
and LBP features. As can be seen from the data in Table 3, the
use of Gabor and LBP features achieved classification ac-
curacy between 20% and 25%, which is too low.

Lithograph Paper prints

Etchings Silk-leak printsWoodblock print

Figure 6: Common types of prints.

Table 3: Classification accuracy of a single feature under different classification methods.

SVM (%) RF (%) Bayes (%) KNN (%)
DSIFT 76.58 70.11 74.69 60.36
HSV 84.37 85.99 83.22 71.04
HOG 55.68 48.57 48.62 41.90
SURF 77.49 66.41 78.15 66.38
LBP 25.14 21.51 24.61 21.93
Gabor 23.69 25.19 15.06 11.27
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Table 5: Classification performance test results.

Accuracy (%) Recall rate (%) F-measure (%)
Print 88.6 90.5 87.4
Chinese painting 91.3 86.8 89.2
Painting 87.7 85.1 85.9
Watercolor painting 87.2 85.4 86.0
Gouache 80.6 85.9 83.3

Table 6: Comparison of classification results of different network models.

Parameter Time Accuracy (%)
ResNet-50 23.5M 61 84.2
Xception 20.1M 42 85.7
Inception-v4 42.6M 65 82.4
MobileNet-v1 3.0M 21 76.5
ShuffleNet 9.6M 19 80.3
Neural network model 8.8M 8 89.1

Table 4: Classification accuracy of two-feature combinations.

SVM (%) RF (%) Bayes (%) KNN (%)
DSIFT+HSV 85.61 85.17 86.19 73.11
DSIFT+HOG 71.25 65.98 73.64 50.60
DSIFT+Gabor 63.98 69.31 65.12 55.81
DSIFT+ LBP 62.66 65.87 62.67 56.92
SURF+HSV 89.03 88.15 89.70 80.10
SURF+Gabor 66.21 65.94 64.22 57.62
SURF+HOG 67.84 62.45 63.37 52.00
SURF+LBP 69.33 64.83 68.30 64.13
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Figure 7: Multifeature combination classification results.
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3.1.2. Multiple-Feature Combination Experiment Results.
In single-feature classification, since DSIFT and SURF have
better classification results, these two features are mainly
used in combination with other features. Table 4 shows the
classification results of the two-feature combinations.

3.2. ImageRecognitionExperimentBased onDepthAlgorithm.
In order to verify the role of the depth algorithm in the
recognition of images and prints, in this experiment, various
prints, Chinese paintings, oil paintings, watercolors, etc.
from the network art images were randomly selected for
recognition and classification. In the recognition process,
different network models were used for many experiments,
the purpose is to verify whether the neural network model
based on the deep algorithm has more advantages in image
recognition and classification than other network models.
Tables 5 and 6 show the test results of image classification
performance based on deep learning and the comparison
table of classification results of different network models,
respectively.

4. Results of Image Recognition and
Classification Experiment

4.1. Experimental Results of Feature Extraction Experiments
Based on Image Classification. In the experiment, the results
of a single-feature classification experiment and multiple-
feature combination experiments were recorded. In the
current feature classification, it can be clearly seen that using
the HSV color histogram feature can get the best classifi-
cation accuracy. In the multifeature combination experi-
ment, due to too much data, the experimental conclusion
cannot be drawn directly. To this end, according to the data
in Table 4, we can get the experimental results of the
classification of DSIFT and SURF features with HSV color
histograms, as shown in Figure 7:

According to Figure 7, it can be known that the HSV
color histogram combined with DISFT and SURF features
has achieved better classification performance, especially
when combined with SURF features to get the best classi-
fication accuracy, with an average accuracy rate of 80%.

In this experiment, two initialization methods are used
to classify and recognize image features for the weight of
CNN, namely, the initialization of Gaussian distribution and
the Xavier initialization method. Figure 8 shows the ex-
perimental results of the two weight initialization methods.

According to Figure 8, it can be clearly seen that the
accuracy of CNN image classification based on the Xavier
initialization method is more suitable for image recognition.
Its recognition accuracy can stabilize at 86% to 90% after a
certain number of iterations. As the image layer increases,
the Xavier initialization method has a higher recognition
rate for the image. Figure 9 shows the comparison of the
image recognition accuracy of the classic AlexNet and
ResNet-18 network models in two different training modes.

It can be seen from Figure 9 that the accuracy of image
recognition in the pretraining mode is greatly improved
compared with the direct training mode. In the pretraining

mode, the accuracy of the AlexNet network model is
maintained between 90% and 93%, while in the direct
training mode, its recognition accuracy is only 87%.

4.2. Results of Image Recognition Experiment Based on Depth
Algorithm. According to the experimental data in Tables 5
and 6, a comparison chart of the recognition rate accuracy of
different images and the image recognition rate under dif-
ferent networkmodels can be obtained, as shown in Figure 10.

According to Figure 10, the image recognition tech-
nology based on the depth algorithm maintains a high level
of accuracy in the recognition of prints and web images.
During the experiment, no matter what the type of the image
is, the recognition accuracy rate can reach 80%. Moreover,
the CNN image recognition model based on the depth al-
gorithm is higher than other network models in image
recognition rate, accuracy rate, and recognition speed.
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5. Conclusions

With the continuous increase in the types and quantity of
network images, traditional network image classification
methods can no longer meet the needs of efficient man-
agement of network images. Network image classification
management puts forward higher requirements for the
professional knowledge and skills of classification personnel.
(e use of CNN has greatly improved the accuracy of image
recognition and further improved the efficiency of network
image recognition, classification, and organization. Its good
feature extraction capabilities should also be widely used in
more classification and retrieval tasks.
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*is paper illustrates the impact of wavelength on the Optical Line of sight (OLOS) link working in the Visible Light Com-
munication (VLC) spectrum. *e extension of work is based on previous outcomes given by researchers. It has been elaborated
with different determinants based on the color factor of LED available in the Visible Light (VL) spectrum. In the modern world,
Light Emitting Diodes (LEDs) are prevailing the market as a light source, which is dominantly used at homes and workplaces.*e
designed VLC system includes LED as a transmitter, which is used as a higher source of brightness and provides both illu-
minations and data communication. Solid-state lighting characteristic shows the electroluminance capability of high brightness
LEDs. Within few years, the luminous efficacy of LED is exponentially increasing from the range of less than 0.1 lm/W to over
230 lm/W with a huge lifetime of around 100,000 h. MATLAB is used to simulate a VLC link between LEDs (operated at different
wavelengths) and photodetector. We present here the performance analysis of Lambertian Luminous Intensity radiation pattern
(LLIRP) generated by different colors of LED for a clear OLOS model with different Spectral Luminous Efficiency at photonic
vision. A designed system model of VLC supports short links present in indoor room conditions with better connectivity.

1. Introduction

Optical wireless communication (OWC) has become a
trending field among researchers because of the high ca-
pacity that it offers to solve last-mile applications [1, 2].
Visible light communication arises as to the latest research
trend in indoor optical wireless communication (OWC),
which contributes the most matured and robust solutions to
many issues. Nowadays, VLC is not only limited to being a
source of light in home networking but also provides high-
speed communication networks via light links in offices,
airplanes, traffic light signals, etc. [3, 4]. In the last few years,

growing research in VLC shows the reliability and power
efficiency offered by LED, which is to date much more
remarkable than any conventional incandescent source of
light used for lighting. Recent research in VLC demonstrates
successfully data transmission up to 3Gbps over short links
installed in indoor environments [5]. *e main drivers of
this technique include high bandwidth/data rate, longer
lifetime LEDs as compared with incandescent bulbs, better
brightness level, no health and physical hazards, data se-
curity, and low power consumption [6, 7]. Due to such
advantages, LEDs show the potential for higher data com-
munication with power-saving features on global platforms.
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*emain problem of indoor VLC links is only a requirement
of precise alignment and pointing with perfect directionality
of the source of light with the receiver.

*e infrastructure of any commercial organization and
office buildings offer light wave as optical light emitting
diodes (OLED), which has a tremendous potential to deploy
the several access points (AP) for light fidelity (Li-Fi) [8]. Li-
Fi technology is also notable to many as an interference-free
system with other existing technologies (e.g., Wi-Fi,
Ethernet, WiMAX, etc.) due to the use of the terahertz
spectrum. Rapid growth in multimedia communication
needs a smart indoor wireless network for better connec-
tivity with the number of portable appliances. Such tech-
nologies can be easily installed by just using inexpensive
optoelectronic devices like OLED connected with silicon
photodetectors [9]. Since the last decade, LEDs have been
considered a general source of illumination only, but now it
becomes an alternative source of high-speed communica-
tion. *e first visible-light LEDs operated only at low in-
tensity and were limited to wavelength of red color.
Nevertheless, modern LEDs are available in vast ranges of
visible, ultraviolet, and infrared wavelengths, with very high
illuminance and low power consumption. As compared with
other sources of illumination like traditional incandescent,
luminous efficacy is limited to 52 lm/W only. While in the
case of fluorescent lamps, it is limited to 90 lm/W [10].
Although, LEDs show their peak efficiency over 260 lm/W,
which is much lower when compared with its theoretically
predicted value that reaches up to 425 lm/W [11]. Coming
years make us the witness of about rapid increase in per-
formance level offered by illumination of OLEDs.

In recent times, visible light communication (VLC) has
gained huge consideration from the academic community
and industry. Indeed, the spectrum crunch of Wi-Fi is
seeking the alternative of radiofrequency communication,
and VLC becomes the front runner due to its simplicity,
speed, full-duplex nature, license-free operation, and data
security. Furthermore, VLC achieves several landmarks by
offering new applications such as underwater communica-
tion, vehicle-to-vehicle communication, and indoor locali-
zation. VLC system plays a key role by selecting the accurate
transmitter (TX) and receiver (RX) to attain and sustain high
performance. *e high performance majorly depends on the
performance of the source, i.e., LEDs.*e modulation needs
a perfect source that can provide both the illumination and
the communication channel. Numerous aspects such as the
LED type, color, illumination power, and bandwidth can put
a direct influence on performance.*erefore, the selection of
exact LED is quite significant according to the VLC sce-
narios, particularly where the LEDs need to perform the
bidirectional communication.

*e bidirectional performance between LEDs can be
affected by several factors and environmental circumstances.
For example, the illumination of LED alters according to
field-of-view and distance. *e ambiance of light can also
vary the LED communication and its performance. In brief,
the selection of receiving mechanism is also critical due to
the high sensitivity of photodiodes (PDs) for low-power
LEDs. *is paper elaborates the examination on accurate

usage of LEDs in VLC systems as tans-receiver. *is work
presents the evaluation of the LED impact on the VLC
performance by varying the color under realistic environ-
ments. It becomes significant to understand the performance
of LED (based on color), as it helps to understand the power
losses with the change of distance. Our results validate that
the color intensity of LED can greatly influence performance
and communication quality. For instance, the green LED
utilization can provide a high luminous intensity for the
yellow, blue, and red LEDs. Such LEDs are very common in
use and easily available. It is important to consider the fact
that we need to work on such sources that are easily
available. While prior research studies only target to assess
physical properties of visible light or only work on a single
parameter, our work opens new perspectives by considering
the power losses. Different angles approach optical gain,
modulation schemes, multiple access, and applications.

*e proposed system offers several benefits as this model
accurately predicts the intensity pattern of the source to-
wards the receiver. LLIRP can estimate the received power
distribution according to any room dimension. It helps in
avoiding propagation losses and provides optimum effi-
ciency. Furthermore, the mathematical derivations provide
the precise calculation of the luminous intensity index based
on radiant intensity and luminous intensity pattern. Such
mathematical expressions can derive the received power of
the room at any point. Further investigation is made on the
calculation of transmitting LEDs’ radiation pattern on the
performance of received power. It becomes significant to
measure the impact because it can help in transferring data
at high speed. *e proposed model has the potential to
evaluate the performance of the receiver based on field of
view and half power angle. Coordination between trans-
mitter and receiver is important in order to develop an
effective VLC system. *e LLIRP model not only describes
the characteristics of the source (wavelength dependent) but
also focuses on the receiver’s performance.

*is paper deals with extensive work performed on the
distribution of luminous intensity (LI) of light under various
assumptions to set an optical line of sight link for VLC
communication.*e distribution of LIs has been analyzed in
the form of Lambertian radiation pattern (LRP) that shows a
clear variation in results when operated on different
wavelengths in the visible spectrum. A radiation pattern
describes the relative strength of light emitted in any di-
rection from the light source, which is further related to
Lambert’s cosine law [12]. Based on practical results
achieved as LLIRP on MATLAB simulations, additional
work has been performed on the influence of LRP on the
received power of photodetector.

2. Previous Work

In previous literature, researchers studied the color impact
of LED on VLC in different manners. *e primary meth-
odologies focus on obtaining the correlation among several
modulation schemes with different colors. For instance,
IEEE 802.15.7.5 depicts the Color-Shift Keying approach.
Furthermore, researchers proposed some other color-based
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modulation mechanisms after the formation of this stan-
dard, such as generalized color modulation (GCM). *is
work has substantially used a different approach as several
prior works utilized photodiodes (PDs) or cameras as re-
ceivers. At the same time, the present study focuses on the
characteristics of LEDs that make them efficient trans-
receiver for bidirectional communication. Full duplex
communication among LEDs is conceivable as LEDs can
work like photo sensors that have the potential to receive
light even beyond the emitted frequency. Several studies
have worked on defining and assessing the characteristics of
LEDs. It starts with the assessment of the emission/reception
spectrum of numerous LEDs based on their colors with their
significant chemical applications as absorption sensors.
Kowalczyk et al. suggested significant VLC application,
however, restricted only in the selection of amber/red LEDs
as transreceivers [13].

Since 2003, numerous research works have been per-
formed on the efficient bidirectional utilization of LEDs
under VLC conditions. Dietz et al. proposed the first ex-
perimental study that considered the utilization of LEDs as
the transreceivers for the full-duplex channel [14]. Giusti-
niano et al. have further designed the VLC system with low
complexity considering the full-duplex transmission of data
between LEDs [15]. *e study depicted the primary concept
of the different LED’s impact on a VLC interface by con-
ducting several experimentations under two scenarios, such
as blue-to-blue and red-to-red LEDs to compare and attain
superior performance. Afterward, Schmid et al. suggested
another work on a full-duplex interface among LEDs and
assessed the link performance by considering several aspects
like energy consumption and communication range [16].
However, the outcomes were advanced to the prior studies as
the link distances are greater than 2m and the data trans-
mission rate is 800 b/s. Further, the model operates only on
the same color LEDs. Wang et al. used PDs/LEDs as the
receivers by introducing a research platform as OpenVLC
for full-duplex transmission [17]. *is work only considers
red LEDs for data transmission and made their evaluations.
Although, our work provides the insights of several colors
with their respective luminous intensities and their impact
on data transmission in terms of power losses, this work is
helping to gain better approaches while developing the full-
duplex transmission by using LEDs.

VLC systems prove their worth by providing new per-
spectives for bidirectional communication using LEDs with
their characteristics as highly efficient photosensors. For
instance, Li et al. designed a novel model as a MIMO-VLC
system utilizing LEDs. Such transreceivers worked on RGB
wavelength and outlining the emission/reception potentials
of LEDs while creating a system that has the potential to
performmultiple communications [18].*e experts assessed
the performance of data transmission regarding several color
combinations. *e authors concluded that blue-green and
red-red interfaces do not experience interferences from each
other.

Bhalerao et al. suggested a line of site model by using
Lambertian pattern of LED in which they analyzed power
distribution of white LED source with a photodiode as a

receiver in a room. *is investigation completely depends
upon the half-power angle of the LED source with the field of
view of photodetector and mode number of radiation lobe
[19]. Wang et al. developed a new theory for the analysis of
received power distribution in a generalized indoor VLC
system.*e goal of their system is to develop a theory related
to the location of LED, in whichmathematical expressions of
received power are derived for both wall-mounted and
ceiling-mounted LED source layouts. *eir model also ex-
plains the dependency of received power with illumination
[20].

Chien et al. propose a novel and accurate analytical
representation of radiation patterns, generated by an LED.
Two major constraints as angular intensity distribution and
the irradiance spatial pattern are taken into account during
their analysis. A mathematical model is demonstrated,
tested, and matched with datasheets of LEDs belonging to
several major manufacturers [21]. In another work, Moreno
explains about Spatial distribution of LED radiation. *is
model gives an analytical relationship between radiated
patterns and the main constraints of LEDs, which are chip
location, chip shape, chip radiance, encapsulant refractive
index, encapsulant geometry, and cup reflector [22]. Our
paper is the extended version of previous work in the form of
analyzing the impact of change in wavelengths of light on
Lambertian Luminous Intensity radiation pattern. *ere are
some connections present between their work and the
problems that encourage us to analyze the following issues
in-depth but with different objectives.

*is paper presents the expansion of several concepts
considering the subsequent aspects as performing the work
involving the LEDs diversity on a broader scale to widely
explore the visible spectrum based on each color (red, green,
yellow, and blue). Furthermore, this study illustrates the
detailed experimental analysis by considering the most
common colors (RGB) for full-duplex data transmission
with the help of the Lambertian luminous intensity model,
which is an accurate mathematical analysis with their re-
spective simulation results. *is work presents all the ex-
perimental assessments according to real-world VLC
scenarios. In conclusion, this research study opens space for
deliberations associated with recognizing the future aspects
of VLC systems, e.g., medium access mechanisms and
channel allocation depending on LED colors.

3. VLC System Model

A Clear Line of Sight model based on the light wave is
designed under a free-space optical channel for indoor room
dimensions, as shown in Figure 1. *is design is applicable
with some assumptions that all LED sources are placed at the
center of the room and on the ceiling, i.e., at the top level, but
in practicality, it may be possible that the position of source
places is at horizontal plane like nearby windows. Another
one is that there is a uniform distribution of luminance over
the small active area of the receiver at receiving plane.
Consideration of this assumption is due to the fact of using a
solar panel as a photodetector (PD) in many VLC systems
that consist of an active area of several hundred cm2.*e last
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one is LED sources completely work under the Lambertian
radiation Pattern phenomenon. Practically, it is not a
compulsion that LEDs follow LRP, e.g., Phosphor-coated
multichip LED does not pursue the Lambertian model for
the reproduction of luminous intensity pattern [19].

3.1. Signal Transmission. VLC is relatively a safe technology
when it comes to eavesdropping because optical radiations
do not permeate through walls which makes them well
confined. Switching properties of LEDs in the visible
spectrum are considered as the most important constraint
that has a rapid capability to be switched on and off because
of which it makes it possible to analyze data through im-
pression on the human eye with their radiated power and
optical intensity [23, 24]. A human eye can easily observe
and detect ultrahigh-speed switching, which is not possible
in other technologies. LEDs are considered as an excellent
transmission source because of their energy-efficient phe-
nomenon. *e Color of LED plays an important role during
the setting of the average luminous flux of the source, which
is directly proportional to the relative width of the dimming
signal [25]. *e minimum illumination level for a typical
office environment demands illuminance in between
200–1000 lx [26]. Colors that are considered for the OLOS
link model during comparative analysis are red (665 nm),
green (550 nm), blue (470 nm), and yellow (600 nm).

Luminance, hue, and saturation are three primary
major attributes for the selection of color during con-
scious sensation. Luminous (often called brightness) is the
most preferred one among these attributes, which is based
upon luminous and radiant intensities. *e second major
attribute is the hue, which is related directly to the
wavelength. It indicates the separation between color
levels, like the distinction between redness, greenness,
blueness, etc. *e third attribute is saturation chroma,
which is used to distinguish the strong colors from faint
ones [27]. On the other hand, saturation level shows the
freedom from dilution caused by white color, also known
as the physical purity of the signal. *erefore, LRP is

analyzed here on the performance level of color/wave-
length of the source having rotational symmetry.

Mathematical calculations of LRP symmetry rely on
Spectral Luminous Efficacy and Spectral Luminous Effi-
ciency. Luminosity factor or Spectral luminous efficacy of
radiant flux K(λ) is defined as the quotient of the luminous
flux at a certain wavelength by the radiant flux [27].

K(λ) �
φVλ

φeλ
in lmW− 1

 . (1)

*e optimum value of the K(λ) function is 673 lm W−1

achieved at a wavelength of about 555 nm [19]. Related to
Spectral Luminous Efficacy, Spectral Luminous Efficiency of
radiant flux V(λ) is defined as the ratio of luminous efficacy
at a certain wavelength with the value of the maximum
luminous efficacy.

V(λ) �
K(λ)

673
. (2)

Luminous intensity (LI), as discussed earlier, shows the
level of brightness represents the overall energy radiated
from source and is defined as Luminous Flux per unit solid
angle,

I �
dφ
dΩ

, (3)

where φ is the luminous flux andΩ is the spatial/solid angle.
Lambertian distribution pattern for a typical room en-

vironment is defined in terms of radiation intensity, that is,

I(∅) � I(0)cosml (∅), (4)

where ∅ is denoting the angle of irradiance relative to the
normal axis of the transmitter surface, I(0) represents the
central luminous intensity, and ml is the order of radiation
lobe in Lambertian emission defined as follows [13]:

ml �
ln(2)

ln cos∅(1/2) 
, (5)

where Φ(1/2) is the half-power/semiangle with
Φ(1/2) ∈ [−π/2, π/2] at half illuminance of source provided
by the manufacturers of the LED product in their datasheet.
Half power angle has a direct influence on the directivity of
the transmitter by showing the maximum value of the lobe
that contains 50% of radiant energy in a plane.

*e radiation pattern is given by the following:

RE φ,ml(  �
ml + 1( 

2π
· PE · cosml(φ), (6)

where PE is the transmitting power and ml gives the di-
rection of the source, also known as mode number of ra-
diation lobe.

3.2. Reception. *e PIN photodiode is used here as a re-
ceptor to collect the light wave. Modeling was performed for
luminous intensity distribution pattern at receiving plane in
an OLOS path (assumption as neglecting the reflection of
walls). *e photodiode is used here to convert the optical

W L

Photodiode

FOV

Beamwidth

LED SourceRoom

H

Figure 1: System model of LOS link.
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signal as a light wave into an electrical signal which is further
enhanced and conditioned by filters. *e effective area of
receiver or operative signal collection area (Aeff) is directly
correlated with Field of View (FOV) as follows:

Aeff(σ) � Ad · cos(σ) |σ|< FOVotherwise 0, (7)

where Ad denotes the physical area of the detector that is
considered as small as one of the assumptions and σ
indicates the direction of the angle between receiver axis
at receiving plane and incident light ray as shown in
Figure 2.*e maximum value of σ is directly called FOV of
detection of light. *e detection capability of the pho-
todiode can be increased by decreasing the FOV value that
directly cuts off unwanted reflections through walls and
noise at the receiver.

A large area of photodetector causes several problems,
such as junction capacitance increases with a reduction in
receiver bandwidth. Receiver noise also increases, which will
hike the manufacturing cost of the photodetector. *erefore,
a nonimaging concentrator is attached as a solution to in-
crease the overall effective area of the receiver. Optical gain
of concentrator having a refractive index is considered as
follows:

G(ψ) �
n2

sin2
(ψ)

, (8)

where ψ is the Field of View angle of the photodetector.
Radiant flux falling over the receiver also affects the

channel gain of the link in which the receiver is located at
the distance of d and with an angle of ϕ with the OLED.
Channel gain calculation for LLIRP requires a receiver
connected with a bandpass filter of transmission value
Ts(ψ) and the gain value of nonimaging concentrator
[19],

H �
Aeff ml + 1( 

2πd2
cosmlφTs(ψ)G(ψ)cos(ψ). (9)

Received power of OLOS link based on illuminance or
intensity at a point (x, y), can be measured with the
following:

I(x,y) � I(0)
cosml(∅)

d2
cosψ, (10)

Pr � Pt
ml + 1( 

2πd2
cosml(∅) · Ts(ψ) · G(ψ) · cos(ψ).

(11)

By using equation (10) in equation (11), we obtain a new
factor for LLIRP analysis:

Pr � Pt
ml + 1( 

2π
I(x,y)

I(0)
· Ts(ψ) · G(ψ). (12)

Equation (12) illustrates the dependency of received
power on the ratio of radiant intensity (I(x, y)) in the di-
rection of viewing angle with the luminous intensity pattern
(I(0)) of the LED transmitter. Let us consider a Luminous
Intensity Index S(x, y) that can be expressed as follows:

I(x,y)

I(0)
� S(x, y). (13)

4. Simulation Results

Simulation of results on OLOS model performed experi-
mentally for short link communication under an indoor
environment with certain room dimensions. In a room, for
the analysis of LLIRP, some of the assumptions are con-
sidered here as the position of the LED source is located at
the top level and in the center of the room while photodiode
is situated at ground level, perfectly aligned with the source.
Analysis of results completed at different values of the
wavelength of light in visible spectrum showing variable
colors when detected with human photopic [21] vision. *e
selection of color process is based on the availability of LED
sources in themarket. In general, red, green, blue, and yellow
LEDs are easily available and very frequently used during
most of the research and technical work. Wavelengths se-
verely affect the factor of Spectral Luminous Efficiency of the
beam of light, which has been observed during the simu-
lation process while at the same time other parameters are
kept constant. Table 1 shows the details of technical spec-
ifications being considered simulation process onMATLAB.

Plots indicate the LLIRP of OLED having different colors
with the room dimensions. Direction angle relative with
transmitter normal axis or half-power angle (∅) � 60°,
height between photodetector and transmitter, h� 2.15m.
Field of view� 60°, which is assumed as the half-power angle
of the source.*e peak value of Luminous intensity is placed
at the center of the room for each wavelength but with the
variation in brightness level. *e wavelength of green light
shows the best performance (4000 cd) under the same
conditions when it comes to the illuminance of light, while
the wavelength of red (250 cd) shows a minimum. LLIRP
indicates that the performance level in luminous intensity of
Green LED is around 16 times more than Red LED.

As shown in Figure 3, the LLIRP of green LED represents
the maximum potential in terms of luminous intensity,
which is measured in Candela (cd). *is plot indicates a
range that varies from 2000 cd to 4000 cd in particular room
dimensions. On the other hand, the yellow LED in Figure 4
shows the next best performance for the same parameters

Transmitter

Receiving
Plane

Receiver

d
ϕ

Ψ

Figure 2: Geometry of OLOS propagation model.
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Table 1: Parameters of modeling LOS link.

Parameters Values
Room dimensions 5× 5× 3m3

Beam width 60°, 33°, 27°, 22°
Mode number of radiation lobe, m 1, 4, 6, 10
Field of view (ψ) 60°
Color of LED Green, yellow, blue, red
Wavelength (nm) 550, 600, 470, 665
Spectral luminous efficacy [27] 0.9950, 0.6310, 0.0910, 0.0610
Active area of photodiode 10−4mm2

Refractive index of lens placed at PD 1.5
Transmitted optical power by LED 20mW
Optical filter gain, T(ψ) 1
Receiver height (hR) 2.15m
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Figure 3: Lambertian radiation pattern for luminous intensity distribution at 550 nm (green LED).
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but with different luminous efficacy that is fixed for a certain
wavelength, as shown in Table 1. Its luminous intensity
varies between 1400 cd to 2600 cd for the same dimensions
of the room. Blue LED in Figure 5 illustrates a low brightness
level as less energy radiates in the range of 200 cd to 350 cd.
Minimum performance of LLIRP if given by red LED ra-
diates lower energy than others shown in Figure 6 that
ranges in between 100 cd and 250 cd.

Figure 7 shows a 2D analysis between LLIRPs of OLED at
different wavelengths. Comparative analysis has been pre-
sented here that reveals a huge difference in Luminous
Intensity of OLEDs that clearly affects the radiation patterns.
Peak values of luminous intensity for different cases under
the same conditions are shown in the form of a ratio as
follows:

G : Y : B : R � 80 : 52 : 7 : 5. (14)

Equation (14) indicates the level of difference between LIs
of four different cases.*e left-hand side of the equation stands
for the color of LED, while the right hand signifies the amount
of variation in the peak level of LIs. Now, the impact of these
performances of Luminous Intensities can be analyzed on other
important constraints to increase the credibility of the OLOS
link in VLC for more reliable communication.

Based on LLIRP of OLED, analysis of received power
distribution has been performed at different wavelengths.
Equation (13) shows luminous intensity index, S(x, y), plays
a major role in estimating received power at photodetector,
which is operated under the impact of various luminous
intensity values. In addition, variation in the values of half-
power angle of transmitting OLED have been made, that are
set on ϕ� 60°, 33°, 27°, and 22°. Half power angle corresponds
to the mode numbers of radiation lobe, which arem� 1, 4, 6,
and 10, respectively.

Figure 8 illustrates the outcomes achieved at four dif-
ferent wavelengths as Green, Yellow, Blue, and Red light are
the same. Based on the location of the photodetector (in
Figure 2) with the source of light, Figure 8 explains that
amount of received power is maximum at near about 1m of
light source, which has been dropped drastically for each
case with the increase in distance. General expressions of
received power indicate the variation in received power with
Luminous Intensity of light, but when the simulation is
performed, it shows a different scenario. A new conspiracy is
generated, which explains that experimentally color of light
does not affect the value of received power when it is op-
erated at the same transmitting power with equivalent mode
number of radiation lobe. In other words, S(x, y) does not
alter the value of received power if the half power angle of
source with its generated power is the same for all LEDs. We
obtain the same results as Figure 8, when the LLIRP of the
system varies with the wavelength of light due to the
complete dependency on the values of ϕ andm, respectively.
For all cases that deals with different colors of OLED, the
peak value of received power at the distance of 1m as shown
in Figure 8, is the same as follows: 0.39×10−3 at m� 1,
0.48×10−3 at m� 4, 0.7×10−3 at m� 6 and 1.1× 10−3 at
m� 10, respectively.

*is work presents the analysis of radiation patterns by
using commonly available LEDs. It becomes significant to
understand numerous physical properties and characteris-
tics such as LED color, luminous intensity, power gain,
transmission/reception power, and peak intensity before
developing an efficient interface. *e peak intensity of every
color (whether it is red or green) is located optimum at 60° to
70°, whereas the half value of peak intensity shows center
intensity. An angle range of 65°–75° is beyond center in-
tensity that is symmetric to the normal axis. Uniform il-
lumination intensity can be obtained from the difference
between peak and center intensity onto the target area. Such
a study also helps in eliminating the further glare effect via
cut-off emitting light whose emitting angle is greater than
80°.

We tried to find out the best possible results by con-
sidering the specifications mentioned in Table 1 by using the
far-field patterns of LEDs and developing the secondary
optics element for multiple propagations. As the imprinted
structure of LED can generate the flat far-flied pattern for the
center intensity ratio under a superior circumstance. It also
delivers the consistent intensity at the 0–40° distributive
angles. In last, the designed secondary optics element can
attain the 50% intensity angle and peak intensity in order to
eliminate the glare effect. *is work also considers the re-
flective surface for one reflection in order to avoid the flux
loss at the time of interface transmission. VLC transmitters
generally utilize LEDs where several LEDs are present in off-
the-shelf LED light bulbs. Such light bulbs also involve a
driver to maintain the photocurrent that directly affects the
Lambertian pattern or luminous intensity. In other words,
one can easily manipulate LEDs at a high frequency as
transistors control the current arriving at LEDs, conducting
communication that is untraceable by human eyes. Nor-
mally, VLC works with receivers using PDs. Although, PDs
are highly sensitive for human eyes and can handle the waves
outside the visible light spectrum like infrared and ultra-
violet. *erefore, PD often fails to obtain the data in an
outdoor condition exposed to sunlight due to high inter-
ference. Some experiments suggest substitutions in order to
sort out this challenge. For instance, LEDs have photo sensor
characteristics that make them efficient receivers. *e LEDs
utilization as trans-receiver provides greater flexibility in the
applications of VLC models.

LEDs have the property of photocurrent that also make
them a good sensor. When LED receives the light, it can
produce a small current. *is current has magnitude related
to the intensity of received light. LEDs can be considered a
selective PD, as PD has a wider spectral response. Generally,
an LED of a definite color can recognize the signals coming
from the same color LED or greater frequencies as they
detect a narrower wavelength range. For instance, a blue
LED is only capable of recognizing the signals coming from
the same color, while a red LED identifies signals from RGB
LEDs. We consider multiple LEDs in this work in order to
develop an inclusive and comprehensive examination of
LED characteristics as sensors, ranging from lesser fre-
quencies (red and yellow) to greater frequencies (blue and
green). *is work can be further extended to assess the LED
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characteristics by studying several color compositions such
as white LED. Further, it helps analyze the materials that can
emit radiation, having a mixture of yellow and blue colors.
*is work considers the experimental studies with the
evaluations under practical environment dimensions ap-
propriate for offices, rooms, and labs, etc., that are inclined
to forthcoming VLC models because of the existing
infrastructure.

5. Discussion on Work Novelty

Modeling and simulation of VLC links for OLOS propa-
gation under indoor OWC are highly dependent on key
characteristics of the transmitter, receiver, and channel. *e
objective of conducted work is to present one mathematical

model that connects all the variable constraints. *e sim-
ulation results explain the consequences and dependency
between the transmitter and receiver parameters. *e var-
ious experiments demonstrated in this chapter are discussed
as follows:

(i) Color/wavelength is a very important constraint to
attain the optimum performance of the link under
the same scenario. Comparative results explain that
the performance of green color LED in terms of
LLIRP is much more effective than other color
LEDs. *ese outcomes help during wavelength
selection and support WDM. *e impact of
wavelength in the visible spectrum has been checked
on LLIRP for the VLC link. Results show a clear and
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Figure 5: Lambertian radiation pattern for luminous intensity distribution at 470 nm (blue LED).
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notable variation in the levels of luminous intensity
with the room dimensions when the color of light or
wavelength varies. *erefore, the selection of light is
also an important criterion while creating a reliable
OLOS communication link.

(ii) Transmitting end depends on two factors: half
power angle and the mode number of radiation
lobe. Variation in arrival angle represents different
mode numbers. Here, the results of four cases have
been explained at the HPA of 60°, 33°, 27°, and 23°.
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Mode number, m1 � 1 at 60° HPA represents an
ideal Lambertian source that explains the direction
where the radiated signal strength reaches the
maximum. *is work also compares the outcomes
generated due to the impact of different mode
numbers on the VLC system.

(iii) Receiving section included the FOV and effective
area of the photodetector as the main constraints to
attain optimum performance.

(iv) Coordinates of transmitter and receiver with rota-
tional symmetry are also important parameters
during the investigation of mathematical models.

(v) In addition, the influence of luminous intensity has
been noted on the further impact of brightness and
optical received power. It displays that the color of
light does not influence the received power of the
photodetector. *e behavior of spectral luminous
efficacy, radiation flux, and luminous intensity of
the source has been checked with the receiving
section, including a nonimaging concentrator and a
bandpass filter. S(x, y) found constant for all colors,
whether it is green, yellow, blue, or red; each
wavelength gives the same plot in case of received
power. *e only change is detected because of the
variations in values of the number of modes caused
by the half-power angle of transmitting source LED.

6. Conclusion

In this investigation, a new model of OLOS for indoor VLC
systems has been proposed. It is widely applicable for the
further analysis of LLIRP. Several parameters can affect the
whole OLOS system with a minute change in values. It can
include the coordinates of the transmitting source with the
location of the photodetector or the half-power angle of
OLED with their respective mode number of radiation lobe.
*is extension of work analyzes a new model that is created
by changing the luminous intensity of light. *e wavelength
impact of light in the visible spectrum has been checked on
the Lambertian radiation pattern of the lobe in a VLC link.
Results show a clear variation in Luminous intensity levels
with the room dimensions when wavelength varies.
*erefore, the selection of light is also an important criterion
while creating a reliable OLOS communication link. In
addition, the luminous intensity factor is used to check the
further impact of brightness on the factor of received power.
It shows that the color of light does not influence the factor
of the received power of the photodetector. *e behavior of
radiation flux, Spectral luminous Efficacy, and luminous
intensity of source have been checked with the receiver
connected with a nonimaging concentrator and a bandpass
filter. S(x, y) found constant for all colors, whether it is green,
yellow, blue, or red. Each wavelength gives the same plot in
case of received power. *e only change is observed due to
changes in values of half-power angle and the number of
modes of the transmitter.

Future work will be executed on other parameters that
are linked with LLIRP. Parameters like bit error rate (BER)

or signal to noise ratio (SNR) will be investigated and further
efforts will be made to find out a relation between the
impacts of luminous intensity or OLED radiation patterns
with these factors.
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The smart grid-enabled industrial Internet of Things (SG-IIoT) is a hybrid data communication network connected with the
power grid that collects and analyzes data from transmission lines, distribution substations, and consumers. In the IIoT setting,
SG provides predictive information to its supplier and customers on how to effectively manage the power based on this
aggregated data. To achieve this goal, every virtual or physical entity in the SG-IIoT must be linked and accessible over the
Internet, which can be susceptible to numerous cyberattacks. In this paper, we propose a multidocument blind signcryption
scheme to simultaneously resolve the security and efficiency issues. The proposed scheme performs the blind signature and
encryption operation on multiple digital documents in one step because SG-IIoT outputs a large amount of data that needs to
be blind signed and encrypted in a batch. The proposed scheme employs the concept of hyperelliptic curve cryptography
(HECC), which is lightweight owing to the smaller key size. The comparative analysis in both security and efficiency with the
relevant existing scheme authenticates the viability of the proposed scheme.

1. Introduction

The electrical network that serves every residence, company,
and infrastructure service in a city is known as the “grid.”
The “smart grid” is the next generation of energy infrastruc-
ture that has been upgraded with communications technol-
ogy and connectivity to enable more efficient utilization of
resources [1]. Wireless equipment such as sensors, radio
modules, gateways, and routers are among the technologies
that make today’s IoT-enabled electricity grid “smart.” These
devices provide the advanced connection and communica-
tions that enable customers to make smarter energy con-
sumption decisions, communities to save energy and

money, and power authorities to restore power more rapidly
after a blackout. Similar to distributed energy resources, real-
time smart meter readings, rapid reaction through reliable
communication and information exchange, and monitoring
systems, it can manage the responsibilities of various appli-
cations across industrial processes [2]. The industrial Inter-
net of Things (IIoT), also known as SG-enabled industrial
Internet of Things, is growing popularity, and it includes a
variety of IoT devices and technology that make smart grid
(SG) for Industry 4.0 simpler [3], also known as SG-enabled
industrial Internet of Things (SG-IIoT). The SG-IIoT infra-
structure is built on faster and more reliable communication
technologies that connect intelligent information systems,
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the current power grid, and other IIoT devices. Furthermore,
because industry 4.0 gadgets consume so much electricity,
smart meters linked to them may need to request energy from
power stations via substations and control centers (CC) [4].
Therefore, every virtual or physical thing in SG-IIoT can be
interconnected, identified, and accessed through the Internet
[5]. When evaluating the communication scenario of the
SG-IIoT environment, authentication, confidentiality, and
anonymity are the three key cybersecurity issues [6]. It is
important to highlight that digital signatures can ensure
authenticity, and anonymous encryption can ensure both con-
fidentiality and anonymity. Blind signcryption [7] allows the
sender to combine the concepts of blind signing and encryp-
tion on a message in a single step, achieving authenticity,
confidentiality, and anonymity in one step. Further, making
a blind signature and encryption on multiple digital docu-
ments is better than signcrypting a single document because
SG-IIoT generates a huge amount of data that need to be
blindly signcrypted in a bunch [8]. Most of the blindly sign-
cryption, which is presented either for a single document or
multi-digital documents is built upon the working strategy
of old public key infrastructure (PKC) that can be poor in
the view of the certificate renewal process. In contrast to
PKC, identity-based cryptography (IBC) will be the best
choice when the private key generation center is fully
trusted, and further, IBC can enjoy the feature of certificate
renewing and revocation-free features. Recently, several
blind signcryptions are contributed to multi-digital docu-
ments; unfortunately, these schemes are not suitable for
resource-hungry SG-IIoT devices due to higher computa-
tional cost and certificate renewing and revocation [8–10].
Thus, to neglect such types of flaws, we design a new scheme
with the following advantages.

(i) The proposed scheme is based on the notion of
blind signcryption with IBC for multi-digital docu-
ments utilizing hyperelliptic curve concepts for
power requests in SG-IIoT

(ii) The proposed scheme ensures the integrity of multi-
digital documents, nonrepudiation of blind signa-
ture, unlinkability of the signer to the multi-digital
documents, untraceability of the signer to an origi-
nal signature, confidentiality, and forward secrecy,
respectively

(iii) When comparing the proposed scheme to three
recently published relevant schemes, we observed
that our scheme is more efficient in terms of com-
putation and communication costs.

This paper is organized in the following way. In Section
2, we present the related work of existing blind signcryption
and multidocument blind signcryption. In Section 3, we
provide the proposed network model for power requests.
Section 4 presents the construction of the proposed scheme.
In Section 5, correctness is provided. Sections 6 and 7 pro-
vide security analysis and costs analysis in terms of compu-
tational cost, respectively. Lastly, in Section 8, conclusions
are presented.

2. Related Work

The SG-IIoT configuration relies entirely on faster and more
reliable communication technologies to connect intelligent
information systems, existing power grids, and other IIoT
devices. Every device in the SG-IIoT can be networked, iden-
tified, and connected to the Internet in this manner. Thus,
during communications, the three key concerns of the SG-
IIoT environment are anonymity, privacy, and validation.
It is critical to understand that signatures can provide
authentication and anonymity, while encryption can provide
confidentiality to SG-IIoT data. Awasthi and Lal [7] devised
a blind signcryption employing a discrete logarithm problem
to meet authentication, confidentiality, and anonymity
requirements in one step. This scheme does not provide for-
ward secrecy and has a longer processing time as a result.
Using the discrete logarithm problem, Xiuying and Dake
[11] proposed a blind signcryption with public verifiability.
More processing time is a problem for this scheme once
again. Riaz et al. [12] developed an elliptic curve discrete log-
arithm problem for blind signcryption. Unforgeability,
authentication, integrity, and signer nonrepudiation are all
vulnerabilities in the scheme [13]. Furthermore, the authors
in [13] presented an improved blind signcryption scheme,
although when considering resource-hungry devices, this
scheme suffers from higher processing CPU time owing to
the elliptic curve. Mohib et al. [14] proposed an elliptic
curve-based blind signcryption to allow anonymous com-
munication to mobile voting systems. Waheed et al. [15]
presented blind signcryption utilizing the elliptic curve dis-
crete logarithm problem for the use of electronic voting.
However, both schemes [14, 15] suffer from increased pro-
cessing CPU time and are hence unsuitable for resource-
intensive devices. Ullah and Din [16] presented blind sign-
cryption using a hyperelliptic curve discrete logarithm prob-
lem; however, the approach does not ensure that numerous
digital documents are encrypted and signed. Tsai et al. [8]
suggested multidocument blind signcryption based on elliptic
curve cryptography to offer encryption and blind signing in
one step. They did not, however, provide forward security
and did not benefit from the reduced computational cost.
Blind signcryption using a hyperelliptic curve discrete loga-
rithm issue was presented by Fazlullah et al. [9]. However, in
terms of authentication and integrity, this technique is weak
[10]. Furthermore, the authors of [10] suggested an enhanced
multidocument blind signcryption system; nevertheless, when
considering resource-hungry devices, this scheme suffers from
increased processing CPU time needs due to more main oper-
ations of the hyperelliptic curve. Although, because they are all
built on ancient public key infrastructure cryptography, all of
the aforementioned blind signcryption techniques are prone
to certificate revocation and renewal issues.

3. Network Model

Figure 1 depicts the flow of our proposed blind signcryption
for multiple digital documents’ scheme, which includes enti-
ties such as the industrial Internet of Things (IIoT), smart
meters (SMs), substation (SS), private key generator (PKG),
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and power station (PS). When IIoT requires more power or
some other utility, SMs seek a blind signature from CC, after
which CC sends its identity to PKG for a private and public
key, and PKG generates a public and private key for CC after
receiving the CC identity. After that, CC generates a blind sig-
nature for SMs using his private key and returns it. When SMs
obtain a blind signature, they transmit their identification to
PKG for a private and public key. When PKG receives the
SMs’ identity, it generates a public and private key for them.
After that, SMs produce and submit blind signcryption on
many papers, including power requests and other utilities to

CC, using his private numbers and secret key. After receiving
blind signcryption on numerous papers, CC can verify them
using the verification method, then decode the ciphertext
and supply power or other desired utilities to SMs if they are
legitimate. Because all this information transmission is often
in the range of a few bytes, LPWANs (low-power wide-area
networks) are appropriate for interoperability of local micro-
power grids. The low-power wide-area network (LPWAN) is
a wide-area wireless communication network designed for
long-range communications with low data rates and low
power consumption.

4. Proposed Multidocument Blind Signcryption

The proposed multidocuments blind signcryption can con-
tinue with the following phases and the symbols used in con-
struction is available in Table 1.

4.1. Setup. In private key generator (PKG), pick three one-
way hash functions (H1,H2,H3), hyperelliptic curve with
genus 2, a divisor (D), and a finite field of order n; then,
PKG selects f ϵ f1, 2, 3,⋯⋯ :,n − 1g as the private key of
the signer and computes the corresponding master public
key as η =f:D. In the end, PKG published ⩓ = fn,D,H1,
H2,H3, ηg to the network

4.2. Key Generation. Here, PKG selects Ui ϵ f1, 2, 3,⋯⋯ :,
n − 1g as the private key and computes the corresponding
public key as Vi =Ui:G for the user with identity ðIDiÞ:
Then, PKG dispatched ðUi, ViÞ to the user with IDi using
an open network

4.3. Alice. It can proceed with the following steps:

(a) Choose a random number ℓϵ f1, 2, 3,⋯⋯ :,n − 1g
(b) ComputeVh =H1ðℓÞ

Power station

Power request

Control center
Identity

Public and private key

Private key generator

Substation

Blind signcryption
Blind signature

Request blind signature

Smart meter

Industrial internet of things

Smart meter

Identity

Public and private key

Figure 1: Network model of proposed SG-IIoT power request scheme [4].

Table 1: Symbols used in the constructions of the proposed
algorithm.

No. Symbol Descriptions

1 H1,H2,H3 One-way hash functions

2 f The private key of PKG

3 D Divisor of a hyperelliptic curve

4 n The order of finite field of a hyper elliptic
curve and normally greater or equals 80 bits

5 η The public key of PKG

6 ⩓ Published parameter set

7 mi Multi-digital documents

8 Us Signer private key

9 Vs Signer public key

10 Uv Verifier private key

11 Vv Verifier public key

12 φ Alice signature

13 S Signer signature

14 K The secret key used for encryption and
decryption
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(c) ComputeR =H2ðmi, VhÞ
(d) SendR to the signer.

4.4. Signer. It can proceed with the following steps:

(a) Choose a random numberLϵ f1, 2, 3,⋯⋯ :,n − 1g
(b) ComputeT =L:D

(c) ComputeS = ðUs +R:LÞ mod n

(d) Sends ðT , SÞto signer.

4.5. Alice. It can proceed with the following steps:

(a) Select random number ζϵ f1, 2, 3,⋯⋯ :,n − 1g
(b) ComputeZ = ζ:D

(c) Choose a random numberT ϵ f1, 2, 3,⋯⋯ :,n − 1g,
compute K =H3 ðT :VvÞ

(d) Compute C = EKðmI, Vh Þ
(e) Computeφ =T /ðζ +R + SÞ mod n

(f) SendA = ðC, T, φ, Z,RÞ.

4.6. Verifications and Decryption. It can proceed with the fol-
lowing steps:

(a) Compute K =H3ðφ:Uv:ðVs +R:ðT +DÞ + ZÞ
(b) Computemi,Vh =DKðCÞ

(c) ComputeΡ =H2ðmi, VhÞ
(d) Accept if Ρ =R.

5. Correctness

The blind signcryption scheme can be correct if it holds the
below equation.

H3 φ:Ui:ð Vs +R: T +Dð Þ + Zð Þ =T :Vi: ð1Þ

Proof:

=H3 φ:Uv: Us:D +R: T +Dð Þ + Zð Þð Þ
=H3 φ:Uv: Us:D +R: L:D +Dð Þ + Zð Þð Þ
=H3 φ:Uv: Us:D +R:L:D +R:D +K :Dð Þð Þ

=H3
T

ζ +R + S
:Uv: Us:D +R:L:D +R:D + ζ:Dð Þ

� �

=H3
T

ζ +R +Us +R:L
:Uv: Us +R:L +R + ζð ÞD

� �

=H3 T :Uv:Dð Þ =H4 T :Vvð Þ = K

ð2Þ

6. Security Analysis

This phase includes detailed security analysis of the pro-
posed scheme, which are based on the following hard prob-
lem: suppose P&D is given two divisors on the hyperelliptic
curve of order n: hence, to find a unique integer α from
equation P = α:D is called hyperelliptic curve discrete loga-
rithm problem ðHECDLP Þ. So, in the following sub-
phases of this section, we are going to explain each security
requirement fulfilled by the proposed scheme in detail.

6.1. Confidentiality. Suppose an adversary A attacked the
proposed scheme for gaining the contents of ciphertext ðCÞ
; then it must successfully be passed through the following
subphases.

Table 2: Major operations in proposed and existing schemes.

Schemes Blind signcryption Verifications and decryption Total

Tsai et al. [8] 8 EM + 2 EA 4 EM 12 EM + 2 EA

Fazlullah et al. [9] 5 HEDM + 6 HEDA 3 HEDM + 2 HEDA 8 HEDM + 8 HEDA

Bashir and Ali [10] 8 HEDM + 6 HEDA 4 HEDM + 2 HEDA 12 HEDM + 8 HEDA

Proposed scheme 4 HEDM + 3 HEDA 3 HEDM + 3 HEDA 7 HEDM + 6 HEDA

Table 3: Computational cost comparison of proposed and existing scheme for a single message in milliseconds (ms).

Schemes Blind signcryption Verifications and decryption Total

Tsai et al.[8] 8 × 2:226 + 2 × 0:0288 = 17:8656 4 × 2:226 = 8:904 12 × 0:0288 + 2 × 0:0288 = 26:7696

Fazlullah et al. [9] 5 × 1:113 + 6 × 0:0144 = 5:6514 3 × 1:113 + 2 × 0:0144 = 3:3678 8 × 1:113 + 8 × 0:0144 = 9:0192

Bashir and Ali [10] 8 × 1:113 + 6 × 0:0144 = 8:9904 4 × 1:113 + 2 × 0:0144 = 4:4808 12 × 1:113 + 8 × 0:0144 = 13:4712

Proposed scheme 4 × 1:113 + 3 × 0:0144 = 4:4952 3 × 1:113 + 3 × 0:0144 = 3:339 7 × 1:113 + 6 × 0:0144 = 7:8774

Table 4: Computational cost comparison of proposed and existing
scheme for a single message in milliseconds (ms).

Number of
messages

Tsai
et al. [8]

Fazlullah
et al. [9]

Bashir and
Ali [10]

Proposed
scheme

50 1338.48 450.96 673.56 393.87

100 2676.96 901.92 1347.12 787.74

150 4015.44 1352.88 2020.68 1181.61
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(i) Here, the first attempt of A as it needs to process Ks
=H3 ðφ:Uv:ðVs +R:ðT +DÞ + ZÞ further requires
Uv from Vv =Uv:D that can be clues towards the
solution of HECDLP

(ii) The second attempt of A needs to process Ks =
H3 ðT :VvÞ, so it requires T that can be clues
towards the solution of HECDLP

(iii) The third attempt of A needs T from φ =T /ðζ +
R + SÞ to process Ks =H3 ðT :VvÞ, so φ contains
two unknown hyperelliptic curve variables which
are infeasible for A .

The above three subphases indicate that the proposed
scheme is secured from the content-stealing attack (confi-
dentiality) against A .

6.2. Unforgeability. Assume that A attacked the proposed
scheme for forging the original signature; then A must effec-
tively solve φ =T /ðζ +R + SÞ for this; it passed through the
following subphases.

(i) Here, the first thing is that A can require T , and for
this, A must processKs =H3 ðT :VvÞ, so it requires
T that can be clues towards the solution of HEC

DLP

(ii) The second thing is thatA requires ζ, and for this, it
process Z = ζ:D, so it requires ζ that can be clues
towards the solution of HECDLP

(iii) The third attempt of A needs S from φ =T /ðζ +
R + SÞ, where S = ðUs +R:LÞ mod n, so S con-

tains two unknown hyperelliptic curve variables
which are infeasible for A .

The above three subphases indicate that the proposed
scheme is secured from forging attack (unforgeability)
against A .

6.3. Message Integrity. In our designed scheme, with cipher-
text, the sender appends and computes R =H2ðmi, VhÞ as a
hash value and is dispatched to the receiver. After the recep-
tion, the receiver can verify using the following steps.

(i) It computes the new hash value after decrypting the
ciphertext as Ρ =H2ðmi, VhÞ

(ii) Then compareΡ =R, if it equals then accept the
ciphertext; otherwise it returns a null value.

The above two steps indicate that the proposed scheme is
secured from the content modifying attack (message integ-
rity) against A .

6.4. Blindness. In our designed scheme, when the signer acts
as A , then he just failed to get mi, from R =H2ðmi, VhÞ,
because of the one-way nature of the hash function. Also,
A requires to proceed first the blind factor Vh =H1ðℓÞ,
and for this, A needs ℓ which is the private number of Alice,
so we can say that the proposed scheme is secure from unfair
signer attack (blindness).

6.5. Untraceability. Suppose the signer acts as A when it
received A = ðC, T , φ, Z,RÞ and tries to gain the contents
of ciphertext ðCÞ, forging the original signature φ =T /ðζ +
R + SÞ mod n. Therefore, for gaining the contents of the
ciphertext ðCÞ,it must be successfully passed through the fol-
lowing subphases.

(i) Here, the first attempt of A needs to process Ks =
H3 ðφ:Uv:ðVs +R:ðT +DÞ + ZÞ; further, it requires
Uv from Vv =Uv:D that can be clues towards the
solution of HECDLP

(ii) The second attempt of A needs to process Ks =
H3 ðT :VvÞ, so it requires T that can be clues
towards the solution of HECDLP

(iii) The third attempt of A needs T from φ =T /ðζ +
R + SÞ to process Ks =H3 ðT :VvÞ, so φ contains
two unknown hyperelliptic curve variables which
are infeasible for A .

The above three subphases indicate that the proposed
scheme is secured from the signer to get access to the con-
tent of an original text.

Also, forging the original signature φ =T /ðζ +R + SÞ
mod n, it must successfully be passed through the following
subphases.

(i) Here, the first thing is that A can require T , and for
this, A must process Ks =H3 ðT :VvÞ, so it requires
T that can be clues towards the solution of HEC

DLP
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Figure 2: Computational cost comparisons for a single message.
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(ii) The second thing is that A requires ζ, and for this, it
processes Z = ζ:D, so it requires ζ that can be clues
towards the solution of HECDLP .

The above two subphases indicate that the proposed
scheme is secured from forging attacks against the signer.
Further, the above discussion indicates that the proposed
scheme is secured from an untraceable attack against the
signer.

6.6. Forward Secrecy. The designed scheme assures the prop-
erty of message forward secrecy. Suppose an adversary A

attacked the proposed scheme for gaining the contents of
ciphertext ðCÞ; then it must successfully be passed through
the following subphases.

(i) The first attempt of A needs to process Ks =H3 ð
T :VvÞ, so it requires T that can be clues towards
the solution of HECDLP

(ii) The second attempt of A needs T from φ =T /ðζ
+R + SÞ to process Ks =H3 ðT :VvÞ, so φ contains
two unknown hyperelliptic curve variables which are
infeasible for A .

The above three subphases indicate that if the private key
signer or Alice is compromised, then the proposed scheme is
still secured from the content-stealing attack (forward
secrecy) against A .

6.7. Authentication. Upon reception of A = ðC, T , φ, Z,RÞ,
the receiver can proceed with it compute K =H3 ðφ:Uv:ðVs
+R:ðT +DÞ + ZÞ, mi, Vh =DKðCÞ, Ρ =H2ðmi, VhÞ, and

accept if Ρ =R. So, the authentication will be done in this
way in our proposed scheme.

6.8. Nonrepudiation. The blinded signature S = ðUs +R:L
Þ mod n which is processed by the signer contains the sign-
er’s private key which is directly associated with its public
key; that is why in our scheme, the signer cannot deny his
generated signature.

7. Computational Cost

For the computational cost comparisons, we first introduce
some notations that are EM, EA, HEDM, and HEDA repre-
senting elliptic curve point multiplication, elliptic curve
point addition, hyperelliptic curve divisor multiplication,
and hyperelliptic curve divisor addition. The experiment is
done for the running time of a single EM and EA, with the
help of a personal computer containing DUAL CPU
E2200, 2.20 gigahertz processor, 2048 megabyte primary
memory; EM consumes 2.226ms and EA takes 0.0288ms
[17, 18]. Therefore, for HEDM and HEDA, we assume the
half running time of EM and EA are 1.113ms and
0.0144ms, because the hyperelliptic curve consumes half of
the elliptic curve [19]. The major operations proposed and
those of Tsai et al. [8], Fazlullah et al. [9], and Bashir and
Ali [10] are presented in Table 2. Then, based on the above
major operations running time, in Tables 3 and 4, we pres-
ent the running time comparison between the proposed
scheme and Tsai et al. [8], Fazlullah et al. [9], and Bashir
and Ali [10], for single message and a varying number of
messages. In the end, Figures 2 and 3 clearly show that our
scheme is efficient in requiring the processing time.
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8. Conclusions

In this article, we proposed a multidocument blind signcryp-
tion scheme to concurrently address security concerns such
as untraceability, confidentiality, and forward secrecy, as
well as efficiency challenges such as high computation cost.
Because SG-IIoT generates a considerable quantity of data
that has to be blind signed and encrypted in a batch, the pro-
posed scheme executes the blind signature and encryption
operation on numerous digital documents in one step. The
proposed scheme makes use of the hyperelliptic curve cryp-
tography (HECC) idea, which is lightweight because of its
lower key size. We performed a security analysis study for
the proposed scheme, confirming our view that our scheme
is more secure and capable of meeting data exchange secu-
rity requirements such as untraceability, confidentiality,
and forward secrecy. Furthermore, an efficiency study of
the proposed scheme in terms of computational cost reveals
that our scheme is more efficient than the relevant existing
schemes.
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With the rapid development of artificial intelligence-related technologies, especially the use of big data, an intelligent world is
coming. In the era of intelligence, the traditional trading teaching work model is no longer adaptable. If it wants to survive the new
wave of technological development, it must carry out a self-revolution in science and technology. +is article aims to study the
improvement and optimization of the current college education curriculum system by artificial intelligence equipment under the
use of big data technology. To this end, this paper proposes a clustering algorithm for data analysis. +rough the improvement of
the clustering algorithm and using it in the reform of the education system of colleges and universities, the relevant education data
is calculated with high performance and fed back to the teacher to improve the teaching method. At the same time, experiments
are designed to analyze the performance of the algorithm and the feasibility of the teaching mode. +e experimental analysis
results in this paper show that the improved data analysis clustering algorithm has improved the data analysis ability in the
teaching process by 37%, and the use of big data has increased the teaching quality score of colleges and universities by nearly 1
point. It can well promote the popularization of education informatization in the country and the improvement of
teaching quality.

1. Introduction

In today’s world, big data has penetrated all aspects of
human society, not only changing people’s ways of thinking,
working, and lifestyles but also changing society’s produc-
tivity and production relations, and it has also become the
future “new oil”, “new gold mine”, “new resource”, and “new
engine” for innovation. After years of deliberation, the 5th
Congress of the 18th Central Committee held in China in
2015 clearly advocated the “implementation of the national
big data strategy”. In order to deal with the issues of the big
data era, the government is required to cooperate with
enterprises, universities, and scientific research institutions.
And universities are undoubtedly participants and pro-
moters of this wave of big data. +ere are also “work
problems” confusion in the field of domestic education big
data, but universities have unique conditions for studying

big data, and the research and application of big data in
education management have broad prospects.

Big data education management is a new stage in the
development of university education management, and
everything in the past is a prelude. According to big data,
universities can use smarter methods to stimulate and
generate new wisdom. +ere is a fundamental difference
between the use of big data in the education management of
school graduates and big data in the business field. +e big
data of the university will eventually find a special rela-
tionship. Using big data, cloud computing, the Internet of
+ings, and other technologies to optimize the structure of
school operation elements and improve management is an
important tool and foundation for universities to improve
school operation efficiency and promote the transformation
of higher education institutions. Nowadays, there are few
research results on the integration of big data and university
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educationmanagement in academia, the depth and scope are
not enough, and the specific empirical research is insuffi-
cient. +is part of the research is also urgent.

In the context of big data, people can more and more
easily improve existing problems through a large amount of
data acquisition and analysis, and the use of artificial in-
telligence equipment has accelerated this pace. As these
technologies are being usedmore andmore frequently, more
and more people are involved in this research. Rongpeng
tries to emphasize one of the most basic characteristics of the
revolutionary technology in the 5G era. However, in the face
of increasingly complex configuration problems and
emerging new business needs, if there is a lack of complete
artificial intelligence functions, 5G cellular networks are still
not enough [1]. Lu H. proposed that underwater cameras are
widely used to observe the seabed. +ey are usually included
in autonomous underwater vehicles, unmanned underwater
vehicles, and in situ ocean sensor networks. Although it is an
important sensor for monitoring underwater scenes, recent
underwater camera sensors have many problems [2]. Has-
sabis D. believes that a better understanding of biological
brains can play a vital role in building intelligent machines.
He investigated the historical interaction between AI and
neuroscience and emphasized the current advances in AI
inspired by neural computing research in humans and other
animals. Finally, he emphasized common themes that may
be crucial to advancing future research in these two fields
[3]. Raedt L. D. studied the basis of combining logic and
probability into a so-called relational probability model. He
introduced the representation, reasoning, and learning
techniques of probability, logic, and their combinations.
And it pays close attention to two representations in detail:
the relationship between Markov logic network, undirected
graph model, and weighted first-order predicate calculus
formula is extended, the probability extension of the logic
program, and it can also be regarded as the extension of
Turing complete relational Bayesian network [4]. Goyache
F. developed a method of using artificial intelligence to
improve the design and implementation of linear mor-
phological systems for beef cattle. +e proposed process
involves an iterative mechanism, in which type features are
continuously defined and calculated using knowledge en-
gineering methods, scored by a group of well-trained human
experts, and finally analyzed by four well-known machine
learning algorithms. +e results obtained in this way can be
used as feedback for the next iteration to improve the ac-
curacy and effectiveness of the proposed evaluation system
[5]. Makridakis S., by studying similar inventions in in-
dustrial, digital, and artificial intelligence revolutions, claims
that the latter is targeted; it will bring about extensive
changes and will also affect all aspects of our society and life.
In addition, its impact on enterprises and employment will
be considerable, leading to highly interconnected organi-
zations that make decisions based on the analysis and use of
“big” data and intensified global competition among en-
terprises [6]. Liu R. tried to conduct a comprehensive review
of artificial intelligence algorithms in the fault diagnosis of
rotating machinery from the perspective of theoretical
background and industrial applications. First, the different

artificial intelligence algorithms are briefly introduced. Fi-
nally, the advantages, limitations, and practical significance
of different artificial intelligence algorithms are discussed, as
well as some new research trends [7]. Price S. proposed that
the most advanced tools frommachine learning and artificial
intelligence are automating part of the peer-review process.
However, there are still many opportunities for further
improvement. Such simplification tools also provide per-
spective improvements on how the peer review process
might be carried out. In particular, analytical ideas will
naturally lead to peer review perspectives aimed at finding
the best publishing location for the submitted papers [8].+e
above-mentioned documents provide an explanation of big
data artificial intelligence and related technology intro-
duction. And the use of this part of the technology is also
very good, but it is still a bit flawed because it does not make
good use of the experimental area to verify its own
conclusions.

+e innovation of this article lies in the research and
analysis of the intelligent education curriculum system in
colleges and universities from the perspective of data
analysis. +rough the improvement of the big data data
analysis clustering algorithm, the data analysis ability of the
algorithm is greatly improved, and it is effectively applied to
new teaching methods, which solves the current problem of
insufficient teaching informatization. +e experimental
analysis part creatively uses three different data sets to verify
the performance of the algorithm and conducts research and
analysis on it in the analysis part to ensure the stable op-
eration of the later big data analysis capabilities.

2. Methods of Optimizing the Education System

2.1. Conception of “Artificial Intelligence + Education”

2.1.1. Changes in the Connotation of Higher Education.
+e changes brought about by various technologies of ar-
tificial intelligence to the connotation of higher education
will be described in detail from the following aspects: the
purpose of the university, the reform of the education
system, the change of teacher training, and student training.

First of all, with regard to the purpose of university
education, that is, what kind of people to train, opinions vary
from person to person. We must know that the future
education in the artificial intelligence environment is to
cultivate students’ ability to create and destroy knowledge.
How should university education accept future topics? +e
first question is what kind of person to train. Of course, it is
necessary to cultivate research skills and design skills, and
the humanities will return strongly [9].

Second, for the reform of the education system, some
people believe that the application of artificial intelligence
technology will have a greater impact on the education
system. After a large-scale discussion at Tsinghua University,
it came to the conclusion that it is the so-called “Trinity”
teaching model. In other words, the school’s values are not
only “transmitting knowledge” or “cultivating competence”
but also “formation of values”. +e formation of values and
the cultivation of abilities are often impossible to achieve in
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the classroom. +e purpose of education is to cultivate a
sound personality, innovative thinking, a global outlook, and
a new generation of talents with a sense of social respon-
sibility. Regarding such a purpose, AI may not form an
opposition but provide services and support to us.+erefore,
the positioning must be correct. Under the background of
artificial intelligence, the Bayesian model is strengthened.
+e bayesian prediction model is a kind of prediction using
Bayesian statistics. Yess statistics is different from general
statistical methods. It not only uses model information and
data information but also makes full use of prior infor-
mation. +rough the method of empirical analysis, the
prediction results of the Bayesian prediction model and the
ordinary regression prediction model are compared, so that
course evaluation can be obtained, the learning style of
students can be inferred, and the accuracy of data prediction
can be improved [10].

An intelligent decision support system is a decision
system that combines artificial intelligence and education
proposed by American scholars. It is mainly composed of a
database, model library, method library, and intelligent
components. Its structural composition is shown in Figure 1.

At present, the intelligent decision support system has
become the direction of the development of the decision
support system DSS, and it has strong development po-
tential and prospects in the application of online education.
For example, the Intelligent Decision Support System
(IDSS) is widely used in digital databases. +e system
provides decision-makers with data, information, and
background information needed for decision-making,
clarifies decision-making goals, and determines problems.
+is helps to establish or change the decision-making
model and provide a variety of options, evaluations, and
selection of various options to prepare. +rough the in-
teractive function of humans and computers (Multitouch,
Gesture Sensing, Voice Recognition, Visual Tracking, and
Other Interactive Functions), it provides the support
needed for analysis, comparison, judgment, and correct
and effective decision-making, adapting to the times to
improve teacher training, and supporting teachers before
service and teachers in service. Teachers should continue to
learn, learn the use of artificial intelligence equipment, and
apply it to the actual teaching process to help improve the
quality of education and grow by themselves, reform the
role of teachers, change the methods of education and
evaluation, and learn to cooperate [11], using AI to inte-
grate the role of professional dignity and professional role
as a teacher to meet the educational requirements of the AI
era [12]. +e professional development model of future
teachers in the “AI” era is shown in Figure 2.

2.1.2. 0e Formation Process of “Smart Education”. In 2008,
the then President of IBM promoted the concept of an
intelligent platform for the first time in his report “Smart
Planet: Next Generation Leadership Agenda” [13]. With the
strong support of a new generation of information tech-
nology, almost everything on the Earth can be identified,
connected to each other, and made intelligent [14].

+e concept of “smart Earth” continues to penetrate into
society, resulting in many new concepts such as smart
medical care, smart elderly care, smart transportation, and
smart cities [15]. In September 2009, Dubuque in the
Midwestern United States and IBM jointly announced the
construction of the first “smart city” in the United States.
With the widespread use of smart devices, smart education
has emerged. At the same time, IBM promotes five main
ways of smart education: students’ technological immersion;
individualized and diverse learning paths; service-oriented
economic knowledge and skills; the global integration of
systems, culture, and resources; and the role of education in
the 21st-century economy [16]. +e research framework of
smart education is shown in Figure 3.

Intelligent education is a new educational concept. In
order to realize this concept, information technology needs
to be used to build an intelligent learning environment
(technical innovation: mainly through technology such as
big data, data mining technology, clustering algorithm,
neural network learning, etc.). In an intelligent environment,
it is necessary to construct intelligent education methods
and intelligent evaluation (methods) to apply innovation
(innovation mainly refers to educational innovations such as
teaching models, teaching methods, and student learning
methods.), promote learners to implement intelligent
learning (practical innovation), and cultivate the ability to
hide and intelligently develop potential. +ey must be good
at learning, good at cooperation, good at communication,
research, and judgment requiring excellent creativity, and
good at solving complex problems [17]. In the new era, smart
education is open to the public in the form of reversal
teaching. Inverted teaching, as the name suggests, is to
transform the traditional learning model of “teaching first
and then learning” into “learning first and then teaching”,
and the main body of the classroom is transformed from
teachers to students, creating a worksheet first, then
watching some microvideos before leaving the class, and
then conducting some targeted questions and answers.
+erefore, due to ample classroom time, students can
concentrate on exercises, projects, and discussions, and
teachers can also concentrate on explaining the knowledge
structure [18]. +erefore, only by answering the object’s
question and solving the question, the reverse innovation of
the education process can be implemented.

As shown in Figure 4, when most interviewees are
studying professional courses, courses related to artificial
intelligence are mainly concentrated in science and engi-
neering, while liberal arts majors are relatively few or not
[19]. Liberal arts majors should embrace technological de-
velopment through dialogue with advanced science and
technology (such as artificial intelligence) on the basis of
preserving tradition.

2.2. Cluster Analysis under Big Data. In cluster analysis, how
to define the similarity between samples is very important
and determines the performance of the clustering algorithm
to a large extent. +e similarity between samples is generally
expressed by a distance function (or similarity function).
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Distance is not only the distance in space but also the gap
caused by time, state, semantics, and density. So far, there is
no distance function that can be applied to all clustering
tasks. Different similarity measures should be designed in
different clustering problems [20]. Here, we give two
samples:

Wi � wi1, wi2, . . . , wiD( 
T
,

Wj � wj1, wj2, . . . , wjD 
T
.

(1)

Based on these two samples, several common example
functions are introduced.

2.2.1. Euclidean Distance. Euclidean distance is the most
popular kind of distance measurement function, derived
from the distance formula between two points in Euclidean
space, which is defined as follows:

Xij �

�������������



x

k�1
wik − wjk 

2




. (2)

It can also be represented by vector operations:
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Xij �

�����������������

wi − wj 
T

wi − wj 



. (3)

2.2.2. Harmanton Distance. +e definition of Manhattan
distance is as follows:

Xij � 
x

k�1
wik − wjk



. (4)

2.2.3. Chebyshev Distance. +e Chebyshev distance is de-
fined as follows:

Xij � max
k

wik − wjk



 . (5)

+ere is another form of expression for Chebyshev
distance:

Xij � lim
p⟶∞



x

k�1
wik − wjk




p

⎛⎝ ⎞⎠

1/p

. (6)

2.2.4. Minkowski Distance. Minkowski distance is a set of
distance functions, which is defined as

Xij �

������������



x

k�1
wik − wjk




p

p




, (7)

where p only represents one parameter.When p is equal to 1,
the formula is the representation of the Harmanton distance;
when p is equal to 2, the formula is a representation of
Euclidean distance.

2.2.5. Mahalanobis Distance. +eMahalanobis distance was
proposed by Indian statisticians and is defined as

Xij �

��������������������

wi − wj 
T
S

− 1
wi − wj 



. (8)

2.2.6. Cosine Distance of Included Angle. +e angle cosine is
defined as

Wisdom education

Smart
environment

Wisdom
teaching
method

Command
talent

Smart terminal Ubiquitous
learning Complex issues

Revolutionary 
influence

Expectations 
to rise

Figure 3: “Smart Education” research framework.

Figure 4: Professional word cloud diagram related to artificial
intelligence.
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Xij � cos(θ) �
wi · wj

wi

����
���� wj

�����

�����
,

Xij �


x
k�1 wikwjk

�������


x
k�1 w

2
ik

 �������


x
k�1 w

2
jk

 .

(9)

2.2.7. One-Time Sample Weighting Method. Boosting is a
supervised technique that uses multiple weak learners to
get one strong learner. Adaptive Boosting is the most
popular method of boosting. It iteratively generates a
distribution of data and uses it to train the next weak
classifier. In each iteration, the samples that are difficult to
divide (misclassified) get more weight, while the weights of
the samples that are easy to divide are reduced. +e new
classifier pays more attention to those samples that have
significant weight. When the algorithm stops, Adaboost
combines all the weak classifiers in the iterative process to
get a strong classifier.

+e effectiveness of boosting technology has been proven
theoretically and experimentally. It uses the sample infor-
mation of the training data to iteratively update the weight of
the sample. +is also explains to a certain extent why the
application of sample weight information to the ensemble
clustering problem has not been studied yet. +is chapter
proposes a one-time sample weighting method to make up
for this gap, and its purpose is to make those samples that are
difficult to divide play a more important role in the process
of ensemble clustering.+is method uses the basic clustering
results to construct a co-joining matrix and assigns higher
weights to difficult-to-divide samples at one time. +e dif-
ference with boosting is that the method in this chapter is
one-off while boosting is an iterative process. +e specific
details are described below.

First, the co-join matrix A is constructed by collecting
the basic clustering result set C as follows:

Aij �
Vij

R
. (10)

Among them, Vij is the number of times that samples Wi

and Wj appear in the same cluster. R is the total number of
clustering results. +en, we divide the uncertainty of the
samples Wi and Wj according to the definition as

confusion wi, wj  � Aij 1 − Aij . (11)

Next, we use the indicator confusion to define the weight
of each sample:

ωi
′ �

4
n



n

j�1
confusion wi, wj . (12)

In order to avoid the instability caused by the weight
being 0, we added a smoothing term:

ωi �
ωi
′ + e

1 + e
, (13)

where e represents a small positive number. +is is similar
to the idea of the boosting algorithm, which assigns larger
weights to samples that are difficult to cluster; conversely,
it assigns smaller weights to samples that are easy to
cluster.

2.2.8. Sample-Weighted Graph Division. +e sample-
weighted clustering algorithm is to find a better single
clustering result, and we aim to find a more effective con-
sistent clustering result. In order to achieve this goal, we first
calculate the corresponding weighted class center for each
cluster in the base cluster:

Base cluster:

C
r

(r � 1, 2, . . . , R). (14)

We calculate the weighted class center as shown in
formula (15):

m
r
l �

wi∈Cr
l
ωiwi

wi∈Cr
l
ωi

. (15)

At the same time, we use an exponential function to
measure the similarity of the sample to the center of the
weighted class:

X wi, m
r
l(  � exp −

wi − m
r
l

����
����
2

t

⎧⎨

⎩

⎫⎬

⎭. (16)

Among them, t> 0 is a parameter. +en, the probability
that the sample Wi belongs to the cluster is given by

P C
r
l | wi(  �

X wi, m
r
l( 


kr

l′�1 X wi, m
r
l′( 

. (17)

Now, we can define the posterior probability vector of
the sample in the base cluster as

P
r
i � P C

r
1 | wi( , P C

r
2 | wi( , . . . , P C

r
kr

| wi  . (18)

+is process uses raw data and integrated clustering
information. Based on the new expression of samples in base
clustering, we use cosine similarity to define the similarity of
two samples xi and xj:

S
r
ij �

P
r
i P

r
j T

P
r
i

����
���� P

r
j

�����

�����
. (19)

T represents the transpose of a matrix or vector. For R
basis clusters, R similarity matrices can be generated. We
merge all the similarity matrices and get a final similarity
matrix S:

S �
1
R



R

r�1
S

r
. (20)

+e weight of the edge Eij connecting nodes Vi and Vj is
defined as follows:
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Sij �
Sji � 0,

Sji � P Cj|wi .

⎧⎨

⎩ (21)

+e similarity matrix S can be rewritten as

S �
0 B

T

B 0
⎡⎣ ⎤⎦. (22)

n × nc matrix B is defined as

B �

P
1
1 P

2
1 . . . P

R
1

P
1
2 P

2
2 . . . P

R
1

. . . . . . . . . . . .

P
1
n P

2
n . . . P

R
n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (23)

+e graph segmentation algorithm can be used to seg-
ment the resulting mixed graph, where the division of
samples is the final clustering result.

2.3. Artificial Intelligence. Recently, artificial intelligence has
risen again in 2006 due to the success of deep learning al-
gorithms. According to the strength of artificial intelligence,
it can be divided into three categories: weak artificial in-
telligence, strong artificial intelligence, and super artificial
intelligence. Weak artificial intelligence refers to artificial
intelligence that is only good at a certain aspect, mainly
human explicit intelligence. +e current research on arti-
ficial intelligence is concentrated on this type. Strong arti-
ficial intelligence is a human-level artificial intelligence that
can be compared with humans, possessing and demon-
strating explicit wisdom. Super artificial intelligence is the
intelligence that leads humans, and the degree of intelligence
can cover almost all fields. Figure 5 shows the development
history of artificial intelligence.

In the education field, in addition to assisting teachers in
teaching work through traditional image, speech recogni-
tion, and semantic analysis technologies, artificial intelli-
gence has its unique applications and promising prospects.
+e most representative ones are intelligent knowledge
graph analysis and virtual learning assistants. +e teaching
object is often expressed as a chaotic collection, and there are
obvious differences between each sample. Intelligent map
analysis can independently extract the characteristics of the
knowledge map of the sample, as well as the objective ex-
istence and subjective initiative characteristics of the sample
knowledge map, formulate the most reasonable teaching
content, and plan the most effective learning path for each
sample. +e intended learning assistant not only reduces the
workload of teachers in teaching activities but also realizes “1
to 1” assisted learning and guidance. +e biggest difference
between virtual learning assistants and traditional com-
puter-assisted teaching is that virtual learning assistants can
learn flexibly and independently. +rough constant contact
with the teaching object, the virtual learning assistant can
adjust its own relevant parameters through the feedback
information of the teaching object and improve the ability of
assisted learning.

Some scholars divide artificial intelligence into four
application forms: intelligent tutor system, automated
evaluation system, educational game, and educational robot.
Combining the above classification of application forms,
based on the integration mode of artificial intelligence
technology and education and the support form of tech-
nology in the framework of instructional design, the ap-
plication form of artificial intelligence in education is
divided into two forms of subjectivity and auxiliary form,
such as shown in Figure 6.

+e subjective application form refers to the integration
of artificial intelligence technology into the traditional
teaching subject and object in the role of the teaching
subject, such as educational robots and intelligent teaching
systems, which mainly assume the roles of tutors, students,
assistants, and learning companions; auxiliary application
form refers to the integration of artificial intelligence into
teaching content, teaching environment, and teaching
evaluation or transformation into teaching media tools,
which affect the teaching system, and assume the role of
teaching aids, learning tools, resources, and scenarios.

Although the application of artificial intelligence tech-
nology in education is at the beginning stage, artificial in-
telligence technology is themost revolutionary technology at
this stage. Technology is a tool of education and teaching,
and it is also a revolutionary factor that subverts education
and teaching. But not all technological revolutions will
completely change education, only some revolutionary
technologies will have such an impact. With the maturity of
artificial intelligence technology, the learning ability of
machines is getting stronger and stronger, and its applica-
tion in the field of education will become more and more in-
depth. Humanity’s long-standing educational philosophy
will be realized on the basis of artificial intelligence-based big
data, cloud computing, deep learning, and adaptive
technology.

+e cornerstone of artificial intelligence’s rapid and
prosperous development again is cloud computing, new
algorithms, and big data. Only the comprehensive appli-
cation of revolutionary technologies will have an impact on
the teaching system. +erefore, this article will explore the
paradigm shift of instructional design in the context of the
era of comprehensive technical support such as artificial

The first stage (semiotic school)

The second stage (connection school)

The third stage
(behavioral school)

The fourth stage
(cognitive science)

Figure 5: +e development history of artificial intelligence.
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intelligence, cloud computing, big data, learning analysis,
and machine learning.

3. Simulation Data and Experiments

3.1. Experimental Results of Algorithm Simulation Data.
+e experiment uses three simulation data sets One, Two,
and +ree, which contain 3, 4, and 5 circular clusters, re-
spectively. +e center point and radius are shown in
Tables 1–3. +e method of generating each data cluster set is
basically based on the center point and the radius.

+ree data sets One, Two, and +ree are randomly
generated according to the table simulation. One is divided
into 3 clusters, containing 300, 100, and 200 pieces of data,
respectively. Two is divided into 4 clusters, containing 400,
100, 300, and 200 pieces of data, respectively. +ree is di-
vided into 5 clusters, containing 80, 40, 150, 80, and 120
pieces of data, respectively. We can see from the observa-
tions of the above three data sets that the data of the first two
data sets are basically round, but the third one is different.
+e state of his data set is elliptical. To this end, we calculate
the accuracy of his method and the sum of squares of in-
ternal errors for each data set, and the calculated values are
shown in Table 4.

It can be seen from the above table that the accuracy of
the TR-KMC method and the ID-KMC method in the One,
Two, and +ree datasets is not much different. However, in
contrast, the latter clustering effect is more obvious, and it
can better analyze the memory of intelligent education data
in colleges and universities.

3.2. Personalized Service Teaching Experiment Based on Big
Data

3.2.1. Personalized Learning Module Based on Big Data
Mining, Analysis, and Aggregation. +ere should be identity
authentication and unique student number to achieve
lifelong learning tracking. In the personalized teaching
mode, students first need to register and establish each
individual’s own dynamic teaching electronic file. Future
education is supported by Internet education, using a new

system on the basis of big data to certify personal qualifi-
cations, starting from a unique student number, and ac-
companying individuals for life. +e dynamic electronic file
records personal basic information, learning experience,
educational level, and other necessary information. +is
basic information is a basic guarantee for the realization of
personal lifelong learning.
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Figure 6: +e application form of artificial intelligence in the teaching system.

Table 1: One simulation data set.

Cluster Center point Radius Number of data objects
One (cluster1) (0.5, 0.5) 0.5 300
One (cluster2) (2.8, 2.0) 2.0 100
One (cluster3) (4.1, 4.0) 4.0 200

Table 2: One simulation data set.

Cluster Center point Radius Number of data objects
Two (cluster1) (0.5, 1.5) 0.5 400
Two (cluster2) (2.4, 1.5) 1.3 100
Two (cluster3) (4.1, 1.5) 0.3 300
Two (cluster4) (5.6, 1.5) 1.5 200

Table 3: One simulation data set.

Cluster Center point Radius Number of data objects
+ree (cluster1) (0.5, 1.5) 0.5 80
+ree (cluster2) (3.1, 2.0) 2.1 40
+ree (cluster3) (5.9, 2.5) 0.8 150
+ree (cluster4) (8.7, 2.5) 2.0 80
+ree (cluster5) (10.3, 3.0) 2.3 120

Table 4: Experimental results of the simulation data set.

Data
set

Accuracy (%) SSE
Reduction rate

(%)TR-
KMC

ID-
KMC

TR-
KMC

ID-
KMC

One 98.31 97.16 159.36 55.019 65.436
Two 98.4 98.642 94.361 19.399 78.259
+ree 76.1295 98.1684 548.264 32.4 94.336
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3.2.2. Use the Scale to Conduct Personalized Tests and
Character Characteristics Analysis. When the learner’s
learning characteristics match the learning environment, a
benign interaction will be realized and the best learning
effect will be produced. For this reason, before starting
personalized learning, it is necessary to understand the
individual characteristics and individual differences of each
learner. Before implementing personalized and compre-
hensive teaching, it is necessary to consider the learner’s
previous experience, learning motivation, metacognitive
ability, learning style, and learner’s personality character-
istics. Internet education can be used for the occupational
personality test, occupational personality test, psychological
test, and ability test.

3.2.3. Establish Electronic Files for Dynamic Learning.
Construct an electronic file of student growth with the main
contents of students’ quality literacy, study foundation,
study habits, academic achievement, physical and mental
health, learning difficulties, task goals, etc. Accumulate and
improve learner information big data, build a comprehen-
sive learning electronic file with learner personality analysis
as the main content, and change the static evaluation and
single evaluation in traditional education into multiple
evaluation and dynamic evaluation.

3.2.4. Using Big Data Mining Technology to Realize the
Aggregation and Generation of Personalized Information.
Under the vision of Internet thinking, learning pays more
attention to providing personalized learning support ser-
vices. +is personalized learning support service is based on
big data mining. +e core link of personalized learning
services in the context of Internet education is data. +e use
of big data to achieve personalized learning includes data
collection, data generation, data mining, data analysis, data
aggregation, and other data recycling. For example, a batch
of data can be collected through the learner’s dynamic
learning of the learning trajectory, learning difficulties, and
learning habits in the electronic file; and on the basis of data
collection, generation, and mining, a database based on the
learning object is generated, which includes all the important
information of the learning object. Teachers can extract and
analyze information in any dimension according to the
database of the learning object and then use statistical
analysis software for statistical analysis. It can also build a
model of the learning object and realize personalized content
recommendation based on the basic information of the
learning task and the learning object, and the system au-
tomatically generates a dynamic learning path map based on
the learner.

4. Data Analysis Ability and Teaching
Improvement Analysis

4.1. Model Analysis Based on BIC Criteria. In the case of
clustering, there are many cluster variables that can be se-
lected, and the method of selecting cluster variables is called
model selection. +e benchmarks generally used in the

selection model are as follows: AIC standard, BIC standard,
and HQ standard. +is chapter adopts BIC guidelines.
Figure 7 shows a specific BIC curve, including the number of
variables, that is, the number of models and clusters.

By observing Figure 7 we can see the following. (1) As the
number of clusters increases, BIC increases monotonously,
and there is no obvious peak phenomenon. Explaining that
on this issue, the BIC standard is a cluster. (2) When the
number of clusters is greater than 4, BIC will increase more
steadily. In other words, the increase in the number of
clusters has no great impact on the interpretation of the
model. +is cluster should be close to 4, but this method
cannot get an accurate value.

At the same time, in the calculation process of the
predicted strength, the training set and the test set are
randomly divided, so some accidental factors may have a
great influence on the calculation result of the predicted
strength. In order to reduce the influence of accidental
factors, this paper adopts an improved method for calcu-
lating the intensity of prediction. +e specific method is as
follows. First, the data set is randomly divided into several
equal parts, and the equal parts are obtained, respectively,
and then the test set is executed. Finally, the average value is
obtained as the predicted strength under this number of
clusters. Figure 8 shows the predicted intensity change curve
under various variable numbers and cluster numbers.

4.2. Simulation Experiment Based on Clustering Analysis
Algorithm. In order to verify the effectiveness and feasibility
of the clustering analysis algorithm, simulation experiments
are used to verify the effectiveness of the algorithm.

4.2.1. Simulation Experiment Data Set. +e first simulation
experiment is based on an unbalanced data set for testing:
the simulation sample set is composed of two two-dimen-
sional Gaussian random distribution sample sets. +e class
centers of the two types are (5, 5) and (10, 10), respectively.
+e number of samples in the first type is 300, and the
covariance matrix is taken as [6 0; 0 6]. +e number of
samples in the second type is 50, +e covariance matrix is
taken as [1 0; 0 1].+e distribution of the samples is shown in
Figure 9.

In actual calculations, particle swarm optimization
calculations tend to fall into local optimal solutions,
resulting in poor clustering effects. +e FCM algorithm is
used to cluster the data, and the geometric average of various
precisions is selected as the comparison standard to examine
the effectiveness of each algorithm. +e test results based on
simulation data sets 1 and 2 are shown in Table 5.

When PCM is tested based on an unbalanced data set, it
is very easy to fall into consistency, making the test result
tend to 0, resulting in invalid test results.

+e results of simulation experiment 1 and simulation
experiment 2 show that the sample size of the data set has an
impact on the algorithm clustering results. +e test results
based on balanced data are better than unbalanced data sets,
which shows that the sample size interferes with the per-
formance of the algorithm. Moreover, in the test of
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unbalanced data sets, there are almost no errors in the test
results of the positive class (small sample class) and the
clustering error. Basically, they come from the negative class.
+is reflects that fuzzy cluster classification judgments tend
to be positive, which is the opposite of supervised classifi-
cation which tends to negative classes. It also shows that for
balanced and unbalanced data sets, supervised classification
and fuzzy clustering are two independent research problems.

According to the results of two simulation experiments,
it can be explained that, compared with PCM, EPCM is not

only effective for balanced data sets but also can maintain
good classification performance for unbalanced data sets. In
contrast, because PCM does not contain sample size in-
formation, it only performs well for balanced data but
performs very poorly for unbalanced data sets.

4.3. 0e Degree of Education Informatization and Teaching
Development in Colleges and Universities. As a special form
of education, ideological and political education in colleges
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Figure 7: BIC varies with the number of variables, namely, the model and the number of clusters.
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and universities, with the help of big data, its informatization
level has been significantly improved. +e most obvious is
that the construction of smart campuses boosted by big data
provides an important support and platform for the
informatization of ideological and political education in
colleges and universities. Smart campuses have demon-
strated significant advantages in providing fast, massive,
multisource heterogeneous information. However, the do-
mestic emphasis on this aspect is still far from enough. +is
article selects a mature foreign university teaching system

based on big data to compare and analyze with a current
domestic university. +e statistical data is shown in
Figure 10.

From the figure, we can see that foreign countries pay
more attention to related informatization. +e use of arti-
ficial intelligence equipment in colleges and universities is
very common, and the degree of informatization is far away
from the domestic teaching model, and the quality of
teaching is also higher than that in China. It is mainly
through the use of big data, statistical analysis of school data
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Figure 9: +e spatial distribution of the two types of samples corresponding to the two simulation experiments.

Table 5: Simulation test results of two data sets.

Clustering model Average value of various precisions Clustering model Average value of various precisions
EPCM (%) m� 2 95.38 EPCM (%) m� 2 99.41
EPCM (%) m� 3 93.11 EPCM (%) m� 3 99.34
PCM (%) m� 2 0 PCM (%) m� 2 100
PCM (%) m� 3 0 PCM (%) m� 3 100
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through big data. Statistics about students’ habits and other
related elements and feedback to teachers will help teachers
teach symptomatically according to students’ conditions and
improve the problems they encounter in the learning
process.

5. Conclusions

+e main research content of this paper is the improvement
of the intelligent education curriculum system of colleges
and universities by artificial intelligence equipment under
the background of big data. +rough the research and
analysis of the data analysis and clustering algorithm of big
data, the data processing ability under the new teaching
mode is improved, and the application of artificial intelli-
gence equipment is discussed on the improvement of the
memory of the teaching system. At the same time, we design
experiments to investigate and analyze the improved data
analysis clustering algorithm, and the final results are as
follows: in the teaching process, the improved data analysis
clustering algorithm has increased the data analysis ability
by 37%, and the teaching quality score of colleges and
universities has increased by about 1 point under the action
of big data, which effectively improves the degree of
informatization of colleges and universities and at the same
time improved the quality of teaching.
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Internet of -ings (IoT) has now become an embryonic technology to elevate the whole sphere into canny cities. Hasty en-
largement of smart cities and industries leads to the proliferation of waste generation. Waste can be pigeon-holed as materials-
based waste, hazard potential based waste, and origin-based waste. -ese waste categories must be coped thoroughly to make
certain of the ecological finest run-throughs irrespective of the origin or hazard potential or content. Waste management should
be incorporated into ecological preparation since it is a grave piece of natural cleanliness. -e most important goalmouth of waste
management is to maintain the pecuniary growth and snootier excellence of life by plummeting and exterminating adversative
repercussions of waste materials on environment and human health. Disposing of unused things is a significant issue, and this
ought to be done in the best manner by deflecting waste development and keeping hold of cost, and it involves countless human
resources to deal with the waste. -ese current techniques predominantly focus on cost-effective monitoring of waste man-
agement, and results are not imprecise, so that it could not be developed in real time or practically applications such as in
educational organizations, hospitals, and smart cities. Internet of things-based waste management system provides a real-time
monitoring system for collecting the garbage waste, and it does not control the dispersion of overspill and blowout gases with poor
odor. Consequently, it leads to the emission of radiation and toxic gases and affects the environment and social well-being and
induces global warming. Motivated by these points, in this research work, we proposed an automatic method to achieve an
effective and intelligent waste management system using Internet of things by predicting the possibility of waste things. -e
wastage capacity, gas level, and metal level can be monitored continuously using IoT based dustbins, which can be placed
everywhere in city. -en, our proposed method can be tested by machine learning classification techniques such as linear
regression, logistic regression, support vector machine, decision tree, and random forest algorithm. -e proposed method is
investigated with machine learning classification techniques in terms of accuracy and time analysis. Random forest algorithm
gives the accuracy of 92.15% and time consumption of 0.2 milli seconds. From this analysis, our proposed method with random
forest algorithm is significantly better compared to other classification techniques.

1. Introduction

IoT is the latest developing technology for connecting
various things, which will communicate with each other by
using sensors and embedded and wireless technologies. -e

wireless technologies may be mobile or wireless fidelity
networks. -is technology makes our live and habits easy
and automatic. Some examples of IoT devices are auto-
matically driving cars and smart wearable devices and
machines. It does not need social interaction and computer
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to human communication. -e usage of IoT devices in
industries and cities is speedily increasing due to its special
features like rapid decision-making skills and efficient ser-
vice. It has special key characteristics including connectivity,
intelligence, enormous scaling, sensing, dynamic nature, and
heterogeneity structure [1]. It can be used in enormous
number of applications. -ese are smart household, wear-
ables, grid, connected healthcare, traffic management, smart
farming, connected vehicles, industrial Internet, and smart
city.

-e IoTstructure can be developed in three layers. -ese
are device, access, and platform layer. -ese layers are
accessed by the steps of sensing, acquisition, edge infor-
mation technology, and cloud storage. It can be shown in
Figure 1. In the first stage, the information will be contin-
uously collected from the environment. -is unreadable
information is converted to useable knowledge by using
acquisition in second stage [2].-en, this useable knowledge
is transferred to information technology world in third stage.
In the last stage, the collected data are stored in cloud.

Nowadays, smart city applications are developing by
using Internet of things. Because this technology used to
make the cities more intelligent by integrating the various
approaches of transference, it is used for effective urban area
furniture management, and smart efficiency enhancement.
IoT can be used in many application areas like traffic and
vehicle parking management, street lighting, safety man-
agement, and waste management system to achieve an ef-
ficient and intelligent smart city.

-e intelligent smart city should have the features like
sufficient water resource, guarantee electrical supply, urban
flexibility, reasonably priced housing, digitalization, worthy
governance, education, health, and sanitation of wastages.
Due to this rapid development of smart city, the waste things
also increased. Discarding unusable wastages is a major
challenge in IoT based smart cities. It is a regular duty to get
clean city, but it needs large human resources and energy.
Figure 2 shows the features of IoT to develop the smart city.
-ese are scalability, activity, security, connectivity control,
data analytics, and management of IoT devices. -e scal-
ability feature considers the number of buildings, organi-
zation, and devices being used. -e activity-based feature
reflects the heterogeneity of the various devices and its
development schemes. -e connectivity feature manages the
latency and movement of things. -e data analytics feature
considers the size and data collection in city [3]. -en, these
data are continuously monitored and collected by the
management ability of IoTdevices. -e feature of security is
divided into object and data level security. It considers the
cryptanalyses techniques and advanced attacks and tools.
Here, the calculations are performed, in view of heuristic
models or diagram hypothesis, from which we can track
down ways of limiting the distance of waste assortment. -e
basic role is to lessen the all cost of transport, move, save
work, and diminish the reliance on utilized vehicles, while
expanding administration quality, just as working on broad
personal satisfaction.

IoT with machine learning algorithm provides effective
result in waste management system to develop the smart

city. Mainly, the following machine learning algorithms are
used in waste management system. -ese are linear re-
gression, logistics regression, support vector machine, and
decision tree. -ese algorithms are used in collection and
prediction of waste in smart city. But still, it has many issues
and challenges to collect and dispose waste in accurate
manner. -is work is to introduce the intelligent waste
management system with machine learning algorithms to
classify the waste prediction.

-e major contribution of the paper is summarized as
follows:

(i) Review on the smart city IoTapplications and its key
factors.

(ii) A detailed explanation of existing waste manage-
ment solutions and its drawbacks.

(iii) A classification of different machine learning al-
gorithms in smart city waste management system
and its countermeasures.

(iv) We present intelligent based waste management
system with machine learning algorithm to collect
and predict the waste accurately.

(v) -e proposedmethod can be analyzed with different
machine learning algorithm in terms of accuracy
and time consumption.

-e paper is organized as follows: Section 2 discusses the
overview of smart city in IoT including key elements and
application area of smart city. Section 3 summarizes the
related works in waste management system. In section 4,
materials and methods of proposed method with machine
learning algorithms and its issues are discussed. Section 5
presents the proposed method results and performance
analysis of classification algorithms. Finally, section 7
concludes the paper.

2. Overview of Smart City IoT Applications

2.1. Definition of Smart City. Smart city is developing
community to enhance the sustainability, livability, and
achievability by using the key factor of IoT technology.
Washburn et al. proposed SC architecture that has the
domains like city organization, medical services, real estate,
social safety, learning, and traffic management [4]. Giffinger
et al. proposed an intelligent based smart city that has been
defined in terms of features including economical social,
human being, authority, movement of things, environment,
and lifestyle [5]. Similarly, Neiroti et al. discussed the smart
city in the major domain of hardware and software. -e
hardware domain provides the resource management and
safety to enhance the sustainability. -e software domain
considers the learning and authority process [6]. Liu et al.
proposed smart cities into three major areas. -ese are rich
lifestyle, which considers the education, living place, and
medical services, social management, which includes safety
on food, society, and traffic, and resource management,
which includes the water service, electricity service, and
farming [7]. Similarly, many authors discussed the definition
of smart cities with descriptions. But still it has many issues
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to develop the smartness and intelligent with security based
smart city. However, the smart city is a developing tech-
nology in world. Figure 3 shows the Indian cities with most
web searches for smart city, and Figure 4 shows the number
of hits of smart city web searches between 2010 and 2020
from the source of Google trends explore. From this graph,
we understand that the development of SC has been in-
creased across the world like China, India, and UAE.

2.2. Key Elements of Smart City. Numerous authors dis-
cussed the key elements to enhance the smart city in IoT
applications. Figure 5 shows the key elements of smart city.
-ese key elements are security, medical services, smart
learning, structure, mobility, environment, lifestyle, eco-
nomical services, society, governance, and waste manage-
ment. Table 1 shows the different key elements of smart city

analysis for various structures. Nam et al. discussed the SC,
but it does not provide smart medical care, education, and
waste management [8]. Similarly, Chourabi et al. discussed
the smart city but did not consider the medical, education,
security, and waste management system [9]. Dameri et al.
discussed the SC with well-defined architecture and pro-
duction of energy [10]. Neirotti et al. proposed the technique
and mainly focused on smart social with human resources
[6]. From this analysis, we understand that many frame-
works are developed to obtain the smart city, but the re-
searcher wants to concentrate more on waste management
system.

2.3. Application Scenarios for Smart Cities with IoT.
Smart city with IoTscenarios uses numerous areas to achieve
a healthy atmosphere, to enhance the safety and traffic, to
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improve the street lighting, and to manage the waste. Some
applications of smart cities with IoTare traffic management,
smart parking, transportation, home utilities, street lighting,
environment safety, and waste management.

2.3.1. Traffic Management. It can be widely used in intel-
ligent traffic management by the way of controlling the
vehicles and extrapolation systems. It is used to enhance the
security by collecting and investigating the actual data from
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social. Nellore and Hancke proposed a technique to in-
vestigate the blockage in street traffic by controlling the
lights in traffic signals [14]. Traffic jam is the main issue in
traffic management system. It can be discussed by Knorr
et al. -ere are many technologies developed to improve the
traffic management [15]. -ese are analyzing the informa-
tion from videos, usage of IR sensor, and remote sensor
system. But these techniques have the limitations of time and
cost. So, RFID based traffic organization techniques are
developed by Miz et al. -is technique is mainly recom-
mended for traffic blockages with less time and less expenses
[16]. Arbabi and Weigle proposed Dynamic Traffic Moni-
toring System (DTMon), which continuously gathers time
and speed information [17]. Similarly, Mazloumi et al.
proposed automobile tracing system based on global posi-
tioning system to minimize the distance limitations [18].
Chao et al. discussed the intelligent traffic management
system based on RFID, which is used to control the mini-
mize the accidents and regulate the traffic flow [19].

2.3.2. Smart Parking. IoT based smart parking management
system is used to minimize the parking space and enhance
the efficiency. Mainly, IoT based parking applications are
used many sensors, which have the features including de-
tection of speed, multilane, invasive, count, and climate
sensitive. Table 2 shows comparison of various sensors used
in smart parking system.

It can be categorized as booking system, direction sys-
tem, crowdsourcing system, and agent-based system.
Booking system is used to provide the spacing for vehicles
automatically. But some methods are used to reserve the
slots and not for place. Drivers can choose the place by using
IoT techniques that are costlier and difficulty. And the
verification of position is difficult in parking system. Pham
et al. addressed this issue in parking management system
[20]. Similarly, Zhang et al. proposed the technique of
reservation payment system based on fog computing. In this
technique, the driver can book the parking place by paying
money [21].

In direction systems, the parking slots and positions can
be chosen with the help of guide, whose purpose is to reduce
the time for searching for free places. Geng et al. proposed
smart parking with efficient resource allocation. It can be
developed mainly for street or city parking in smart way
[22]. It has the benefits of exact data with correct time and
more decision-making choices. Crowdsourcing is mainly
combined with cell phones to get exact real time data from
parking place. Chen and Liu. proposed smart parking system
with continuous monitoring system by using mobile. In this
technique, smart parkers are used to send the information to
the user in the way of answering the questions [23]. In agent-
based system, software modules are used as agent. But these
methods are costly and have scalability issues.

2.3.3. Street Lighting. Normally, we use the physical system
to operate the street lights. But it needs more energy and
human source. Street lighting is a major area to obtain smart
city. It limits the usage of man power and wastage of

electricity. And it has been mainly developed to detect the
crimes, reduce the preservation cost, and enhance the safety.
Dheena et al. proposed smart street light system to save the
power and minimize the human manual work [24]. But this
system has high maintenance cost. Arkade et al. proposed
the same energy in domestic and industrial applications. But
it consumes more energy to develop this technique [25].
Parkash and Rajendra proposed the intelligent based smart
lighting system, but it takes more initial cost [26]. Patil et al.
discussed smart lighting system by using pollution detecting
sensors to enhance the efficiency and to minimize the cost.
But it will be work in independent way [27]. Similarly,
Kokilavani et al. discussed the IoT based smart lighting
system by using the LDR sensor, which has covered a small
distance [28].

2.3.4. Waste Management System. -e wastage can be
generated by various environment as different characteris-
tics. Based on this characteristic it can be collected and
recycled to convert into useable things. IoT based waste
management system concentrates on classification tech-
niques and development of special containers. Table 3 shows
the different types of waste and its definition.

Waste management system is the recent growing tech-
nology to develop IoT based smart cities. But still, it has
many issues in collecting and disposing waste. Because it is
daily routine process and needs more human source to
complete the process. Many researches are already proposed
for waste management system. Its related works can be
discussed in next section.

3. Related Works

IoTwith machine learning-based waste management system
mainly focuses on dispersion of waste and enhances the
environment to healthier. -e collection and decomposition
of waste things in intelligent way are the major issue in smart
city application. Because rapid development of smart city
and population increases the wastages in every day, in a
traditional way, the decomposition of waste requires more
human resources and more time. And it spoils the envi-
ronment, social life, and atmosphere. Abdullah et al. and
Talari et al. discussed the review of waste management
system based on Internet of things [37, 38]. Monika et al.
proposed the smart dustbin system to collect the waste with
Arduino UNO board with GSM module. But it has limi-
tations like difficult to maintenance, andmore time to collect
[39]. Similarly, Kumar et al. proposed dustbin by using
ultrasonic sensor to continuously monitor the garbage level.
And it ensures immediate disposal of waste after reaching
the certain level of waste in dustbin [40]. In India, Shyam
et al. proposed the intelligent based dustbin in Pune by using
IoT prototype [41]. It analyzes the IoT-based waste ad-
ministration, for example, the closest neighbor search,
province advancement, hereditary calculation, and molecule
swarm enhancement strategies.

Pardini et al. proposed the solid waste management
system to collect the waste information from other
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companies. -is existing work only focused on collection of
data [42]. Similarly, Bueno-Delgado et al. proposed waste
collection system using optimization in smart cities. It is
mainly used to improve the rural areas. But it does not
provide clarity results [43]. Lozano et al. discussed the linear
regression and genetic algorithm-based waste management
system to collect the waste and check the status of bins. But it
has limitation to change the waste from bins to other devices.
So, it is difficult to achieve waste transformation system [44].
Hannan et al. proposed garbage waste management system
by using line following robot to collect the waste, but it is not
developed for optimization of waste [45].

Popa et al. discussed the method to collect the food waste
by using RFID technology and transferred through wireless
networks. But this method is not suitable for huge distance
area to obtain smart city. And practically, it cannot be
applied for real time applications [46]. Cerchecci et al.
discussed the sensor-based waste management system. But
this work can be tested only in board but not in real time
applications for waste management system [47].

Existing methods mainly focused on to predict the solid
and nonhazardous waste. But these techniques do not
concentrate on hazardous waste control that overspill and
blowout gases with poor odor. And it leads to the emission of
radiation and toxic gases and affects the environment. -e
main aim of this work is to introduce the intelligent waste
management system in Internet of things to predict the

hazardous waste that produces toxic gases. -en, our pro-
posed method can be tested by different machine learning
classification algorithms for better waste prediction.

4. Materials and Methods

4.1. Intelligent Waste Management System. -is section in-
troduces the intelligent waste management system that
contains combinations of Internet of things and machine
learning. Internet of things can be used for real time
monitoring and collecting the waste. -e waste can be
collected by placing sensor-based dustbins in different
places. Arduino and microcontroller-based dustbins can
collect the waste within small area, and it cannot be classified
based on its characteristics. So, IoT based waste management
system can be selected for continuously collecting and
monitoring the waste. But existing systems did not give
concentration on hazardous waste that produces poor odor
and poisonous gas. So, intelligent based waste management
system can be proposed to monitor the hazardous waste and
nonhazardous waste. Sensor based dustbins can be placed in
different places that contain sensors like ultrasonic sensor,
MQ4 sensor, HX711 sensor, and metal oxide sensor. -e
collected information from sensors and actuators can be
stored in cloud, which is used to process the data and stored
as database. Machine Learning can be utilized to simply
decide and research the enormous measure of data from

Table 2: Comparison of various sensors used in smart parking system.

Sensor Types Detection of Speed Detection of Multilane Invasive Count Climate Sensitive
Acoustic × × — × ×

LDR — — — × ×

RFID — — — — —
CCTV × × — × ×

Microwave × × — × —
WIM — × × — —
Pneumatic tube × — × × —
Piezoelectric × — × × ×

Magnetometer × — × × —
Inductive loop × — × × ×

Ultrasonic — — — × ×

Active IR × × × × —
Passive IR — — — × ×

Table 3: Different types of waste and its definition.

Type of waste Reference Definition

Organic [29] It can be produced by restaurants, and areas related to work with food. And it is separated from other waste and
used in landfills

Decomposable [30] It can be generated by companies or industries. -is type of waste can be transformed to other forms through
recycling process

Industrial [31] It can be produced by industries in the form of solid. -is waste reused by the same industries

Medical [32] It can be produced by hospitals or clinics. But it is dangerous compared to other waste. Because it transfers the
disease

Commercial [33] It can be generated by textiles, toy companies. -ese wastes are recycled easily
Green [34] -ese wastes are produced by trees which fall in street. But it can be used for organic purpose

Electronics [35] -is type of waste produced by electronic companies. It can be transferred to recycling process without any
cautions

Nuclear [36] It is radioactive elements produced by nuclear plants. As well as it is very dangerous to be treated carefully

Wireless Communications and Mobile Computing 7
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sensor IoT gadgets. It is a fundamental device to choose
activities relying upon the information assortment.

Sensor based dustbins can be designed by raspberry pi
and Wi-Fi module with sensors. Nonhazardous waste like
metal and wood can be monitored by ultrasonic sensors
from lower part of the dustbins. When the dustbin filled
above 60%, the alert message can be sent to central waste
management cloud center. MQ4 sensor can be used to
monitor the methane asphyxiates gas that are produced in
rainy seasons and cause the displacement of oxygen level in
blood. It can be used to detect the methane gas in the range
of 300 ppm to 10000 ppm. HX711 sensor is used as weight
sensor that monitors the load in dustbins; once it reached
above 60%, it sends an alert message to the central server.
QS-01 can be used as an odor sensor to detect toxic gases,
andmetal oxide sensor can be used to sense the various gases
with changes of metal oxide by absorbing the gases. Based on
this sensor information, the waste can be classified in CSV
file. Figure 6 represents the intelligent waste management
system with sensor-based dustbin.

-e database can be created by classification and pre-
diction of waste in the file of comma separated file. -e CSV
file is used to collect and store large amount of information
and transfer this information from machine to machine.
Python based application can be used for classification and
prediction of waste using machine learning algorithms. In
our proposed method, the waste can be classified as organic,
hazardous, and nonhazardous waste, and it can be predicted
by machine learning algorithms. Finally, it analyzes the
linear regression, logistic regression, support vector ma-
chine, decision tree, and random forest algorithm in terms of
accuracy and time consumption.

4.2. Machine Learning Algorithms. IoT with machine
learning algorithm can be used in waste management system
to develop the smart city in effective manner. -e waste can
be classified depending on its characteristics by using ML
classifier algorithm. ML algorithm can be classified into
three major types. -ese are supervised learning, unsuper-
vised learning, and reinforcement algorithm, which are
shown in Figure 7.

Mainly, supervised learning algorithm is used for waste
collection and management to develop the efficient smart
city. Because it provides better output and to solve classi-
fication and regression challenge. So, this work mainly fo-
cuses on supervised learning-based waste management
system. Applications of Machine learning algorithms send
the monitored data through an android application, and
these kinds of android application are well suited for deep
learning approach, and they collect the real time data with
the help of Bluetooth technologies.

-e supervised learning is divided into linear regression,
logistics regression, decision tree, support vector machine,
and random forest algorithm.

4.2.1. Linear Regression. It is the numerical model that
investigates the dependent variable with given independent
variable. -e data will be continuously predicted and

increased to get constant slope. -is algorithm mainly
concentrates on prediction of data and not the classification
of data. If the dependent and given variables are positive, it
can be called as positive relationship [48]. Otherwise, it can
be called as negative relationship. -e simple linear re-
gression can be written as

A � nB + C, (1)

where A-Predicted output, B&C-Variables, and n–Given
Input data.

Similarly, multivariable regression equation can be
written as

F(a, b, c) � X1a + X2b + X3c + e, (2)

where X1, X2, X3 represent the weights or coefficients of the
model, a, b, c represent the characteristics of themodel, and e
represents the error present in the data. -e data can be
predicted by using the considerations including multiple
collinearities, auto connection, and variable relationship. In
linear regression algorithm, there is no multiple collinearity
and auto connection in data and its information. And the
data response and its characteristics must have feature of
linear.

4.2.2. Logistics Regression. Logistic regression is mainly
focused on classification and prediction of data depending
on its characteristics. Here, the dependent variable is
denoted as binary forms. It can be classified into binomial,
multinomial, and ordinal. Figure 8 shows the types of lo-
gistics regression. In binomial regression, the two types of
dependent variables are possible, for example, pass and fail,
win and loss, etc. In multinomial regression, the dependent
variable must have the three or more possible values in
unordered manner [49].

In ordinal regression, the dependent variable must have
three or more possible values in ordered manner. -e fol-
lowing assumptions are considered in logistics regression.
-ese are binomial regressions representing the target values
in terms of binary values. It does not have multiple col-
linearity, which means that the variables are independent of
each other.-ese variables must have propermeaning. It can
be used in hugemodel. Here, the input is linear function, and
it can be related with another function G. -e relationship
can be written as

Hθ(y) � G θt
y , (3)

whereHθ (y) can be denoted as binomial logistics regression,
and it has the values between 0 and 1.-en, the performance
of the algorithm can be found by loss function. It can be
written by

H � G(yθ). (4)

4.2.3. Support Vector Machine. Support vector machines
can be used in both regression and classification of data. But
mainly, it can be used in data classification issues. -is
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algorithm is very famous due to its capability to handle the
multiple and continuous variables. -e main of the SVM is
to classify the data based on characteristics and to enhance
the marginal hyperplane. It uses the models of hyperplane,
margins, and support vectors. Hyperplane is a method of
space that can be divided between objects and different

classes. Some data points are nearer to hyperplane, which are
called as support vectors [50]. Margins are denoted by gap of
two lines that is nearer to data points. And it can be
measured by perpendicular distance to the support vector.
-e good margin has the large size, and the bad margin has
small size.

Logistic 
Regression

Supervised Learning

Binomial 

Two Possible Values

Multinomial

Three Possible Values

Ordinal

Three or more Possible 
Values

Figure 8: Types of logistics regression.

Waste from Dustbin

Society 1

Society 2

Waste management
central server

Cloud

Third Party

Figure 6: Intelligent waste management system.
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Algorithm
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Inputs Inputs Inputs

Outputs Outputs Outputs

Training

Regression Classification ClassificationControl

Rewards

Clustering Association

Unsupervised
Learning
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Algorithm

Figure 7: Types of machine learning algorithm.

Wireless Communications and Mobile Computing 9



RE
TR
AC
TE
D

Practically, it can be implemented with kernel, which is
used to transfer the input space to essential form.-is kernel
makes the SVMmore accurate and flexible by converting the
nonseparable higher space into lower and separable data
space. It can be classified into linear, polynomial, and RBF
kernel that is shown in Figure 9.

Linear kernel is obtained by product of any two ob-
servations, and it can be written as two vectors by using the
following equation:

K(x, y) � sum(x∗y). (5)

Polynomial kernel is distinguishing curve input space,
and it can be written as

K(x, y) � 1 + sum(x∗y)
∧
de, (6)

where de is polynomial degree, which is used to identify the
learning algorithm.

Radial basis function can be used to map the input space
the unspecified space, and it can be used by following
equation:

K(x, y) � exp −gamma∗ sum x − y
∧2( ( ( , (7)

where the gamma ranges from 0 to 1, and it can be separable
data as linear.

4.2.4. Decision Tree. Decision tree is an algorithm to predict
the values and to classify the data based on it features. So, it
can be used for both regression and classification. It has the
two main entities including data split and data leave. It can
be classified into regression and classification decision tree.
In classification decision tree, the decision variable is defi-
nite. In regression decision tree, the decision variable is
continuous. A tree consists of root node and terminal node.
First, the root node was created; then, the remaining nodes
were formed by the following steps including creation of
terminal node and recursive splitting [51]. -e creation of
terminal node is done by concentrated depth of tree and
slightest records of the node. -e prediction of data using
decision tree is considering the following assumptions. -e
training data can be considered as root node. -en, the data
feature values will be definite and recursively dispersed.

Many existing methods are based on machine learning
algorithm including linear, logistic, decision tree, and
support vector machine algorithm. But still, it has many
issues in collecting of data. Existing methods are not ef-
fectively collecting the data in accurate manner [52]. Still, it
needs efficient method to collect the waste in waste man-
agement system to develop smart city. -e related works of
waste management system are discussed in the next section.

4.2.5. Random Forest Algorithm. -is work is to introduce
the novel method of random forest algorithm to collect and
predict the waste information depending on its features. It is
a combination of huge number of decision tree and created
from training dataset. It can be developed by using the
constructions including the construction of discrete tree,
generation of altered data set, and prediction of discrete tree.

Figure 10 shows the flowchart of random forest algorithm. It
is used to create the forest by different way randomly. It gives
the more accurate result compared with other classification
algorithm by the relationship of number of trees and its
results because randomly it finds the root node and split the
feature of data. It has the following benefits compared to
other algorithms. -ese are suitable for both classification
and regression, fitting with model, handling the missed
values, and definite data modelling.

In random forest algorithm, the certain features can be
selected from total features. From those features, the root
node can be calculating by using of split point. Similarly, the
calculated node is divided into daughter nodes. -e process
was repeated until the specific tree number is obtained.
-en, repeat the process until obtaining the n number of
trees. In this way, the random forest classifier algorithm is
developed. In data prediction, the test features can be
processed to predict the target. -en, the votes are calculated
by using predicted result. It creates the multiple trees and
combines them together to enhance accuracy and to obtain
an established prediction. In this algorithm, hyper-
parameters are used to enhance the speed and predictive
power. -ese hyperparameters are n-number of estimators,
maximized features, minimized leaf, n–number of jobs,
random states, and sampling. First, three parameters are
used to increase the predictive power. -e last three pa-
rameters are used to increase the speed. -is work is mainly
focused on collecting and predicting of waste data based on
its characteristics. -is work is to enhance the security with
less time compared with other algorithms.

5. Results and Discussions

-e intelligent based waste management system provides ac-
curate waste collection and prediction compared with another
classifier algorithm. Figure 11 shows the waste collection and
prediction using intelligent waste management system. It
collects the data for each month and compares with other
classifier algorithm. It collects the waste based on its charac-
teristics like rubbish, organics, and recycling waste. -e in-
creasing strength of tree leads to reducing of forest error. -is
method is more efficient and robust due to its less error. In
random forest algorithm, two parameters are considered as
important. -ese are number of trees and random variables in
forest. Based on these parameters, the classification and re-
gression of waste data are developed. So, it does not have the
problem of over fitting.

Figure 12 shows the proposed method regression and its
heat map. -e proposed work with random forest relies on
good accuracy compared with other classifier algorithm
including linear regression, logistics regression, support
vector machine, and decision tree algorithm. In the next
subsection, the performance analysis of various classifier
algorithm was discussed.

5.1. Performance Analysis. Table 4 shows the performance
analysis of various machine learning classifier algorithm.-e
performance of each and every algorithm is verified in terms
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of accuracy and time consumption to collect and predict the
waste. In this work, accuracy can be measured by calculating
predicted value and total predictions. It is the representation
of correct prediction in testing the data, which can be
denoted in percentage. It can be written as

Accuracy �
correct predictions
All predictions

. (8)

-e average accuracy is obtained by calculating the waste
collection from every month. In this work, time represents
the period for testing and classification of data. Figure 12
represents the performance analysis various machine
learning algorithm based on accuracy and time analysis.

From Figure 13 we understand that the random forest al-
gorithm (RFA) provides good accuracy of 92.15% compared
with another classifier algorithm. Similarly, decision tree
provides the accuracy of 89.43%, and it is near the random
forest algorithm, because the RFA escapes from overfitting.
From that work, it is clear that our proposed work with RFA
algorithm gives better accuracy with less time consumption
compared with other algorithm. It has accuracy of 92.15%
and time consumption of 0.2 milliseconds.

From above analysis, random forest algorithm has sig-
nificantly higher accuracy, taking less time for classification
of waste. -e reason is that random forest algorithm is
avoiding the overfitting data. It performs well by applying
random split of waste in the form of possible best waste

SVM Kernels

Supervised Learning

Linear Kernel

Product of two 
variables

Polynomial Kernel

Distinguish Curve

RBF Kernel

Indefinite 
Dimensional Space

Figure 9: Types of SVM kernels.
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Table 4: Performance analysis of machine learning algorithm.

Algorithm Accuracy (%) Time (ms)
Linear regression 73.12 2.5ms
Logistics regression 78.38 1.4ms
Support vector machine 85.27 0.7ms
Decision tree 89.43 0.4ms
Proposed work with RFA 92.15 0.2ms
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classification. And it has been done by random selection of
subset of features for growing each tree.

6. Conclusion

IoT with machine learning is an emergent technology to
upgrade the entire world into smart cities. Due to these
rapid developments of smart cities and industries, the
generation of waste is also increasing. Discarding unused
things is a major issue in IoT. It is a regular and traditional
duty in cities, but it requires a huge number of human
resources to manage the waste. And it spoils nature, social
characteristics, and efficient growth. In related works, many
methods will be discussed about the waste management
system for the disposal of unusable things. -ese existing
methods mainly focused on giving the cost-effective
monitoring of wastage. It provides a real-time monitoring
system for collecting the garbage waste, but it does not
control the dispersion of overspill and blowout gases with
poor odor. So, in this work, we propose an intelligent waste
management system by predicting the possibility of waste
things in Internet of things. -is work can be proposed to
monitor hazardous and nonhazardous waste by sensor-
based dustbins. -en, this work can be tested by classifi-
cation algorithms like linear regression, logistic regression,
support vector machine, decision tree, and random forest
algorithm with normal parameters. From this analysis,
random forest algorithm has an accuracy of 92.15% with
less time of 0.2 milliseconds. When compared to existing
approaches, our proposed method is working well with RF
algorithm to effectively collect and predict the waste. In
future, it can be extended to classify the waste based on its
image and analyze it with various machine learning
algorithms.

Data Availability

-e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

-e authors declare that they have no conflicts of interest.

References

[1] G. Uganya, Radhika, and N. Vijayaraj, “A survey on internet
of things: applications, recent issues, attacks, and security
mechanisms,” Journal of Circuits, Systems, and Computers,
vol. 30, no. 5, Article ID 2130006, 2021.

[2] K. Yelamarthi, M. S. Aman, and A. Abdelgawad, “An ap-
plication-driven modular IoT architecture,” Wireless Com-
munications and Mobile Computing, vol. 2017, Article ID
1350929, 16 pages, 2017.

[3] T. Anh Khoa, C. H. Phuc, P. D. Lam et al., “Waste man-
agement system using IoT-based machine learning in uni-
versity,” Wireless Communications and Mobile Computing,
vol. 2020, Article ID 6138637, 13 pages, 2020.

[4] D. Washburn, U. Sindhu, S. Balaouras, R. A. Dines, N. Hayes,
and L. E. Nelson, “Helping CIOs understand “smart city”
initiatives,” Growth, vol. 17, no. 2, pp. 1–17, 2009.

[5] R. Giffinger and H. Gudrun, “Smart cities ranking: an effective
instrument for the positioning of the cities?” ACE - Archi-
tecture, City and Environment, vol. 4, no. 12, pp. 7–26, 2010.

[6] P. Neirotti, A. De Marco, A. C. Cagliano, G. Mangano, and
F. Scorrano, “Current trends in Smart City initiatives: some
stylised facts,” Cities, vol. 38, pp. 25–36, 2014.

[7] P. Liu and Z. Peng, “China’s smart city pilots: a progress
report,” Computer, vol. 47, no. 10, pp. 72–81, 2013.

[8] T. Nam and T. A. Pardo, “June. Conceptualizing smart city
with dimensions of technology, people, and institutions,” in
Proceedings of the 12th Annual International Digital Gov-
ernment Research Conference: Digital Government Innovation
in Challenging Times, pp. 282–291, College Park, MA, USA,
June 2011.

[9] H. Chourabi, T. Nam, S. Walker et al., “January. Under-
standing smart cities: an integrative framework,” in Pro-
ceedings of the 2012 45th Hawaii International Conference on
System Sciences, pp. 2289–2297, IEEE, Maui, HA, USA,
January 2012.

0
10
20
30
40
50
60
70
80
90

100

LR LOR SVM DT RFA

A
cc

ur
ac

y 
(%

)

Classifier Algorithm

Accuracy Analysis

(a)

0

0.5

1

1.5

2

2.5

3

LR LOR SVM DT RFA

Ti
m

e (
m

s)

Classifier Algorithm

Time Analysis

(b)

Figure 13: Performance analysis of machine learning algorithm: (a) accuracy analysis; (b) time analysis.

Wireless Communications and Mobile Computing 13



RE
TR
AC
TE
D

[10] R. P. Dameri, “Searching for smart city definition: a com-
prehensive proposal,” International Journal of Computers &
Technology, vol. 11, no. 5, pp. 2544–2551, 2013.

[11] C. Balakrishna, “September. Enabling technologies for smart
city services and applications,” in Proceedings of the 2012 Sixth
International Conference on Next Generation Mobile Appli-
cations, Services and Technologies, pp. 223–227, IEEE,
Washington, DC, USA, September 2012.

[12] F. Mosannenzadeh and D. Vettorato, “Defining smart city. A
conceptual framework based on keyword analysis,” TeMA-
Journal of Land Use, Mobility and Environment, 2014.

[13] R. Petrolo, V. Loscr̀ı, and N. Mitton, “Towards a smart city
based on cloud of things, a survey on the smart city vision and
paradigms,” Transactions on Emerging Telecommunications
Technologies, vol. 28, no. 1, p. e2931, 2017.

[14] K. Nellore and G. Hancke, “A survey on urban traffic man-
agement system using wireless sensor networks,” Sensors,
vol. 16, no. 2, p. 157, 2016.

[15] F. Knorr, D. Baselt, M. Schreckenberg, and M. Mauve, “Re-
ducing traffic jams via VANETs,” IEEE Transactions on Ve-
hicular Technology, vol. 61, no. 8, pp. 3490–3498, 2012.

[16] V. Miz and V. Hahanov, “Smart traffic light in terms of the
cognitive road traffic management system (CTMS) based on
the Internet of -ings,” in Proceedings of the IEEE East-West
Design & Test Symposium (EWDTS 2014), pp. 1–5, IEEE, Kiev,
Ukraine, September 2014.

[17] H. Arbabi and M. C. Weigle, “Using DTMon to monitor
transient flow traffic,” in Proceedings of the 2010 IEEE Ve-
hicular Networking Conference, pp. 110–117, IEEE, Jersey
City, NJ, USA, December 2010.

[18] E. Mazloumi, G. Currie, and G. Rose, “Using GPS data to gain
insight into public transport travel time variability,” Journal of
Transportation Engineering, vol. 136, no. 7, pp. 623–631, 2010.

[19] K.-H. Chao and P.-Y. Chen, “An intelligent traffic flow control
system based on radio frequency identification and wireless
sensor networks,” International Journal of Distributed Sensor
Networks, vol. 10, no. 5, Article ID 694545, 2014.

[20] T. N. Pham, M.-F. Tsai, D. B. Nguyen, C.-R. Dow, and
D.-J. Deng, “A cloud-based smart-parking system based on
Internet-of--ings technologies,” IEEE Access, vol. 3,
pp. 1581–1591, 2015.

[21] Y. Zhang, C.-Y. Wang, and H.-Y. Wei, “Parking reservation
auction for parked vehicle assistance in vehicular fog com-
puting,” IEEE Transactions on Vehicular Technology, vol. 68,
no. 4, pp. 3126–3139, 2019.

[22] Y. Geng and C. G. Cassandras, “New “smart parking” system
based on resource allocation and reservations,” IEEE Trans-
actions on Intelligent Transportation Systems, vol. 14, no. 3,
pp. 1129–1139, 2013.

[23] X. Chen and N. Liu, “Smart parking bymobile crowdsensing,”
International Journal of Smart Home, vol. 10, no. 2,
pp. 219–234, 2016.

[24] P. F. Dheena, G. S. Raj, G. Dutt, and S. V. Jinny, “December.
IOT based smart street light management system,” in Pro-
ceedings of the 2017 IEEE International Conference on Circuits
and Systems (ICCS), pp. 368–371, IEEE,-iruvananthapuram,
India, December 2017.

[25] S. Arkade, A. Mohite, S. Joshi, R. Sonawane, and V. Patil, “IoT
based street lights for smart city,” International Journal for
Research in Applied Science and Engineering Technology, vol. 4,
pp. 178–181, 2016.

[26] P. V. Parkash and D. Rajendra, “Internet of things based
intelligent street lighting system for smart city,” International

journal of innovative research in science, engineering and
technology, vol. 5, no. 5, 2016.

[27] S. Patil, G. Rudresh and K. Kallendrachari, “Design and
implementation of automatic street light control using sensors
and solar pane,” Int. Journal of Engineering Research and
Applications, vol. 5, no. 6, pp. 97–100, 2015.

[28] M. Kokilavani and A. Malathi, “Smart street lighting system
using IoT,” International Journal of Advanced Research in Sci-
ence, Engineering and Technology, vol. 3, no. 11, pp. 08–11, 2017.

[29] K. Kawai and L. T. M. Huong, “Key parameters for behaviour
related to source separation of household organic waste: a case
study in Hanoi, Vietnam,” Waste Management & Research:
)e Journal for a Sustainable Circular Economy, vol. 35, no. 3,
pp. 246–252, 2017.

[30] N. Seyring, M. Dollhofer, J. Weißenbacher, I. Bakas, and
D. McKinnon, “Assessment of collection schemes for pack-
aging and other recyclable waste in European Union-28
Member States and capital cities,” Waste Management &
Research: )e Journal for a Sustainable Circular Economy,
vol. 34, no. 9, pp. 947–956, 2016.

[31] T. Zobel, “ISO 14001 adoption and industrial waste genera-
tion: the case of Swedish manufacturing firms,” Waste
Management & Research: )e Journal for a Sustainable Cir-
cular Economy, vol. 33, no. 2, pp. 107–113, 2015.

[32] M. Ali, W. Wang, N. Chaudhry, and Y. Geng, “Hospital waste
management in developing countries: a mini review,” Waste
Management & Research: )e Journal for a Sustainable Cir-
cular Economy, vol. 35, no. 6, pp. 581–592, 2017.

[33] H. Bacot, B. McCoy, and J. Plagman-Galvin, “Municipal
commercial recycling,” )e American Review of Public Ad-
ministration, vol. 32, no. 2, pp. 145–165, 2002.

[34] A. Krzywoszynska, ““Waste? You mean by-products!” from
bio-waste management to agro-ecology in Italian winemaking
and beyond,”)e Sociological Review, vol. 60, no. 2, pp. 47–65,
2012.

[35] B. R. Balakrishnan Ramesh Babu, A. K. Anand Kuber Par-
ande, and C. A. Chiya Ahmed Basha, “Electrical and elec-
tronic waste: a global environmental problem,” Waste
Management & Research: )e Journal for a Sustainable Cir-
cular Economy, vol. 25, no. 4, pp. 307–318, 2007.

[36] L. Gan and S. Yang, “Legal context of high level radioactive
waste disposal in China and its further improvement,” Energy
& Environment, vol. 28, no. 4, pp. 484–498, 2017.

[37] N. Abdullah, O. A. Alwesabi, and R. Abdullah, “IoT-based
smart waste management system in a smart city,” Advances in
Intelligent Systems and Computing, vol. 843, pp. 364–371, 2018.

[38] S. Talari, “A review of smart cities based on the internet of
things concept,” Energies, vol. 10, no. 4, pp. 1–23, 2017.

[39] K. A. Monika, “Smart dustbin-an efficient garbage monitoring
system,” International Journal of engineering science and
computing, vol. 6, no. 6, pp. 7113–7116, 2016.

[40] N. S. Kumar, “IOT based smart garbage alert system using
Arduino UNO,” in Proceedings of the 2016 IEEE Region 10
Conference (TENCON), pp. 1028–1034, Singapore, November
2016.

[41] G. K. Shyam, S. S. Manvi, and P. Bharti, “Smart waste
management using Internet-of--ings (IoT),” in Proceedings
of the 2nd International Conference on Computing and
Communications Technologies IEEE, pp. 199–203, Chennai,
India, February 2017.

[42] K. Pardini, J. J. P. C. Rodrigues, S. A. Kozlov, N. Kumar, and
V. Furtado, “IoT-based solid waste management solutions: a
survey,” Journal of Sensor and Actuator Networks, vol. 8, no. 1,
p. 5, 2019.

14 Wireless Communications and Mobile Computing



Research Article
An Improved Authentication Scheme for Digital Rights
Management System

Sajid Hussain ,1 Yousaf Bin Zikria ,2 Ghulam Ali Mallah ,3 Chien-Ming Chen ,4

Mohammad Dahman Alshehri ,5 Farruh Ishmanov ,6 and Shehzad Ashraf Chaudhry 7

1Department of Cyber Security, Air University, Islamabad, Pakistan
2Department of Information and Communication Engineering, Yeungnam University, Gyeongsan 38541, Republic of Korea
3Department of Computer Science, Shah Abdul Latif University, Khairpur, Sindh 66020, Pakistan
4College of Computer Science and Engineering, Shandong University of Science and Technology, Shandong, China
5Department of Computer Science, College of Computers and Information Technology, Taif University, P.O. Box 11099,
Taif 21944, Saudi Arabia
6Department of Electronics and Communication Engineering, Kwangwoon University, Seoul 01897, Republic of Korea
7Department of Computer Engineering, Faculty of Engineering and Architecture, Istanbul Gelisim University, Istanbul, Turkey

Correspondence should be addressed to Farruh Ishmanov; farruh@kw.ac.kr
and Shehzad Ashraf Chaudhry; sashraf@gelisim.edu.tr

Received 13 October 2021; Accepted 29 December 2021; Published 27 January 2022

Academic Editor: Vinayakumar Ravi

Copyright © 2022 Sajid Hussain et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the increasing number and popularity of digital content, the management of digital access rights has become an utmost
important field. Through digital rights management systems (DRM-S), access to digital contents can be defined and for this, an
efficient and secure authentication scheme is required. The DRM authentication schemes can be used to give access or restrict
access to digital content. Very recently in 2020, Yu et al. proposed a symmetric hash and xor-based DRM and termed their
system to achieve both security and performance efficiency. Contrarily, in this study, we argue that their scheme has several
issues including nonresistance to privileged insider and impersonation attacks. Moreover, it is also to show in this study that
their scheme has an incorrect authentication phase and due to this incorrectness, the scheme of Yu et al. lacks user scalability.
An improved scheme is then proposed to counter the insecurities and incorrectness of the scheme of Yu et al. We prove the
security of the proposed scheme using BAN logic. For a clear picture of the security properties, we also provide a textual
discussion on the robustness of the proposed scheme. Moreover, due to the usage of symmetric key-based hash functions, the
proposed scheme has a comparable performance efficiency.

1. Introduction

The rapid expansion of computer technology and media of
various types such as software, music services, videos,
photos, documents, and e-books is combined and manipu-
lated as digital contents. With the invention of the low
power devices, the distribution of such digital content along
the globe is increased rapidly [1]. This rapid distribution
demands an efficient digital rights management system to
be utilized to preserve the digital rights associated with the
content. A serious concern is the downloading of the
contents by unauthorized users, which is a big problem

and deprivation for the copyright owners. Thus, the protec-
tion of the digital contents is the major issue, and authenti-
cation is a very necessary security requirement for the
prevention of unauthorized access and making the availabil-
ity of the digital contents to the only legitimate users. Digital
right management (DRM) systems are specifically designed
environments that include some access control mechanism
for the use of the digital content [2, 3]. The main purpose
of the DRM system is to provide protection to the digital
contents and to make sure these are only accessible to valid
users. Digital content services that include important data
are conveyed through the public channels, which are fully
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accessible to malicious users. Hence, for the sake of secure
transmission of the digital contents to the valid user through
the public channel, strong authentication and key agreement
schemes are needed [4–6].

In the immediate past, various authentication schemes
have been proposed to make sure the privacy of the digital
content and user. In 2008, Chen [7] proposed a biometric-
based authentication scheme based on biometric for DRM
environment. Later on, Chang et al. [8] pointed weaknesses
such as attackers can steal keys and can access digital
content without any permission and proposed an improved
system. Later on, Chang et al. [9] pointed that [8] is insecure
against stolen device attacks and proposed an improved
scheme for DRM. Mishra et al. [10] proved that the scheme
of Zhang et al. [11] was vulnerable to password guessing
attacks and insider attacks and proposed an improved
biometric-based scheme for DRM. In 2015, Jung et al. [12]
proposed an ECC-based authentication scheme for DRM.
In 2017, Jung et al. [12] presented a biometric-based
authentication scheme for the DRM system. Later in 2018,
Lee et al. [13] proved that the protocol of [10] is suspected
to the secret key disclosure which leads to anonymity viola-
tion. Yu et al. [14] claimed that the method presented in
[13] is insecure against user impersonation and device theft
attack and proposed an improved scheme to overcome the
flaws of [13].

1.1. Adversarial Model. The main purpose of authentication
schemes for DRM systems is to provide a scalable solution
for remote user successful authentication. However, the
authentication protocols should oppose many active/passive
attacks [15–17]. The analysis of attacks is based on the CK
adversarial model [18], which is an extension of the DY
model [19] with the following features:

(1) A valid user can possess the login credentials,
namely, identity, password, biometric, etc. The
server keeps the master key [20, 21]

(2) A public communication channel is in full control of
the adversary

(3) A legal user can be dishonest [22, 23]

(4) Any malicious user can extract saved credentials in
the smart card by applying a stolen attack

1.2. System Model of DRM. DRM system is a verification and
access control method to access digital content. Figure 1
shows the DRMS common architecture comprising of four
major entities: (1) the content writer/owner, (2) content
server, (3) the user, and (4) license sever.

(1) The user who wants to obtain digital content trans-
mits an authentication ask to the content and license
servers. As soon as mutual authentication with the
license server is successfully completed, reach to the
encrypted digital content is issued with the help of
a secret key

(2) The content server saves the encrypted digital
content in its database receive by the digital content
creator and after that abstract of the content is acces-
sible to the users on the internet

(3) The content generator/provider provides content
generation services. The digital content is generated
and encrypted by the secret key. This key is transmit-
ted to the license server using the public channel,
and also encrypted digital content is also sent to
the content server using a tunneled channel

(4) The license server receives the secret key and stores it
in its database. When a user requires the secret key
of the encrypted digital content, the license server
first authenticates that user and then sends the secret
key of the content

2. The Scheme of Yu et al.: A Review

The scheme of Yu et al. [14] is reviewed and briefly
explained in this section and the notation guide which is
used in this paper is depicted in Table 1.

2.1. User Registration Phase. The process to register a user
Um with the license server LSj is depicted in Figure 2 and
explained through the following steps:

(RG1) user Um chooses his/her identity IDm, password
PWm, and marks biometrics BIOm. After that
Um calculates GenðBIOmÞ = Rm, Pm, and RPWm
=hðPWmkRmÞ and dispatches fIDm, RPWmg to
LSj-license server via private channel

(RG2) license server LSj on receiving request contain-
ing fIDm, RPWmg by Um calculates Xm
=hðIDmkXLSÞ, dm=Xm ⊕ hðIDmkRPWmÞ, and
f m=hðRPWmkXmÞ. LSj saves IDm and Xm

within its database and replies the registration
requestmessage hdm, f m toUmi via private channel

(RG3) Um receives the message from LSj saves fdm, f mg
in its mobile device memory

2.2. Login and Authentication Phase. A registered user Um
who wants to utilize the digital content DC initiates a mutual
authentication request with LSj with an aim to attain mutual
authentication and obtain the secret key KC of the DC. The
steps involved in the login and authentication procedure are
detailed in Figure 3 and explained as follows:

(LAA 1) Um enters his/her fIDm, PWmg apir and sub-
mits BIOm. After that, Um calculates Rm
=RepðBIOm, PmÞ, RPWm=hðPWmkRmÞ, Xm
=dm ⊕ hðIDmkRPWmÞ, and f ∗m=hðRPWmkXmÞ
and compare if f ∗m = ? f m. If the condition is
true, Um creates R1 randomly and calculates
Z1 = Xm ⊕ R1, Z2 = IDm ⊕ R1, Z3 = IDc ⊕ R1,
and ZUS = hðIDmkIDckXmkR1Þ. Then, the user
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Um initiates the request message fZ1, Z2, Z3,
ZUSg through public channel to LSj

(LAA 2) LSj receives the request message sent by Um

and calculates R1 = Z1 ⊕ Xm, IDm = Z2 ⊕ R1, I
Dc = Z3 ⊕ R1, and M∗

US = hðIDkIDckXmkR1Þ
and verifies if M∗

US = ? ZUS. If the condition is
true, LSj picks relevant KC , creates random
nonce R2, and calculates Z4 = R2 ⊕ Xm, Z5 =

KC ⊕ Xm and ZSU = hðIDmkXmkKCkR2Þ. At
the end, LSj sends the message fZ4, Z5, ZSUg
to user Um directly through public channel

(LAA 3) Um receives the response message from LSj and
calculates R2 = Z4 ⊕ Xm, KC = Z5 ⊕ Xm, and
M∗

SU = hðIDmkXmkKCkR2Þ. At the end user,
Um verifies if M∗

SU = ? ZSU and saves KDC in
the device

3. Cryptanalysis of Yu et al.’s Scheme

In this section, through the informal analysis of Yu et al.’s
scheme [14], it is affirmed that their scheme is secure against
well-known attacks. However, the following subsections
demonstrate that the scheme presented in [14] is having
correctness issues, is weak against ephemeral secret leakage
attacks, and does not provide anonymity.

3.1. Incorrectness. The authentication phase of Yu et al.’s
scheme cannot end normally, and the license server and user
may be unable to share any key at all. The user in the Yu
et al. scheme after initiating an authentication message to
the license server may never receive an acknowledgment,

Table 1: Symbol guide.

Symbols Explanations

Um, LSj Mobile user, license server

IDm, IDc Identities of Um, LSj

PWm, BIOm Password and biometric of Um

XLS, KC Secret keys LSj, IDc

h :ð Þ, H :ð Þ Hash and biohash functions

R1, R2 Random nonces

PIDm Unique random nonce for each user

Tm, Tcs Current timestamps

KEYDC Secret key of digital content

XLS Master key of license server

ΔT Allowed transmission delay

||, ⊕ Concatenation and XOR operations

User (Um) License server (LSj)
Um inputs {IDm, PWm}
Imprints biometric BIOm

Gen (BIOm)=〈Rm, Pm〉

RPWm=h(PWm||Rm)
〈IDm, RPWm〉

(via secure channel)
Xm=h(IDm||XLS)
dm=Xm⊕h(IDm||RPWm)
fm=h(RPWm||Xm)
Saves Xm and IDm

〈d
m

, f
m
〉

(via secure channel)
Saves {dm, fm} in the memory

Figure 2: Yu et al.’s user registration.

User (Um)
Um inputs IDm, password PWm

Imprints biometric BIOm

Calculates
RCC=Rep(BIOm, Pm)
RPWm=h(PWm||Rm)
Xm=dm⊕h(IDm||RPWm)
fm=h(RPWm||Xm)
check if fm=fm

?

Creates random nonce R1
Z1=Xm⊕R1
Z2=IDm⊕R1
Z3=IDc⊕R1
ZUS=h(IDm||IDc||Xm||R1)
〈Z1, Z2, Z3, Z

US
〉

(via public channel)
R1=Z1⊕Xm

IDm=Z2⊕R1
IDc=Z3⊕R1
MUS=h(ID||IDc||Xm||R1)
Check if MUS=ZUS

⁎

⁎

⁎

Retrieves KC

Generate random nonce R2
Calculate
Z4=R2⊕Xm

Z5=KC⊕Xm

ZSU=h(IDm||Xm||KC||R2)

(via public channel)
Calculates
R2=Z4⊕Xm

KC=Z5⊕Xm

MSU=h(IDm||Xm||KC||R2)
Check if MSU=ZSU

Saves KC

License server (LSj)

⁎

⁎

?

⁎

〈Z4, Z5, Z
SU
〉

?

Figure 3: Yu et al.’s login and authentication scheme.

Content generator

Content server
Content request

Key request

Contents

Access key

Access server

Digital contents

Key

Figure 1: DRM-system-architecture.
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and the license server may never create a session key. Hence,
their scheme lacks the property of authentication and key
agreement. The depiction of incorrectness case is as follows:

(Inc 1) user Um sends a login request by entering pass-
word, identity, and biometric, and transmits Z1
, Z2, Z3, ZUS to LSj (the license server)

(Inc 2) license server ðLSjÞ receives the request message
and computes

R1 = Z1 ⊕ Xm: ð1Þ

The computation of the above equation requires the Xm
corresponding requesting user identity IDm, which the
license server does not know. Also, the request message sent
by the user Um does not include the identity of the request-
ing user. The license server computes the request without
the information of any designated user. In the same way,
the license server sends the acknowledgment message with-
out knowing to whom this message is to be sent.

The only case in which Yu et al.’s scheme can achieve the
authentication and key agreement in the view is if the system
has only one registered user. Hence, systems with a single
registered user are not preferable in the real world. There-
fore, Yu et al.’s scheme for facilitating digital rights manage-
ment systems is incorrect, and this incorrectness shows that
their system is not preferable for real-world deployments.

3.2. Privileged Insider Attack. Yu et al.’s scheme stores the
sensitive information in the database of the license server.
Due to which it is susceptible to user impersonation, server
impersonation attacks, and secret key leakage attacks. The
attacks can be simulated in the following methods.

3.2.1. User Impersonation Attack. The internal adversary A

gets ISm and Xm from the database of the license server.
Now the adversary A can impersonate as Um by adopting
the following steps:

(IUA 1) A picks a random number RUA

(IUA 2) computes Z1 = Xm ⊕ RUA, Z2=IDm ⊕ RUA, Z3
=IDc ⊕UA, and ZAUS=hðIDmkIDckXmkUAÞ

(IUA 3) transmits the message hZ1, Z2, Z3, ZAUSi to
license server LSj

(IUA 4) license server LSj accepts the message hZ1, Z2,
Z3, ZAUSi and verifies the message legitimacy
and verification will be successful as user verifi-
cation on license server LSj is not taking place

(IUA 5) LSj will fetch relevant KC and computes Z4 =
R2 ⊕ Xm, Z5 = KC ⊕ Xm and ZSU = hðIDmkXmk
KCkR2Þ. LSj sends the message fZ4, Z5, ZSUg
to A

(IUA 6) A receives the message sent by LSj and com-
putes R2 = Z4 ⊕ Xm, KC = Z5 ⊕ Xm, and M∗

SU =

hðIDmkXmkKCkR2Þ. Adversary gets success-
fully the secret key KC

3.2.2. License Server Impersonation Attack. The privileged
adversary SA steals the hIDm, Xmi from the database of
the LSj. When Um sends the the message hZ1, Z2, Z3, ZAUSi
to LSj through public channel; then, SA will intercept the
message and and impersonate as a valid license server in
the following ways.

(ISA 1) SA will compute R1 = Z1 ⊕ Xm, IDm = Z2 ⊕ R1,
IDc = Z3 ⊕ R1, and M∗

US = hðIDkIDckXmkR1Þ
(ISA 2) verify ifM∗

US = ? ZUS. If the condition is true, LSj
picks relevant KC and creates random nonce
RUS

(ISA 3) calculate Z4 = RUS ⊕ Xm, Z5 = KEYADC ⊕ Xm,
and ZASU = hðIDmkXmkKEYADCkRUSÞ.

(ISA 4) SA sends themessagefZ4, Z5, ZASUg to userUm

(ISA 5) Um will verify the message and verification will
be successful and as a result, get secret key K
EYADC which is in real a forged key and will
not work

3.2.3. No Secret Key Secrecy. Only those users who have the
secret key can access the digital content in the digital rights
management system. But, as shown in Section 3.2.1, an
adversary A can acquire the secret key by impersonating
as a valid user Um. Hence, Yu et al.’s scheme does not ensure
the security of the secret key.

4. Proposed Scheme

To ensure privacy, security, and to remove the incorrectness
in the scheme of Yu et al. [14], a new scheme is proposed in
this section. The proposed scheme comprises three main
phases, which are further divided into subphases. The detail
of the scheme is given in the following subsections.

4.1. Registration Phase. To get access to the digital con-
tents, a user must register himself/herself to be a legitimate
user. Following are the steps as mentioned in Figure 4 to
be followed:

RGD 3: the user Um picks the pair fIDm, PWmg and
engraves BIOm. Now Um computes GenðBIOmÞ=hRm, Pmi,
and RPWm=hðPWmkRmÞ and dispatches fIDm, RPWmg to
license server LSj by using secure channel

RGD 3: license server LSj receiving the registration
request by Um computes Xm = hðIDmkXLSÞ, dm = Xm ⊕ hðI
DmkRPWmÞ, and saves IDm and PIDm in its database and
reply the registration request message hXm to PIDmi by
using channel

RGD 3: Um receives the message from LSj and computes

PIDm′ = PIDm ⊕ hðPWmkRmÞ, Xm′ = Xm ⊕ hðPWmkRmÞ, Zm

= hðIDmkPWmkRmÞ and stores fXm′ , PID′m, Zmg in the
mobile device memory
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4.2. Login and Authentication. Following steps as mentioned
in Figure 5 are executed to furnish login and authentication
phase of the proposed scheme:

(LAuth 1) Um inputs IDm, password PWm, imprints
biometric BIOm, calculates Rm = RepðBIOm,
PmÞ, and checks if Zm = ? hðIDmkPWmkRmÞ,
and if the condition is true, then, select R1
and Tm and compute Xm = Xm′ ⊕ hðRmkP
WmÞ, Z1 = IDm ⊕ R1 ⊕ hðXm ⊕ TmÞ, Z2 = IDc
⊕ R1 ⊕ hðXm ⊕ TmÞ, ZUS = hðIDmkIDckhðXm
kTmÞkR1kTmÞ and send the message contain-
ing hZ1, Z2, ZUS, PIDm, Tmi to the LSj

(LAuth 2) after receiving the message LSj verifies if j
Tm − Tcj < ΔT?, if the condition is true then
fetch IDm corresponding to PIDm and com-
pute X∗

m = hðIDmkXLSÞ, R1 = Z1 ⊕ IDm ⊕ hð
X∗
mkTmÞ, IDc = Z2 ⊕ R1 ⊕ IDm ⊕ hðX∗

mkTmÞ,
M∗

US = hðIDmkIDckhðX∗
mkTmÞkR1kTmÞ and

check if M∗
US = ? ZUS is true. If true pick R2,

TCS, and PIDnew
m , fetches KC and calculate T

EMP1 = hðIDm ⊕ R1Þ, Z3 = R2 ⊕ hðX∗
mkTcsÞ

⊕ TEMP1, Z4 = PIDnew
m ⊕ hðX∗

mkTcsÞ ⊕ TEM
P1, Z5 = KC ⊕ hðX∗

mkTcsÞ ⊕ R2 ⊕ TEMP1,
ZSU = hðIDmkhðX∗

mkTcsÞkKCkR2R2, kTEMP
1kTcsÞ. Replace PIDm with PIDnew

m , and send
the message containing hZ3, Z4, Z5, ZSU , Tcsi
to Um

(LAuth 3) after receiving the message from LSj, Um

check if jTcs − Tcj < ΔT? the condition is true
then calculates TEMP2 = hðIDm ⊕ R1Þ, R2 =
Z3 ⊕ hðXmkTcsÞ ⊕ TEMP2, PIDnew

m = Z4 ⊕ hð
XmkTcsÞ ⊕ TEMP2, KC = Z5 ⊕ hðXmkTcsÞ ⊕
R2 ⊕ TEMP2, M∗

SU = hðIDmkhðXmkTcsÞkKCk
R2kTEMP2kTcsÞ. Then, check if M∗

SU = ?

ZSU , if the condition is true, then, calculate
KEY∗

DC = KC ⊕ hðPWmkRmÞ and save KE
Y∗
DC

4.3. Password Change. If a valid user has lost/forgot his/her
password then can change password by adopting the
following steps:

(PWD 1) user Um enters new pair fID∗
m, PW∗

mg and
engraves BIO∗

m. Now, Um computes GenðBI
O∗
mÞ = hR∗

m, P∗
mi, and RPW∗

m=hðPW∗
mkR∗

mÞ
and dispatches fID∗

m, RPW∗
mg to the mobile

device

(PWD 2) upon receipt of the message mobile check if
Z∗
m = ? hðID∗

mkPW∗
mkR∗

mÞ, if true, it sends con-
firmation to the user Um

(PWD 3) Um chooses new password PWnew
m and bio-

metric BIOnew
m and compute GenðBIOnew

m Þ =
hRnew

m , Pnew
m i, and RPWnew

m = hðPWnew
m kRnew

m Þ
(PWD 4) Receiving the message mobile device calcu-

lates Xm = hðIDmkXLSÞ and dnewm = X∗
m ⊕ hðI

DmkRPWnew
m Þ and send Xm and PIDnew

m

(PWD 5) Um computes PIDnew′
m = PIDnew

m ⊕ hðPWnew
m k

Rnew
m Þ, Xnew′

m = Xm ⊕ hðPWnew
m kRnew

m Þ, Zm = hðI
DmkPWnew

m kRnew
m Þ and update fXnew′

m , PI
Dnew′
m , Zmg.

5. The Security Analysis

To describe the security of the proposed scheme, we have
scrutinized the scheme through formal and informal security
analysis in the following subsections.

5.1. Authentication Proof Based on the Burrows–Abadi–
Needham Logic (BAN Logic). The security of the proposed
scheme is formally analyzed in the standard model using
the widely accepted Burrows–Abadi–Needham logic [24].

5.1.1. Postulates for BAN Logic. Some of the logical postu-
lates of BAN logic and the meaning related to the postulates
are given below in Table 2.

5.1.2. Security Goal Establishment. Established security
goals and logical notations of the BAN logic are given
below in Table 3.

G1: LSjj ≡ ðR1Þ
G2: LSjj ≡Umj ≡ ðR1Þ
G3: Umj ≡ ðR2Þ
G4: Umj ≡ LSjj ≡ ðR2Þ

5.1.3. Proposed Schemes Idealized Form

(M1) Um⟶LSj: hIDm, IDc, R1iXm

(M2) LSj⟶Um: hIDm, IDc, KC , R2iXm

5.1.4. Assumptions

(A1) LSjj ≡#ðR1Þ
(A2) Umj ≡#ðR2Þ

User (Um)
Um inputs IDm, password PWm

Imprints biometric BIOm

Calculates Gen (BIOm)=〈Rm, Pm〉

RPWm=h(PWm||Rm)
〈IDm, RPWm〉

(via secure channel)
Select PIDm

calculates Xm=h(IDm||XLS)
dm=Xm⊕h(IDm||RPWm)
Savesthe IDm and PIDm
〈Xm, PIDm〉

(via secure channel)
PIDm=PIDm⊕h(PWm||Rm)
Xm=Xm⊕h(PWm||Rm)
Zm=h(IDm||PWm||Rm)
Stores {Xm, PIDʹm, Zm} in memory

License server (LSj)

ʹ

ʹ

ʹ

Figure 4: Proposed user registration.
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User (Um)

Um inputs IDm, password PWm

Imprints biometric BIOm

Rm=Rep(BIOm, Pm)

If Zm=h(IDm||PWm||Rm)?

Select R1 and Tm

Xm=Xm⊕h(Rm||PWm)

Z1=IDm⊕R1⊕h(Xm⊕Tm)

Z2=IDc⊕R1⊕h(Xm⊕Tm)

ZUS=h(IDm||IDc||h(Xm||Tm)||R1||Tm)
〈Z1, Z2, ZUS, PIDm, Tm〉

(via public channel)

Check if |Tm−Tc|<𝛥T?

Fetch IDm corresponding to PIDm

Compute Xm=h(IDm||XLS)

Compute R1=Z1⊕IDm⊕h(Xm||Tm)

IDc=Z2⊕R1⊕IDm⊕h(Xm||Tm)

MUS=h(IDm||IDc||h(Xm||Tm)||R1||Tm)

Check if MUS=ZUS

If true

Pick R2, TCS and PIDm
new

Fetches KC

Calculate

TEMP1=h(IDm⊕R1)

Z3=R2⊕h(Xm||TCS)⊕TEMP1

Z4,=PIDm ⊕h(Xm||TCS)⊕TEMP1

Z5=KC⊕h(Xm||TCS)⊕R2⊕TEMP1

ZSU=h(IDm||h(Xm||TCS)||KC||R2

||TEMP1||TCS)

Replace PIDm with PIDm
new

〈Z3, Z4, Z5, ZSU, TCS〉

(via public channel)

Check if |TCS−Tc|<𝛥T?

Calculates

TEMP2=h(IDm⊕R1)

R2=Z3⊕h(Xm||Tcs)⊕TEMP2

PIDm =Z4⊕h(Xm||Tcs)⊕TEMP2new

KC=Z5⊕h(Xm||TCS)⊕R2⊕TEMP2

MSU=h(IDm||h(Xm||TCS)||KC||R2||TEMP2||TCS)

If true KEYDC=KC⊕h(PWm||Rm)

Saves KEYDC

License server (LSj)

ʹ

?⁎

⁎ ⁎

⁎

⁎

⁎

⁎

Check if MUS=ZUS
?⁎

⁎

⁎

⁎

⁎

⁎

⁎

new

Figure 5: Proposed login and authentication scheme.
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(A3) LSjj ≡ ðLSj ⟷Xm UmÞ
(A4) Umj ≡ ðLSj ⟷Xm UmÞ
(A5) LSjj ≡Um ⟹ ðR1Þ
(A6) Umj ≡ ðLSj ⟶ R2Þ

Step 1. According to message 1:

P1 : LSj⊲ IDm, IDc, R1f gXm
: ð2Þ

Step 2. From the message meaning rule according to P1
and A3:

P2 : LSj
�
� ≡ Umðf g: ð3Þ

Step 3. According to the freshness rule with A1, we get

P3 : LSj
�
� ≡Umj ≡# IDm, IDc, R1f gXm

: ð4Þ

Step 4. From the nonce verification rule with P2 and P3,
we get

P4 : LSj
�
� ≡Umj ≡ IDm, IDc, R1f gXm

: ð5Þ

Step 5. According to the belief rule with P4, we get

P5 : LSj
�
� ≡Umj ≡ R1f gGoal − X2: ð6Þ

Step 6. From the jurisdiction rule with P5 and A5, we get

P6 : LSj
�
� ≡ R1f gGoal − X1: ð7Þ

Step 7. According to M2, we obtain

P7 : Um⊲ IDm, IDc, KCR2f gXm
: ð8Þ

Step 8. From the message meaning rule with P7 and A4,
we get

P8 : Umj ≡ LSj
�
� ≡ IDm, IDc, KCR2f gXm

: ð9Þ

Step 9. According to the freshness rule with A2, we get

P9 : Umj ≡ LSj
�
� ≡ # IDm, IDc, KCR2f gXm

: ð10Þ

Step 10. From the nonce verification rule with P9 and P10,
we get

P10 : Umj ≡ LSj
�
� ≡ IDm, IDc, KCR2f gXm

: ð11Þ

Step 11. According to the belief rule with P10, we get

P11 : Umj ≡ LSj
�
� ≡ R2f gGoal − X4: ð12Þ

Step 12. From the jurisdiction rule with P11 and A6, we get

P12 : Umj ≡ R2f gGoal − X3: ð13Þ

According to Goal − X1 to Goal − X4, we proved that
our scheme attains secure mutual authentication among
Um and LSj.

5.2. Informal Security Analysis. To assess the security of the
introduced scheme, also we have inspected the scheme
through informal security analysis procedures.

5.2.1. Mutual Authentication. Our proposed scheme pro-
vides mutual authentication by making verification on both
sides of participating entities. License server LSj receives
the login request messages Msg1 = ðZ1, Z2, ZUS, PIDm, TmÞ
from Um, license server LSj verifies the authenticity of the

user by verifying the M ′US= ? ZUS. If the condition is true,
LSj authenticates Um and sends Z3, Z4,M5, ZSU , Tcs to Um.
Um receives the response messages from LSj, Um verifies

whether MSU′ ? = ZSU . If the condition is true, then, Um
authenticates Sj; otherwise, terminates the request. Hence,
the proposed scheme successfully achieves mutual authenti-
cation property.

5.2.2. Replay Attack. Suppose that A hijacks the messages
Msg1 = ðZ1, Z2, ZUS, PIDm, TmÞ and Msg2 = ðZ3, Z4, Z5,
ZUS, TcsÞ in a selective session and tries to replay these
hijacked messages after a while. As it is evident that the all
message contains current timestamps Tm and Tcs, the accep-
tance of the timeliness Tm and Tcs will be declined at the Um
and LSj. Furthermore, ΔT value is fixed very small and due
to which it will be very difficult for the attacker A to replay
the hijacked messages within limit of the ΔT . Hence, the
proposed scheme is stealth against the replay attack.

Table 2: Postulates for BAN logic.

A ∣ ≡A⟷
K

Y , A⊲<B>K /A∣ ≡ Y ∣ ~ K Message-meaning rule

A ∣ ≡#B, A ∣ ≡Y ∣ ~ B/A∣ ≡ Y ∣ ~ K Nonce-verification rule

A ∣ ≡B, A ∣ ≡C/A∣ ≡ B, Cð Þ Belief rule

A ∣ ≡#B, A ∣ ≡C/A∣ ≡ # B, Cð Þ Fresh conjuncatenation rule

A ∣ ≡Y ⟹ B, A ∣ ≡Y∣ ~ B/A∣ ≡ B Jurisdiction rule

Table 3: BAN logic notations.

A ∣ ≡B A believes a statement B

A⟷
K

Y Share a key K between A and Y

#B B is fresh

A⊲B A sees B

Aj ~ B A said B

B, Cð ÞK B, C is hashed by key K

Bf gK B is hashed with key K

<B>K B is encrypted with key K
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5.2.3. Stolen Mobile Device Attack. Suppose that A has stolen
mobile device [25, 26] of user Um or Um has lost the mobile
device due to some reason. Then, A can extract the creden-
tials fXm′ , PIDm′ , Zmg from mobile device memory using
the power analysis attacks. After getting all these parame-
ters, the attacker A will not be able to get useful parame-
ters IDm and PWm, as these are protected through a
collision-resistant hash function. Therefore, if any mobile
device will be lost/stolen will not affect the proposed
authentication mechanism.

5.2.4. Anonymity and Untraceability. In the proposed
scheme, all the messages Msg1 = ðZ1, Z2, ZUS, PIDm, TmÞ
and Msg2 = ðZ3, Z4, Z5, ZUS, TcsÞ in each session are
explicit and nonrepeated, also all the message includes
current timestamps Tm and Tcs, and random nonces R1
and R2. Hence, A will not be able to trace Um and LSj.
Moreover, even any single message does not contain
identities IDm and IDc. Hence, the anonymity [27, 28] is
guaranteed in the proposed scheme.

5.2.5. Denial-of-Service Attack. In the login and authentica-
tion phase, when a valid user Um inputs his/her identity I
Dm, password PWm, and imprints biometric BIOm into the
mobile device. Mobile device retrieves the saved secret bio-
metric key corresponding to BIOm as Rm = RepðBIOm, PmÞ.
Further mobile device computes Zm = hðIDmkPWmkRmÞ
and checks if Zm values are the same or not. If the condition
is not met, the session is terminated immediately, and in
case of success, the session proceeds normally. Therefore,
in case of denial-of-service attack [29, 30], the proposed
scheme will resist it.

5.2.6. Man-in-the-Middle Attack. In this type of attack, A
grabs the messages being exchanged when the communica-
tion is taking place and tries to alter those messages to make
other valid messages, to deceive the recipient from guessing
the altered messages, and he/she considered these altered
messages as normal as other original messages. Suppose A

grabs the messages Msg1 and Msg2. Due to lack of the some
parameters knowledge such as IDm, IDc, Xm, and KC , the
attacker A will be unable to forge these messages Msg1
and Msg2. Hence, the proposed scheme opposes man-in-
the-middle attack [31].

5.2.7. User Impersonation Attack. Assume an attacker A

tries to impersonate a message on behalf of a user Um to
license server LSj. A gets/Xm′ , PIDm′ , Zm, hð:Þ/ from mobile
device and /Z1, Z2, ZUS, PIDm, Tm/ during the communica-
tion. At the moment, if A tries to construct message, but it
will not possible as he/she does not know these parameters
IDc, IDm, and Xm, due to which it will be hard to produce
these for attacker.

5.2.8. License Server Impersonation Attack. Assume an
attacker A tries to impersonate a message on behalf of a
license server LSj to user Um. A gets /Xm′ , PIDm′ , Zm, hð:Þ/
from mobile device and /Z3, Z4, Z5, ZUS, Tcs/ during the
communication. At the moment, if A tries to construct a

reply message on the behalf of the license server LSj, but it
will not possible as he/she does not know these parameters
KC , IDm, and Xm, due to which it will be hard to produce
these for an attacker. Hence, the proposed scheme is secure
against impersonation attacks.

5.3. Automated Security Verification through ProVerif. The
ProVerif is an automated security verification tool utilized
to visualize the key agreement scheme to check mutual
authentication and confidentiality of the session key among
the participant entities of the authentication scheme
[32–34]. To verify the security of the proposed scheme, we
have simulated and verified it through ProVerif. For the sake
of the experiment, we have used two events Ui and LSj to
check the authentication codes of each entity, respectively.
The participant Um uses two events, which are beginUi(bit-
string) and endUi(bitstring) to authenticate the license
server LSj. Similarly, the beginSj(bitstring) and endSj(bit-
string) events are used by the license server to authenticate
the user Um. The outcomes of the queries executed show
that both participants are successfully communicating with
each other. The simulation results are shown in Figure 6,
which exhibits that the mutual authentication is successful
and communication between the valid participants is secure
from the reach of any potential attacker A .

6. The Comparisons

This section provides security attributes and performance
comparisons among proposed and relevant schemes [10,
13, 14], in the corresponding subsections produced below.

6.1. Security Attributes. This subsection provides the security
attribute comparisons of the proposed with relevant schemes
presented in [10, 13, 14]. The comparisons of the proposed
with recent, related, and compered schemes [10, 13, 14] are
depicted in Table 4. Referring to Table 4, all the compared
proposals [10, 13, 14] are deficient of at least one security
attribute. As per Table 4, the scheme of Mishra et al. [10]
is already argued in [14] that it does not provide mutual
authentication and resistance to impersonation. Moreover,
the scheme of [10] is prone to theft/stolen mobile device
attacks. The scheme of Yu et al. [14] does not provide ano-
nymity of the mobile/user. Similarly, in this paper, we
proved that the scheme of Yu et al. [14] has incorrect login
and authentication phase, which can work with only one
user, and it has weaknesses against privileged insider and
impersonation attacks and due to these crucial issues, it
cannot extend mutual authentication among a user and a
license server.

6.2. Computation Cost. For computation cost, we consider
the experiment executed through the MIRACL library over
a mobile phone Redmo-Note-v8 with 4GB RAM and octa-
core μ processor with 2.01GHz. The operating system
underlying Redmo-Note-v8 is v-9-Andriod-MIUI-V:11.0.7.
Moreover, to simulate a license server, we consider the
running time computed over an HP:Elite-Book: P-8460 μ
processor with 2.7GHz Intel-R-Core TM with 4GB RAM
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and over LTS-16 Ubuntu-OS. Here, we denote Th for the
execution time of a hash operation and Tbh for computation
of a biohash/fuzzy extraction operation. The Th ≈ 0:009 for
mobile device and Th ≈ 0:004 for license server. Likewise,
T f ≈ 0:16 over the mobile device. To complete a round of
authentication in the proposed DRM scheme, the user Um
executes f9Th + 1T f g operations, the server LSj executes f
6Thg, and the whole process completes in ≈0:265 ms. The
scheme of Yu et al. [14] completes the same in ≈0:213ms.
Likewise, in the scheme of Lee et al. [13], the Um and LSj
compute execution of a round in ≈0:216ms, and the scheme
of Mishra et al. [10] completes the process in ≈0:243ms. The
proposed scheme has a slightly higher computation cost.
However, only the proposed scheme provides the required
security features.

6.3. Communication Cost. The proposed and the relevant
scheme are mainly based on hash functions in addition to
an exclusive-or. We adopted SHA-1 whose length is 160 bits,
all other parameters including identities, pseudoidentities,
timestamps, and passwords are fixed at 32 bit-size. In pro-
posed, the user initiates the request by sending hZ1, Z2,
ZUS, PIDm, Tmi, and the size of request message is f160
+ 160 + 160 + 32 + 32g = 544 bits. The response message
sent by server hZ3, Z4, Z5, ZUS, Tcsi has the size f160 +
160 + 160 + 160 + 32g = 672. Therefore, the total communi-
cation cost of the proposed scheme is 1216 bits. The
communication costs of the schemes of Yu et al. [14],
Lee et al. [13], and Mishra et al. [10] are 1120 bits, 1120
bits, and 832 bits, respectively. The computation and com-

munication costs along with running times of each of the
proposed and schemes of Yu et al., Lee et al., and Mishra
et al. are also depicted in Table 5.

7. Conclusion

In this paper, we first reviewed and then cryptanalyzed a
recent authentication scheme presented by Yu et al. for
digital rights management systems (DRM-S). We have
proven that the scheme of Yu et al. lacks scalability due
to faulty design and is prone to privileged insiders and
impersonation attacks. Based on the only symmetric hash
function and xor, an improved scheme of DRM-S is then
proposed. The proposed scheme can cope with the chang-
ing security requirements of the DRM-S, which is proved
through formal BAN and informal textual explanations.
The proposed DRM-S authentication scheme completes
the process of authentication among a user and a license
server in 0:265ms and by exchanging 1216 bits among a
user and a license server.
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The traditional automatic driving behavior decision algorithm needs to manually set complex rules, resulting in long vehicle
decision-making time, poor decision-making effect, and no adaptability to the new environment. As one of the main methods
in the field of machine learning and intelligent control in recent years, reinforcement learning can learn reasonable and
effective policies only by interacting with the environment. Firstly, this paper introduces the current research status of
automatic driving technology and the current mainstream automatic driving control methods. Then, it analyzes the
characteristics of convolutional neural network, reinforcement learning method (Q-learning), and deep Q network (DQN) and
deep deterministic policy gradient (DDPG). Compared with the DQN algorithm based on value function, the DDPG algorithm
based on action policy can well solve the continuity problem of action space. Finally, the DDPG algorithm is used to solve the
control problem of automatic driving. By designing a reasonable reward function, deep convolution network, and exploration
policy, the intelligent vehicle can avoid obstacles and, finally, achieve the purpose of avoiding obstacles and running the whole
process in a 2D environment.

1. Introduction

The traditional automatic driving technology involves the
composition of perception, planning, decision-making, con-
trol, and other modules. Through the perception module,
the relevant information of the road and environment is
obtained, the overall driving route is planned, and then,
the planning and perceived information are continued to
be used for future driving goals. Such a design may be asso-
ciated with many task modules. For some complex task sys-
tems, the number of modules will be particularly large, and
the maintenance cost will be relatively high. At present,
some supervised learning methods can achieve their goals
through learning and training, but such learning methods
need a large amount of learning data as the basis of network
training. Through the historical data, some feature points are
obtained to act on the experience pool of target decision-
making. Such methods need a large amount of labeled data,
which cannot achieve the goal of self-help learning and
online decision-making. This paper uses the technology of

the deep reinforcement learning-deep deterministic policy
gradient method to train the policy network, so that the net-
work can control the intelligent vehicle to avoid obstacles
and, finally, achieve the purpose of avoiding obstacles and
running the whole process in the 2D environment.

2. Related Work

The automatic driving technology in China started later than
in other countries. In the real sense, the automatic driving
vehicle equipped with some sensors is the beginning of the
study of automatic driving in China. After entering the
21st century, the emergence of autonomous driving of
unmanned vehicles has created the highest driving speed
record in China, reaching 76 kilometers per hour. After that,
some other scientific research institutions developed an
automatic driving vehicle platform, which has a certain
impact in China. The domestic Baidu company is a leader
in the IT field and has invested a lot of money and R&D
strength in automatic driving. In terms of automatic driving,
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fully automatic driving under mixed road conditions has
been perfectly realized, and relevant research and develop-
ment tests are further promoted [1, 2]. By the end of
November 2016, the number of patent applications for
Baidu automatic driving technology had reached 605. Rely-
ing mainly on the accumulation of artificial intelligence
and deep learning, Baidu is engaged in the development of
ten technologies related to driverless vehicles, including ten
technologies of environmental perception, behavior predic-
tion, planning and control, operating system, intelligent
interconnection, on-board hardware, human-computer
interaction, high-precision positioning, high-precision map,
and system security [3]. The methods based on reinforce-
ment learning and deep reinforcement learning have
achieved good results in automatic driving and have great
application significance in training efficiency and driving
strategies. However, further research and development are
still needed in complex problems and considering pedes-
trians [4–7]. In terms of deep learning automatic driving,
scholars from Tsinghua University have improved the
robustness and accuracy of algorithm recognition through
the research on CNN-related algorithms and achieved good
results in multitarget recognition, but there are too many
redundant results and low efficiency [8]. The automatic driv-
ing technology using machine learning mainly studies how
computers acquire knowledge or optimize their own skills
through experience or exploring the environment to
improve learning and computing efficiency. This is a techni-
cal field used to solve automatic driving in the current devel-
opment [9]. Transfer trajectory planning, reinforcement
learning, deep reinforcement learning, and machine learning
are widely used to solve the problem of automatic driving
[10–12]. At present, although some research results have
been achieved in automatic driving technology, there are still
some problems in many aspects. Therefore, it is very mean-
ingful to use the deep deterministic policy gradient method
to study automatic driving technology.

Foreign automatic driving technology, from the begin-
ning of the unmanned carrier, automatic driving handling
equipment first appeared in the United States. It was used
to transport goods in the grocery warehouse with arranged
wires [3]. After that, someone successfully developed an
autonomous robot, which can drive automatically on low
speed and flat roads. Some automatic driving competitions
abroad have also promoted the development of automatic
driving technology. The foreign Google company is a leader
in the technology of automatic driving in the industry. Since
the preparation, it participated in the driving test on time
urban roads with the developed automatic driving vehicle
in 2010 [13–15]. Bojarski et al. [16] proposed an end-to-
end learning automatic driving mode, which can learn the
steering wheel control policy from the data captured by the
vehicle camera through the convolutional neural network.
However, this method needs to input the data of human
driving into the training network, and the cost of data acqui-
sition and annotation is large. Chae et al. [17] proposed a
brake control system based on deep reinforcement learning.
Based on the DQN algorithm, the system judges whether
braking is required and the braking force through the data

captured by the sensor, so as to avoid hitting obstacles and
pedestrians. However, this method only applies deep rein-
forcement learning to the brake control system, which has
great limitations. Sallab et al. proposed an end-to-end rein-
forcement learning policy [18] for lane auxiliary mainte-
nance, comparing the DQN algorithm of discrete policy
with the DDAC algorithm of discrete policy, and achieved
good results. Sallab et al. proposed a deep reinforcement
learning framework for automatic driving [19], which
divides automatic driving into three stages: identification,
prediction, and planning. The framework uses a deep neural
network for identification and a cyclic neural network for
prediction and uses the method of deep reinforcement learn-
ing to train the planning network segment. Chen et al. [20]
proposed a new autonomous driving mode based on direct
perception, which uses the deep ConvNet architecture to
estimate the enlightenment of driving behavior, rather than
analyzing the whole scene (intermediary perception
method) or blindly mapping the image directly to driving
commands (behavior reflection method). In May 2016, Goo-
gle announced its cooperation with Fiat Chrysler Automo-
biles (FCA). FCA produced 100 Pacifica hybrid vans for
Google, equipped with a complete set of sensors, telematics,
and computing units. In October, the test vehicle equipped
with the new automatic driving system was tested in many
places with extreme weather in the United States. At the
same time, automobile enterprises including Japan and Ger-
many have also joined the research of automatic driving and
are jointly committed to the research of automatic driving
technology.

3. Reinforcement Learning

3.1. Principles of Reinforcement Learning. Reinforcement
learning is a process in which agents learn how to take a
series of actions in the environment, so as to maximize the
cumulative reward. The basic framework of reinforcement
learning algorithm is shown in Figure 1. The agent in the
algorithm represents the subject of problem solving. For
example, the agent in this study is an autonomous vehicle.
The agent tries to make an action in the environment,
which will lead to the environment being updated, and
the agent will transition to a new state. In such a process,
the agent can get the reward corresponding to the previous
action at the same time. Repeating this process will produce
a large number of training sample sets. Using these data to
continuously optimize the behavior of the agent, after a
long time of training, we will get an optimal policy to com-
plete the task.

The theoretical basis of reinforcement learning is the
Markov decision process (MDP). The most basic form of
MDP is the Markov chain, which must conform to the
Markov property, that is, the conditional probability distri-
bution P of the future state S of the system only depends
on the current state and has nothing to do with the past
state, which will make the observed state conditionally
independent.

The Markov decision process includes the following
steps: give the agent the initial state s1, the agent is in the
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s1 state, select the action a1 from the action space A, reach
the next state s2, get the reward r1, continue to select the
action a2, get the reward r2, and enter the state s3, and so
on until the agent reaches the maximum number of iterative
steps T . The process from any time t to the ending state is
called an episode, and the reward obtained in the episode
is expressed as the following equation:

Gt = rt+1 + γrt+2 + γ2rt+3+⋯⋯+γTrt+T+1 = 〠
T

k=0
γkrt+k+1: ð1Þ

Among them, γ is a number between ½0, 1Þ; γk means
that the larger the time step t is, the less influence the reward
will have on the current action. Since the reward obtained
fluctuates greatly, the expectation of reward is introduced
as the state-value in the following equation:

V sð Þ = E G ∣ St = s½ �: ð2Þ

The learning process of reinforcement learning is the pro-
cess of optimizing the policy by maximizing the state value
function. The policy is the control rule of the agent, which
can be expressed as the probability distribution function of
the actions that can be taken in a certain state. That is,

π a ∣ sð Þ = P At = a ∣ St = s½ �: ð3Þ

If you want tomaximize the reward in the whole stage, you
can achieve it by selecting the maximum reward action in each
state in the agent and introducing the Bellman equation to
define the state value in the following equation:

V sð Þ =max
a∈A

Es′∈S rs,a + γVs′½ �

=max
a∈A

〠
s′∈S

pa,s⟶s′ rs,a + γV s′
� �� �

, ð4Þ

where VðsÞ and Vðs′Þ represent the value of the current state
and the target state, respectively; pa,s⟶s′ represents the prob-

ability that the agent reaches the target state s′ after an action a
is selected in the state s. According to this formula, the value

expression of the action can be extracted as the following
equation:

Q s, að Þ = Es′∈S rs,a + γVs′½ � = 〠
s′∈S

pa,s⟶s′ rs,a + γV s′
� �� �

: ð5Þ

Thus, the theoretical basis of Q-learning is obtained as the
following equation:

Q s, að Þ = rs,a + γ max
a′∈A

Q s′, a′
� �

: ð6Þ

3.2. Q-Learning Algorithm. The Q-learning algorithm is an
algorithm based on value function, which belongs to the
model-free learning method. The learning algorithm estab-
lishes a “state action”Q table, learns the value of a specific state
and a specific action, records the action value function
obtained by the action taken in the current state, and updates
the Q table through the reward brought by each action. The
update method is expressed in the following equation:

Q s, að Þ = 1 − λtð ÞQ s, að Þ + λt r + γ max
a∈A

Q s′, a′
� �h i

, ð7Þ

where A is the collection of a series of actions, a is the
action taken in the current state, s′ is the next state, and a′
is the next predicted action. γ is the discount factor, and λ is
the learning rate. The larger the λ value, the faster the learning
convergence. If it is too large, it is easier to overconverge rather
than to arrive at the optimal solution. The flow chart of the Q
-learning algorithm is shown in Figure 2.

4. Deep Reinforcement Learning

Deep reinforcement learning is the combination of deep
learning and reinforcement learning. Classical algorithms
include the DQN algorithm and DDPG algorithm. The
DDPG algorithm is further developed on the basis of the
DQN algorithm. It is a model-free and off-policy algorithm.

4.1. DQN Algorithm. The traditional DQN [21] is a method
combining Q-learning and the deep neural network. Deep Q
network has advantages in dealing with continuous state
space, but it cannot solve the problem of continuous action

Reward r (t)

Reward r (t)

Action a (t)

State r (t+1)

States (t)

Environment

Agent

Figure 1: Basic framework of reinforcement learning.
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space. Figure 3 shows the structure of the DQN algorithm,
and Figure 4 shows the flow chart of the DQN algorithm.

4.2. DDPG Algorithm. The DDPG algorithm [22] is an off-
policy and model-free deep reinforcement learning algo-
rithm, combining deep learning and reinforcement learning,
integrating the advantages of the DQN algorithm and Actor-
Critic (AC) algorithm. The DDPG algorithm is the same as
the AC algorithm framework, but its neural network divi-
sion is finer. The DQN algorithm has good performance in
discrete problems. The DDPG algorithm uses the experience
of DQN for reference to solve the problem of continuous
control and realize end-to-end learning. The algorithm flow
of DDPG is shown in Figure 5, in which the actor network
accepts the input state, makes action selection, and outputs
action variables; the critic network evaluates the quality of
the selected action and calculates the reward value. The
detailed steps of the DDPG algorithm are as follows:

(1) Initialize the parameters of the neural network. The
actor selects an action according to the behavior pol-
icy, adds noise Nt to the action output by the policy
network to increase exploration, and transmits it to
the environment to execute the action at :

at = μ st ∣ θ
μð Þ +Nt: ð8Þ

(2) After the environment is executed at , return to
reward rt and new state st+1

(3) Actor stores the state transition ðst , at , rt , st+1Þ into
the replay memory as the training set of the online
network

(4) DDPG creates two copies of neural networks for the
policy network and the Q network, respectively, the
online network and the target network. The update
method of the policy network is as follows:

online : Q s, a ∣ θμð Þ, gradient update θμ,

target : Q s, a ∣ θμ′
� �

, soft update θμ′ :

8<
: ð9Þ

The Q network update method is as follows:

online : Q s, a ∣ θQ
� �

, gradient update θQ,

target : Q s, a ∣ θQ′� �
, soft update θQ′

:

8><
>: ð10Þ

N transition data are randomly sampled from replay
memory as minibatch training data of the online policy net-
work and online Q network. Single transition data in mini-
batch is represented by ðsi, ai, ri, si+1Þ.

(5) In critical, calculate the Q gradient of the online Q
network:

The loss of the Q network is defined as

L = 1
N
〠
i

yi −Q si, ai ∣ θQ
� �� �2

,

yi = ri + γQ′ si+1, μ′ si+1 ∣ θ
μ′

� �
∣ θQ′� �

:

ð11Þ

The gradient for L and θQ can be obtained: ∇θQL, where
the calculation uses the target policy network μ′ and target
Q network Q′.

(6) Update online Q: update θQ with the Adam
optimizer

(7) In the actor, calculate the policy gradient of the pol-
icy network:

∇θu Jβ μð Þ ≈ 1
N
∙ ∇αQ s, a ∣ θQ

� �
s=si ,a=w sið Þ∙∇θμμ s ∣ θμð Þ
��� ���

s=si

� �
:

ð12Þ

(8) Update online policy network: update θμ with the
Adam optimizer

(9) The parameters of the target network adopt the
method of soft update:

θQ
′
⟵ τθQ + 1 − τð ÞθQ′ ,

θμ
′
⟵ τθμ + 1 − τð Þθμ′ :

8<
: ð13Þ

Start

Initialize Q-value table

Maximum number of iterations

Given initial state

Suspension incense reaches the
maximum number of steps

Use the gradient policy to get the next action of
the action, and observe the next state and reward

Value function update

State update

End

NO

NO

YES

YES

Figure 2: Flow chart of Q-learning algorithm.
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Figure 3: DQN algorithm flow structure.
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Figure 4: The flow chart of DQN algorithm.
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In general, the DDPG algorithm uses the Actor-Critic
framework to iterate the training of the policy network and
Q network through the interaction among the environment,
actor, and critic.

5. Automatic Driving Control Method Based
on DDPG

5.1. System Structure. The model of automatic driving is
mainly divided into two parts, including the DDPG algo-
rithm and the experimental simulation. By using the DDPG
algorithm to train the neural network of the automatic driv-
ing model, the network can control the motor vehicle to
avoid obstacles and drive normally on the road.

The experimental simulation part mainly includes the
motor vehicle and the environment of the motor vehicle.
After receiving the control sensor, the information of the
environment is continuously transmitted to the DDPG algo-
rithm, so that the algorithm can obtain the state variables
and reward values. Through the continuous training of the
network and the continuous updating of network parame-
ters, the target reward value is also continuously improved.
The structure diagram of the automatic driving control sys-
tem model is shown in Figure 6. It mainly reflects that in the
motor vehicle motion model, according to the control com-
mand action execution of the environment, the new state
value is obtained and then the obtained reward value; the
relevant parameters of this motion are trained in the neural
network; and the trained network is continuously updated

until the end. Such a process ends with the maximum num-
ber of iterations.

5.2. Automatic Driving Control Model. The automatic driv-
ing model involved in this design uses the two-dimensional
500 ∗ 500 pixel space to control the automatic driving motor
vehicle, in which the range of obstacles is the pixel space of
the middle area 260 ∗ 260, and the parts (120, 120), (380,
120), (380, 380), and (120, 380) surrounded by the following
four points and the areas beyond 500 ∗ 500 are the range of
obstacles. The motor vehicle adopts the mode of fixed speed,
with 5 sensors; the farthest detectable distance is 150; and
the position coordinate of the motor vehicle starting training
is (450, 300). The sensors are located in the middle and front
of both sides of the vehicle, 45 degrees in front of the left and

Simulation
Environment

+

Behaviour policy : 𝛽

OU noise

1
at 𝜇 (st)

2

3

(st, rt, st, st+ 1)
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8 7
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i
)

 5

 5
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Figure 5: The algorithm flow chart of DDPG.
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Figure 6: Structure of automatic driving control system.
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45 degrees in front of the right. A total of five sensors are
used to detect the operation of the current vehicle. The auto-
matic driving control model is shown in Figure 7. The
unmanned vehicle is marked as a 20 ∗ 40 pixel coordinate
area. The sensor data mainly includes the distance from
the obstacle and its coordinates. During the training process,
the straight and turning directions of the agent are con-
trolled by the network.

5.3. Automatic Driving Control Method

5.3.1. Reward. The design of the reward function of the
unmanned vehicle under this model is relatively simple. It
mainly detects whether the unmanned vehicle encounters
obstacles during each movement. If the target is -1, other-
wise it is 0.

r =
0, No collision,
−1, Have collision:

(
ð14Þ

5.3.2. State. According to the current model design, the rel-
evant parameters of the unmanned vehicle are selected as
the training parameters of the DDPG algorithm, which
mainly includes the five distance parameters detected by
the sensor. When the minimum distance between the
motion sensor and the obstacle is less than half of the
unmanned vehicle, it means that the unmanned vehicle has
a collision, and the reward is -1.

6. Simulation Experiment and Result Analysis

6.1. Experimental Setup. The parameters for solving the
automatic driving problem using the DDPG algorithm are
as follows: the maximum number of iterations is 500, the
maximum number of steps per iteration is 600; the reward
discount factor is 0.9; the learning rate of the actor and crit-
ical is 0.0001; batch-size, that is, the number of samples
obtained in one training, is 16; and the number of neurons
is 120. Simulation training for this problem was done in
Python language and observation on the model training

was done according to the model diagram, which can better
reflect the current training degree of the model.

6.2. Result Analysis. The training of the algorithm at the
beginning of model training is randomly intercepted.
Through the visual diagram and the training process, it
can be seen that the learning ability of the model at the
beginning of training is not strong, the model can only be
explored at will, and it is easy to collide at the beginning.
Occasionally, automatic driving can be carried out briefly
in a single direction. According to the diagram, we can only
learn at the initial stage, mainly to explore some movement
directions, and the uncertainty in the movement direction
is not high.

In the middle of model training, a model diagram in the
training process is randomly intercepted. As can be seen
from the figure, the automatic driving model of the
unmanned vehicle has been able to avoid obstacles for turn-
ing or straight operation and can better avoid obstacles in
the process of turning. The process of quickly avoiding
obstacles and driving forward has been basically realized.
The automatic driving control model can still gradually find
a better motion planning direction through random straight
or turning. In the process of this training, when encounter-
ing some places that have not been explored, there is still
the possibility of collision, but with the continuation of the
iteration, the driving can be basically completed.

In the later stage of model training, a model diagram in
the training process is randomly intercepted. As can be seen
from the figure, the unmanned vehicle has been able to drive
better in the control model, avoid obstacles perfectly, and
hardly encounter obstacles. In the later stage of training,
the network has basically been trained and formed, which
can quickly judge whether the next action is straight or turn-
ing, and basically reaches the maximum steps of each itera-
tion. From this aspect, it also reflects that the learning
ability of the model is very good in the later stage and can
well control the movement of the unmanned vehicle. The
agent driverless model already has a relatively formed net-
work model. The network parameters are optimized and
the loss value is low, so this good effect can be achieved.
Through this training, it is more fully explained that the
DDPG algorithm is feasible and effective in solving the
unmanned control problem.

In this model simulation experiment, the change of
reward value in each iteration is shown in Figure 8. It can
be seen from the figure that after about 300 iterations, the
reward value obtained can basically be stable at 0, indicating
that collision-free motion has been basically realized at this
time. The 500 iterations set in this simulation basically con-
verge to about 300 times, and the relative number of times to
reach convergence is still relatively small. This shows that
the DDPG method based on the deep deterministic policy
gradient has fast convergence speed and obvious effect in
solving the unmanned vehicle automatic driving problem,
which shows that the depth reinforcement learning algo-
rithm has better advantages in this problem. Through this
experiment, we can know that the method based on deep
reinforcement learning makes the model have better self-

Figure 7: Automatic driving model.
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learning ability. Compared with the general supervised
learning method, the trained model agent has obvious
advantages. The agents in the model generate a large num-
ber of training data to train the network according to the
environmental changes, which is flexible and convenient
for network training. The network can be trained and ana-
lyzed without too much label data.

It can be seen from Figure 9 that at the initial stage of iter-
ation, the unmanned vehicle automatic driving model per-
forms fewer steps, and the model easily collides with
obstacles. After 300 iterations, the model can basically achieve
the maximum number of steps each time. It can also be seen
that due to the continuous training and the continuous opti-
mization of the network, the network can better judge the
selection decision of execution action. At the later stage of
training, the collision-free driving in the model can be basi-
cally realized. This better shows that the agent algorithm
model has strong applicability, strong robustness, and high
stability. At the same time, the test mode is used to test the net-
work. The trained network can well control the automatic
driving of the unmanned vehicle and avoid obstacles.

7. Conclusions

This paper introduces the current research status of auto-
matic driving technology and analyzes the current main-
stream automatic driving control methods. Then, it
analyzes the characteristics of the convolutional neural net-
work, reinforcement learning method (Q-learning), and
deep Q network (DQN) and deep deterministic policy gradi-
ent (DDPG). Compared with the DQN algorithm based on
value function, the DDPG algorithm based on action policy
can well solve the continuity problem of action space.
Finally, the DDPG algorithm is used to solve the control
problem of automatic driving. Data are collected through
training, and the neural network training is carried out on
the automatic driving model, so that the network can control
the intelligent vehicle to avoid obstacles and finally achieve
the goal that the intelligent vehicle can avoid obstacles and

run the whole process in 2D environment. In terms of auto-
matic driving model design, this design simply uses the
unmanned vehicle driving in two-dimensional space for
control, and the driving action considered is only limited
to straight ahead and turning. It contains less automatic
driving control information and does not carry out training
and testing in real three-dimensional space or mature auto-
matic driving model. After that, the automatic vehicle con-
trol of three-dimensional and multidimensional model can
be considered for training simulation test.

Data Availability

The experiments involved in this paper do not require any
raw/processed data. The model is automatically trained by
the DDPG algorithm.
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Wireless sensor networks (WSNs) based on the Internet of Things (IoT) are now one of the most prominent wireless sensor
communication technologies. WSNs are often developed for particular applications such as monitoring or tracking in either indoor
or outdoor environments, where battery power is a critical consideration. To overcome this issue, several routing approaches have
been presented in recent years. Nonetheless, the extension of the network lifetime in light of the sensor capabilities remains an
open subject. In this research, a CUCKOO-ANN based optimization technique is applied to obtain a more efficient and
dependable energy efficient solution in IoT-WSN. The proposed method uses time constraints to minimize the distance between
sources and sink with the objective of a low-cost path. Using the property of CUCKOO method for solving nonlinear problem and
utilizing the ANN parallel handling capability, this method is formulated. The resented model holds significant promise since it
reduces average execution time, has a high potential for enhancing data centre energy efficiency, and can effectively meet customer
service level agreements. By considering the mobility of the nodes, the technique outperformed with an efficiency of 98% compared
with other methods. The MATLAB software is used to simulate the proposed model.

1. Introduction

Sensor nodes serve as the main backbone in wireless sensor
networks (WSNs), which are among the most common
wireless communication networks [1, 2]. In terms of sensor
designs, WSNs can have either homogeneous or heteroge-
neous sensors, with numbers ranging from hundreds to
thousands [3, 4]. Most WSNs are tailored to a specific use
case, and their sensor nodes typically offer fundamental
functions including sensing, processing, computation, and
communication [5]. The communication is mostly done
with neighboring nodes using radio frequency electromag-
netic pulses [6].

Wireless sensor networks (WSNs) based on the Internet
of Things (IoT) have recently opened up a new exciting
arena for novel and new sorts of applications [7–10]. The
small and active sensor nodes are the basic structure of
WSNs that monitor their surroundings, analyses data (in
few cases), and send/receive refine/processed data to/from
other neighboring sensor nodes. In the centralized network,
these sensing nodes are spread across the defined area con-
necting base node with sink node [11]. In centralized net-
works, the sink collects sensor data for end-user use. In
certain situations, the sink can also send network pol to sen-
sor nodes to activate them [12, 13]. Figure 1 depicts the basic
general architecture of the WSNs encountered in this
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investigation. The message is sent from the source sensor to
the sink sensor via the most efficient way feasible, which
includes the use of other random sensors [14–16].

In contrast to most existing research, which focuses on a
specific element of WSNs [17], we define an Energy Driven
Architecture (EDA) as a new architecture for decreasing
the total energy consumption of WSNs. The architecture
specifies the network’s generic and important energy-
consuming parts. WSNs are deployed using EDA as a
constituent-based architecture based on energy dissipation
through their components. This perspective on overall
energy use in WSNs can be used to optimize and balance
energy utilization while also extending network lifetime.
The main objective of this research is as follows:

(1) To find the best possible routes to transfer message
from source sensor node to sink sensor node

(2) To reduce the route cost for transferring the message

After extensive literature survey, it was found that
CUCKOO method is very effective in solving nonlinear
problems and when combines with ANN which have advan-
tage of parallel processing make CUCKOO-ANN a best
combination for this research work. The presented model’s
goal is to provide a high-performance, low-power computer
infrastructure that also meets an energy-efficient and secure
service mode.

The following contributions are highlighted in this paper
in this regard:

(1) Using CUCKOO-ANN based optimization tech-
nique for reducing total cost of the path

(2) The IoT-WSN is placed optimally to transfer mes-
sage from sink to source with minimum time
constraints

2. IoT-WSN Background and
Problem Formulation

2.1. IoT-WSN Architecture. Installing IoT technology in res-
idential and commercial buildings enables businesses and
individuals to measure their energy use and make changes
to reduce demand and boost efficiency. Buildings, whether
commercial, residential, or industrial, have a substantial
influence on the environment as well as the overall cost of
energy use. IoT sensors may be installed throughout a build-
ing and send real-time energy use data to a data centre for
analysis. Organizations may utilize IoT to monitor impor-
tant assets such as equipment, air conditioning systems,
water heating systems, large refrigerating units, and lighting
systems on an individual basis [18, 19]. Small batteries and
power harvesting techniques power IoT-WSN sensors,
which are often put in inaccessible places; replacing batteries
is not an option [20]. Not only does using a battery shorten
the sensor’s lifespan, but it also makes WSN design and
management more challenging. However, energy scarcity
has prompted extensive study into WSNs at all layers of
the protocol stack. The OSI model and the Internet, for

example, are functional models arranged as layers, with each
layer offering services to the layer above it (for example, the
application layer delivers services to end users) [21, 22]. The
quality of a network’s service parameters is routinely evalu-
ated, including availability, delay, throughput, jitter, depend-
ability, and even security [23]. However, there are various
issues when it comes to energy consumption (EC), because
there is no comprehensive model for analyzing and optimiz-
ing the network that includes EC. Most current energy mini-
mization models [24] focus on sending and receiving data,
while other parameters are ignored. The power consumption
model in [25, 26] focused on the cost of sending and receiv-
ing data and calculated the upper limit of single hop distance
energy efficiency [27]. This method proposes an intermedi-
ate node between the source and the destination in order
to conserve energy during retransmission. Other ways use
the power consumption model described in [25] to assess
the energy efficiency of wireless sensor networks.

In the physical layer of WSN, a radio connection com-
munication system is implemented which consume energy
whenever the signal is transmitted with in the sensor net-
work. The physical layer modulates and codes data in the
transmitter, and it must optimally decode data in the
receiver. Idle, sleep, and active are the three modes of the
radio channel. The time and energy required to switch
between different modes and transmit and receive states
must be reduced in order to save energy.

Furthermore, a low-power listening method may also be
utilized at the physical layer, with the key idea being to turn
on the receiver periodically to sample the incoming data.
This duty-cycle method decreases the network’s idle listen-
ing overhead [28]. Furthermore, sending and receiving data
consume the same amount of energy on the radio channel;
energy-efficient MAC protocols must maximize sensor sleep
time [29]. Due to real-time monitoring and interaction with
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Figure 1: IoT-WSN architecture.

2 Wireless Communications and Mobile Computing



different aspects of a sensing node, the operating system
(OS) is probably the ideal place to optimize and manage
energy usage of a WSN at the node level. Clustering is
another strategy for reducing energy consumption while
ensuring that deadlines are met. Clustering, on the other
hand, has a technical limitation: it can only be employed in
wireless sensor clusters with DVS processors and compute
capability [30–32]. To overcome this problem, the paper
suggests a new approach as stated in next sections.

2.2. Problem Formulation for Energy Module. The goal of
this research is to reduce and conserve energy in WSNs.
CUCKOO search is used in the initial phase to construct
static clusters to reduce the use of energy sensor nodes.
According to [33], the radio model used is the most com-
monly used assumptions, and models in sensor network
simulation and analysis are listed below.

Nodes are spread in a 2-dimensional space at random in
a uniform distribution, and all sensors are aware of the loca-
tion of the Base Station (BS). Depending on the distance to
the receiver, the nodes can transmit at different power levels.
The nodes have no idea where they are. If the transmit power
level is known, the nodes may estimate the approximate dis-
tance using the received signal intensity, and communication
between nodes is not affected bymultipath fading. Here, a net-
work operating model based on rounds is used, similar to that
of LEACH and HEED [34, 35]. A clustering phase precedes
the data collection phase in each round.

Ems = l Eeng + Ea∙d
2� �

for 0 ≤ d ≤ dl, ð1Þ

Ems = l Eeng + Ea∙d
4� �

for d ≥ dl: ð2Þ
Equations (1) and (2) give the amount of energy con-

sumed for transmission Ems (Watts) of a l-bit message across
a distance d (meters). The energy expended per bit during
the execution of the transmitter, or receiver circuit is repre-
sented by the Eeng. Ea (Watts) is energy consumed by the
amplifier. The main aim of this research is to minimize the
Ems.

3. Proposed CUCKOO-ANN Optimization
Modeling for IoT-WSN

The energy consumption of IoT-WSN depends on the dis-
tance and the message bit. To have the efficient system
CUCKOO-ANN based model is proposed as shown in
Figure 2. The CUCKOO search has three stage as described
below:

(1) Stage 1. Random placement of eggs

(2) Stage 2. The finest nest having good quality of eggs is
selected and carried over for next generation

(3) Stage 3. Probability of getting discovered by the host
bird nest

Taking into account these three stages of CUCKOO
search, it increases the system effectiveness for global opti-

mizations by maintaining a balance between global random
walk and local random walk. The output of CUCKOO
search regarding to possible best nests is used as input for
the ANN. The output of ANN is the best efficient path hav-
ing the lowest cost in terms of path from source to sink leads
to energy efficient system.

3.1. Proposed CUCKOO Search Modeling for Possible Best
Nests. The aim of the CUCKOO search in IoT-WSN is to
find all the best possible path to send the message from the
source sensor to the sink sensor by using the random sensors
present in the vicinity. This is achieved using the nature of
the CUCKOO which lay eggs in the range of 2-10, which
can be used as lower and upper limit of egg dedication to
each CUCKOO involved. The second habit is they try to
lay eggs at maximum distance from their source habitat.
The flow chart in Figure 3 shows the use of CUCKOO search
for finding the best possible route from source sensors to
base/sink sensor. For selecting best sensor nodes for message
transfer, the fitness function of each random node must be
calculated using the equation:

f n = α1 f1 + α2 f2 + α3 f3,

α1 + α2 + α3 = 1,
ð3Þ

where α are the constants and having a value range from 0 to
1. The fitness ð f Þ 1, 2, and 3 is calculated using the equa-
tions:

f1 =
1
m

× 〠
m

n=1

dist Ss, SIð Þ
m

� �
,

f2 =
Ems

Et
,

f3 =
CK
m

:

ð4Þ
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Figure 2: Proposed CUCKOO-ANN basic diagram.
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Here, m is the number of nodes in the system, SS and
SI are the source node and sink/base node, Et (Watts) is
the total energy of the node in watts, and CK is the num-
ber of CUCKOOs assigned. After calculating the fitness
function of each node, the best nodes having high fitness
values nodes are chosen for sending the message. For the
selection of the best route, cost of each route is evaluated
using the equation:

cost = d1 × γ + d2 × 1 + γð Þ: ð5Þ

The d1 is the function of distance between the random
nodes present in the system, and d2 is the function of

energy consumption of the nodes. The expression for d1
and d2 is given in equations (6) and (7).

d1 = max 〠 x m, SS, SIð Þ
CK

� �
, ð6Þ

d2 = 〠
m

n=1

E mnð Þ
Et

: ð7Þ

Minimum value of d1 and d2 helps to obtain the best
cost and subsequently best possible routes. The possible
best route is served as input to the ANN network as
shown in Figure 2. The next section gives the details about
the ANN modeling regarding the best route and minimum
time to send the message from source to base/sink sensor
node.

3.2. Proposed ANN Modeling for Possible Best Solution. The
best possible nodes are identified by the CUCKOO search
in the previous section. Using the best nodes and possibility
of best path is used as input for the ANN model. In this
model, the best 3 possible input is considered from
CUCKOO search. A total of 30 hidden layer neurons is used
to get the best output. The steps required to get the best solu-
tion consist of low cost, and low energy use using ANN is
given below:

Step 1. Find the best possible routes using the fittest sensor
nodes.

Step 2. Which route has minimum number of sensor nodes
involvement.

Step 3. Train the neural network for minimum cost leads to
minimum energy consumption.

Step 4. If simulation round over stop, otherwise simulate for
possible solution.

Step 5. Compute the performance of the different parameters
required.

4. Result and Discussion

4.1. Simulation Results. The following result is obtained from
the proposed CUCKOO-ANN method. The simulation
parameters required for the proposed method are given in
Table 1. First, the IoT-WSN is placed in two-dimension
coordinates as shown in the simulation (Figure 4). The green
color indicates the sensor with their sensor number. The
CUCKOO search gives the fitness parameters for different
rounds of simulation. Figure 5 shows the last 10 best fitness
parameters of simulation. The range of fitness parameters
are well in ranged for best results.

The CUCKOO search finds the best sensor nodes which
help the ANN to form the possible routes. The best possible
routes find after the simulation is given in Table 2. The ANN
estimate the cost of the route and find route 3 as the best
route to transfer message from source to base/sink sensor.

Table 1: Simulation parameters.

Parameters Value

Area 800m ∗800m
No. of sensors 80

Initial energy 4Watts

Data packet size 2Mb/sec

No. of rounds 200

Motion coefficient (constant) 20

No. of possible nest 80

No. of CUCKOOs 5

Max. No. of CUCKOOs 20

No. of eggs in each nest 2

Radius coefficient (constant) 0.05

Cuckoo population variation 1e-10

Start Input to
ANN

Population is <11

No

Yes

End

Join all best nest
(Possible best route)

No

Initialize
cuckoo

Lays egg at different places
(selection of sensor nodes)

Some eggs were detected and killed
(Elimination of far sensor nodes)

Kill cuckoos
(Don’t consider the path)

Check survived eggs
(consider the path)

Find the best nest
(fittest sensor node)Stop condition satisfy?

Figure 3: CUCKOO search for best sensor nodes.
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Through MATLAB simulation, the cost of route 3 is found
to be 2.145.

The route cost of other four are as follow: for route 1, it is
3.897; for route 2, it is 2.892; for route 4, it is 3.110; and for
route 5, it is 3.776. Although the method finds 28 best routes
out of which only five best is mentioned. Figure 6 shows the
simulation result for the cost for 201 iterations, and Figure 7
shows the best path selected by the CUCKOO-ANN based
model. Just to verify, the saturation 201 simulation is done.
The energy consumption for each round of simulation is
showed in Figure 8. From simulation 196 to 201, the energy
consumption is almost constant with very small deviation.

This highlights that the proposed algorithm learns from
the previous errors and updates entire algorithm so that
minimum energy path can be obtained. Figure 9 shows the
predicted best nodes and route compare with the real data.
The error % is almost 2% which indicate the proposed model
is very effective in nature. The red dot shows the CUCKOO
ANN predicted energy data for sensors, and blue dots show
the real energy data of sensors.

4.2. Comparison with Existing Techniques. Table 3 shows the
comparisons of several strategies, with parameters such as
routing type, overhead, delay, scalability, and efficiency
taken into account. The routing type indicates either the
technique can be used for single-hop (SH) or multihop
(MH). The overhead, sometimes known as overhead costs,
is a recurring cost for the system. Scalability refers to ability
to perform well as one or more of the network’s fundamental
parameters rise in value. Delay defines the time required to
pass message from source to base/sink.

So, from Table 3, it is clear that CUCKOO-ANN per-
form well compared to the other existing techniques. Pro-
posed model has low delay and good scalability with
efficiency of 98%.

The fitness functions in the proposed model are Root
Mean Squared Error (RMSE) and Mean Magnitude of Rela-
tive Error (MMRE). The RMSE indicates the clustering of
data sets around the best fitness function defining the objec-
tives of the system. In similar manner, MMRE is used to esti-
mate the error difference between the estimated data and
actual data [39]. The RMSE identifies the large errors by giv-
ing them relatively high weights, while MMRE indicates the
relative error in relation with correct value. Both help to find
the errors in the system with respect to the correct value. In
the literature, MMRE is the most extensively used perfor-
mance metric for software cost estimation. The goal is to
keep these numbers as low as possible. Equation (8) defines
the RMSE function, and equation (9) defines the function
MMRE.

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1

ϑ − θð Þ2	 

n

,

s
ð8Þ

MMRE = 〠
n

i=1

ϑ − θð Þ2	 

n

, ð9Þ

where ϑ is estimated time series and θ represents actual
observations time series. Table 4 compares the RMSE and
MMRE values for different techniques.

4.3. Performance Assessment of Proposed Model. To evaluate
the performance of the proposed CUCKOO-ANN model,
the confusion matrix is used. Table 5 indicates the parame-
ters obtained from the confusion matrix. Table 6 shows the
results obtained from the confusion matrix and compared
with the technique stated in Table 3; it can be seen that the
proposed model performance is high.

For high accuracy, the system must predict the true pos-
itive response and true negative response of the technique.
Out of four parameters defined in Table 4, accuracy is con-
sidered as most important in case of WSN.
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4.4. Discussion. From the simulation results, it can be con-
cluded that the proposed CUCKOO-ANN technique is the
most suitable for IoT-WSN in terms of energy efficiency.
The CUCKOO optimization plays a vital role in selecting the
best sensors for message transfer, and the ANN module helps
the system obtain the best suitable path for message transfer
from source to base sensors. By combing these two features,
the overall cost of the system decreases, which directly indi-

cates the superiority of the model with respect to other models
discussed in the literature review. Although the technique is
better than other existing technique but for large size network,
the method needs more computation space and fast processor.

For future work, keeping security and efficiency as key
points in the block chain can be a useful tool for future
IoT-WSN routing and safety. The following are possible
future goals for using block chain:

Table 2: Possible routes for transferring the message.

Nodes for
route 1

Nodes for
route 2

Nodes for
route 3

Nodes for
route 4

Nodes for
route 5

Remarks

44 32 60 45 32

These five are the best route provided by the proposed algorithm.
Out of these five, the best is route 2 as it has low nodes which

indicate low energy consumption.
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Table 3: Comparison with existing technique.

Techniques Routing Overhead Scalability Delay Efficiency

ANNR [36] MH High Limited Medium 90%

QLRR-WA [37] MH Low Good Low 87%

WL-DCNN [38] MH High Good Low 89%

CUCKOO-ANN MH/SH Low Good Low 98%

Table 4: RMSE and MMRE comparison [40].

Parameters Technique Values Remarks

RMSE

ANNR 0.052

Model having small RMSE value performs well.
QLRR-WA 0.045

WL-DCNN 0.480

CUCKOO-ANN 0.035

MMRE

ANNR 0.750

Model having small MMRE value shows less deviations in terms of error.
QLRR-WA 0.670

WL-DCNN 0.490

CUCKOO-ANN 0.140
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(i) Improving network performance

(ii) Minimizing the random deployment cost

(iii) Enhancing the security of sensors

5. Conclusion

IoT-WSNs are commonly installed in dense clusters in cer-
tain fields to monitor required parameter values. Any wire-
less sensor network’s main goal is to extend the network’s
overall lifetime as much as feasible. As a result, energy effi-
ciency is a critical parameter for every sensor network, and
any effective management must emphasize it. In this
research paper, a novel CUCKOO-ANN based optimization
technique is used to achieve a more efficient and reliable
energy efficient solution. First, the CUCKOO method finds
the suitable/possible nodes which can help for fast message
transfer. Then, the ANN system finds out all the possible
paths and then chooses the three best paths, those having
the smallest number of nodes, and calculates the cost of
the possible routes.

The simulation results show that the cost of the best
route is 2.14. Route 3 consists of 10 nodes and is the most
suitable for message transfer from source node to sink node.
The RMSE and MMRE values are 0.035 and 0.14, which
indicate the best results. In contrast to other strategies used
in the literature, we discovered that the CUCKOO-ANN
model outperformed the majority of them. As compared with
other technique, CUCKOO-ANN have very good sensitivity
with efficiency of 97% and accuracy of 98%. This makes it
more suitable where a large network is required. Using data
structure and analytics, the computation time and computa-

tion burden can be reduced in future. In the future, one can
improve the proposed technique by considering various oper-
ators and computing complexity in order to make future work
more feasible for the proposed technology.
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Owing to the growing volumes of mobile telecommunications customers, Internet websites, and digital services, there are more
and more big data styles and types around the world. With the help of big data technology with high semantic information,
this paper focuses on exploring the value and corresponding application of big data in finance. By comparing with the existing
methods in terms of search speed and data volume, we can effectively see the effectiveness and superiority of the algorithm
proposed in this paper. Furthermore, the algorithm proposed in this paper can provide some reference ideas for the follow-up-
related research work.

1. Introduction

Systems produce bandwidth in a variety of methods, result-
ing in an estimated 17.5 exabyte of data generated each
week. There exist numerous factors that contribute to data’s
growing volume. Technological investigations, for example,
can produce a massive amount of data, for example, CERN’s
Large Hadron Collider (LHC), which produces about 39
terabytes annually (Table 1). Having more than 1 billion
members on Facebook and Twitter, social media contributes
largely where individuals allocate an equivalent of 2.5 hours
per day liking, tweeting, publishing, and exchanging respec-
tive views. Without a question, leveraging interaction-
produced data could have an impact on the economics field.
Unfortunately, utilizing data’s potential is a difficult under-
taking. Storage facilities with large space and computational
abilities are constantly getting created to manage the data
boom, such as the National Security Agency (NSA) Utah
facility, which can keep 0.5 to 1.5 yottabyte of data and has
computing capacity exceeding 100 petaflops [1].

Frameworks which operated on multiple computers
began to spring up as a result of the elevated demand to

broaden datasets to large datasets that surpassed operating
and/or memory functionalities. Around June 1986, Tera-
data Corporation utilized the foremost concurrent data-
base framework with just 1-terabyte memory volume in
the Kmart data center to preserve and make accessible
everything about their company information for interac-
tional inquiries and organizational evaluation (Table 2).
The University of Wisconsin’s Gamma framework and
the University of Tokyo’s GRACE framework are two such
illustrations.

The phrase “big data” was coined with respect from the
theory below.

In Latin, “data” means “fact” or “knowledge.” Big data
relates to the massive amounts of information that cannot
be acquired, handled, analyzed, or sorted into more action-
able knowledge. Big data comprises not only explicit knowl-
edge in the conventional manner but also implicit
resourceful information [2]. Big data is also described as ele-
vated-speed, and great-diversity data (Figure 1). Big data can
furthermore be defined by that quantity of information that
is surpassing conventional technology’s ability to store, orga-
nize, and compute [3].
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Big data, in its utmost elementary meaning, references to a
significant expanse of information collected. Big data is a
phrase applied to define massive database volumes which are
very huge that storing them in memory is almost impossible.
Such data can be collected, saved, shared, processed, and con-
solidated. With the amount of data increasing, the necessity to
update the technologies that are employed to analyze it also
raises simultaneously. This data should not be organized in
ordered spreadsheets as they were in the earlier times in order
to be examined by present tech. Big data can be found in a
variety of data types. They comprise a wide range of data
across a variety of sources. They can be organized, semiorga-
nized, or completely unorganized [4]. Big data is made up of
numerical data, image data, speech, text, and discourse, to
name a few categories. Radio frequency identification (RFID),
global positioning system (GPS), point-of-sale (POS), call cen-
ters, and consumer blogs are all examples of these.

With present advanced analytical technology, we can
retrieve insights from any type of information. Analytics is
a combination of math and statistics applied to massive vol-
umes of datasets. Big data analysis denotes the use of statis-
tics and arithmetic to process enormous quantities of data.
With the absence of analytics, big data is just a bunch of
numbers. Over decades, the researchers have been compiling
a large amount of data (Figure 2). With the omission of big
data, analytics is just a set of arithmetic and statistical tech-
niques and methods. Such massive quantities of information
can be used to derive knowledge by companies. This is
achieved by nowadays huge processing capacity that is fur-
ther reasonably priced than earlier [1].

2. Characteristics of Big Data Are
Shown in Table 3

2.1. Volume. It alludes to databases’ huge magnitude. It is
true that the Internet of Things (IoT) has played a role

towards the massive extraction of information (tally history,
customer data, charts and graphs, files, and so on) via the
advancement and proliferation of linked mobile devices,
detectors, as well as other gadgets, in conjunction with
quickly changing information and communication technol-
ogies (ICTs) such as artificial intelligence (AI). The amounts
of information production have brought other metrics for
information preservation, such as exabyte, zettabytes, and
yottabytes, since the information transfer rate exceeds
Moore’s law [5].

2.2. Variety. It alludes to databases’ huge magnitude. It is
true that the Internet of Things (IoT) has played a role
towards the massive extraction of information via the
advancement and proliferation of linked mobile devices,
detectors. The amounts of information production have
brought other metrics for information preservation [5]. It
exemplifies the growing wide range of information generat-
ing origins and styles. Web 3.0 encourages the development
of Internet communication connections, resulting in the
production of a variety of information kinds. Some of the
most important origins of big data are relatively new [6].

2.3. Variability. It is frequently mistaken with diversity,
while variability is linked to fast shifts in interpretation. Tak-
ing an example, phrases in a script would contain varied
interpretations depending on the setting of the content;
hence, for reliable viewpoint assessment, programs must
determine the interpretation (impression) of a phrase while
considering the entire setting in mind.

2.4. Velocity. The rapidity with which information is gener-
ated distinguishes big data. Information from linked gadgets
and the online world is emerging instantaneously in busi-
nesses. That velocity is critical for businesses to take certain
steps which allow them to become increasingly nimble and
acquire a competitiveness benefit over their competing

Table 1: Company investments on big data.

Year
Enterprise software spending for specified

submarkets
Forecast: social media revenue, worldwide,

2011-2016
Big data IT services

spending
Total

2011 2,565 76 24,407 27,047

2012 2,918 1,384 23,476 27,778

2013 3,516 1,812 28,578 33,906

2014 4,240 2,827 37,404 44,472

2015 5,207 3,615 36,189 45,010

2016 6,461 4,411 43,713 54,586

Note: accuracy is to the nearest $1 million and is derived from percentage-based algorithms. Research data does not provide total accuracy to the nearest $1
million. Some rounding errors apply.

Table 2: Big data model.

Ad hoc analytics Relational databases Big data sets

Data volume Megabytes-gigabytes Terabytes-petabytes

Data velocity Near-real-time updates (seconds) Real-time updates (milliseconds)

Data variety Structured data Structured and unstructured data

Data model 10s of tables/variables 100s-1000s of tables/variables

2 Wireless Communications and Mobile Computing
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companies. Regardless of the reality that certain businesses
previously used big data (click-stream data) to provide
acquisition suggestions to their clients, today’s businesses
can evaluate and comprehend data in real-time using big-
data analytics.

2.5. Veracity. The term “data veracity” relates to the exact-
ness and consistency of data. Because the information gath-
ering contains data which is rarely safe and correct, data
veracity relates to the quantity of information unpredict-

ability and dependability associated with a particular sort
of data.

2.6. Visualization. The discipline of visualizing data and
information is known as data visualization. It displays pri-
mary and secondary data sources in a diagrammatic man-
ner, demonstrating structures, dynamics, abnormalities,
consistency, and variety in methods which words as well as
figures cannot (Table 4).

Improved
demand planning

Accurate planning
and scheduling

Real-time
supply chain execution

Enhanced
order optimization 

Improved
responsiveness

Figure 2: Some benefits of big data.

Table 3: Characteristics of big data.

No. of Vs References Dimensions (characteristics)
Volume Velocity Variety Veracity Value Variability Volatility Validity

3Vs [33-39] ✓ ✓ ✓

4Vs
[11, 40-42] ✓ ✓ ✓ ✓

[6, 29, 43-45] ✓ ✓ ✓ ✓

5Vs [3,22, 26, 46, 47] ✓ ✓ ✓ ✓ ✓

6Vs [30, 48, 49] ✓ ✓ ✓ ✓ ✓ ✓

7Vs [31, 32] ✓ ✓ ✓ ✓ ✓ ✓ ✓

Transferring raw data
1

Transferring inferred knowledge
2

Network

Generating
raw data

Big data cluster

Storage &
Processing

Decision making

Evaluating best
configuration

Feedback configuration
3

Figure 1: Big data network.
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3. Model

An example of a model that can be used is the industrial eco-
nomic information model. This model uses the following
formula in its creation process.

F tð Þ = 〠
k

i=1
wif i tð Þ + ε: ð1Þ

Sample results from a sample model (Figures 3 and 4).
For analysis, the following formula is used:

Z = λ1v1 + λ2v2+⋯λnvn: ð2Þ

4. Applications of Big Data

4.1. Management of Supplier Interaction. Vendor interaction
administration is establishing proficiency in tactical strategy
formulation and supervising all contacts with an organiza-
tion’s vendors in attempt to minimize the likelihood of mis-
takes as well as increase the worth of such relationships. In
SRM, developing tight connections among major vendors
and improving engagement with them is critical to identify-
ing and generating unique content and lowering the chance

of loss. Companies that concentrate on connection manag-
ing and cooperation will benefit from organizational capabil-
ities and supplier relationship management (SRM). Big data
analysis methods can assist in regulating vendor interactions

Table 4: Traditional and big data analysis.

Traditional analytics Big data analytics

Analytics type Descriptive, predictive Predictive, prescriptive

Analysis methods Hypothesis-based Machine learning

Primary objective Internal decision support and performance management Business process driver and data-driven products

Data type Structured and defined (formatted in rows and columns) Unstructured and undefined (unstructured formats)

Data age/flow >24 h static pool of data <min constant flow of data

Data volume Tens of terabytes or less 100 terabytes to petabytes

Slower speed

Average speed

Faster speed

High speed

Ru
nn

in
g 

sp
ee

d 

1

2

11

5

10

30

55

System operation speed test

Number and proportion (%)

Number of people

Percentage

6

Figure 3: Sample model results.

Interact correctly
Interact error
Unable to interact

System interactive function test

5%

90%

5%

Figure 4: Sample result chart.
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by providing reliable knowledge and statistics on institu-
tional consumption habits. Big data, for instance, may pro-
duce precise knowledge on the profitability (returns on
investments) of every project as well as a detailed study of
possible suppliers. Considering the great capability of big
data computation among the examined elements, fuzzy arti-
ficial assessment and analytical hierarchy process (AHP)
have been utilized in a research to assess and choose sup-
pliers. The goal is to find a supplying company that can
adjust to potential big data problems [7].

4.2. Design of Physical Distribution Networks. Logistics and
operation network architecture is a calculated choice that
encompasses all physical distribution partner sourcing
choices as well as organizational regulations and initiatives
aimed at achieving protracted planned goals. The logistics
and operation network architecture design task include
establishing the structural arrangement of the supply chain,
which influences the majority of a corporation’s functional
departments or operational departments. It is critical to
assess service quality and supply chain performance when
constructing the supply chain network [8]. The goal of sup-
ply chain design is to create a system of individuals who can
help the firm achieve its protracted performance goals.
These essential stages should be observed while designing a
supply chain:

(1) Decide the protracted tactical aims

(2) Identify the task domain

(3) Define the type of analysis to be performed

(4) Identify the instruments to be applied

(5) Identify the optimal structure for program
accomplishment

The organization will get a substantial competitive edge
by choosing the best distribution network design and strat-
egy. In a study, a method which used big data and arbitrarily
produced large databases for logistics operations, client
need, and transit was employed, and it was referred to as
combined-integer nonlinear approach for describing trans-
mission locations. It was supposed that marketing analytics
techniques had been used to examine the attitudinal dataset.
Big data, according to the results of the research, may supply
all of the essential data on penalized cost data and service
quality, making it a very valuable resource for complicated
allocation network model [9].

4.3. Commodity Design and Development. Some of the pri-
mary worries of flexible item makers could be whether their
items correspond to the demands of respective clients.
Developers require devices to anticipate and evaluate client
inclinations and desires as they evolve over the course of a
commodity’s life cycle. In the item development phase, a
shortage of data regarding clients’ tastes and desires is a
significant challenge. Developers may create goods that sat-
isfy client interests and desires if companies regularly
observe client conduct and have exposure to updated infor-

mation on client inclinations. Client conduct, commodity
creation, and production processes all produce large
amounts of information, which are referred to as big data.
It is possible to decrease unpredictability by gathering,
monitoring, and using emerging methodological tools to
acquire discoveries and relevant knowledge, which may
then be applied to judgments. Technical design is the pro-
cedure of converting client requirements into design
requirements. Data science (DS) is described as the act of
converting visible global truth knowledge into understand-
able information that can be used to make decisions [10].
In as much as there are many techniques to commodity
design which are accessible, all of these methodologies are
basic from a DS standpoint. The design procedure is
depicted schematically below Figure 5.

Big data will have significant influence over numerous
businesses, including concept development. Designers will
progressively incorporate electronics and wireless commu-
nications within their designs, which shall contribute to
this trend. As a result, throughout the production distribu-
tion procedure, company’s goods features should be
addressed, and all supply chain stakeholders and limita-
tions need to be included at the concept phase. Supply
chain design that is based on commodity design gives the
supply chain a competitive edge and adaptability. BDA
approaches have lately been employed in item creation
and production, resulting in the creation of new goods
based on user interests. When big data analysis is used in
commodity design, it allows the developer to be continually
conscious of the interests and desires of the client, allowing
them to create an item that meets their wants and inclina-
tions [11]. Engineers can foresee and anticipate client
wants by looking at virtual conduct and consumer acquisi-
tion records. Through continuously observing client activi-
ties as well as conveying clients’ thoughts and wants,
developers may uncover innovative attributes and forecast
prospective market patterns.

The significance of big data in the automobile sector
stems from the car, which displays vast amounts of efficiency
statistics and consumer requirements. One of the eventual
aims of industries producing durables for consumers is to
preserve existing economic viability for as long as it is
achievable. This has therefore made it easier to apply the
idea of (operated) data-driven development. Current
advances in data processing as well as overall use of data
analytics technologies have paved the way for alternative
ways to generate insights for item improvement and
achievement of goals. As a result of this theory, item
designers can continuously improve their goods and services
depending on actual consumption, performance, and loss
data. Despite the fact that several data analytic (software)
applications and modules were established for gathering
product-related information, item improvement using auto-
mated analysis methodologies and technologies is currently
in its infancy. Developers nevertheless confront numerous
obstacles and must address numerous constraints. Selecting
the most appropriate data analytic tools (DATs) and incor-
porating them into creative concepts are said to be difficult
for developers [12].
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4.4. Planning for Demand. Several distribution network
managers are eager to use big data to enhance market fore-
casts and manufacturing scheduling. Demand forecasting
has traditionally proven to be a difficult task in SCM. Big
data analysis can be used to track customer allegiance, mar-
ket signals, and ideal cost statistics. The capacity to use mod-
ern electronics, program, and computational design is,
nevertheless, one of the obstacles that the businesses
encounter. Big data analysis allows for the detection of
emerging economic changes as well as the identification of
the core sources of problems, losses, and flaws. Through
analyzing consumer activities, data analytics could forecast
clients’ interests and wants, allowing businesses to be more
creative and innovative. Through estimating the operating
demand, this framework allows developers to design genera-
tion identities and operations. Further in a different study,
big data is used to assess air traveler need and proposes a
methodology for anticipating demand for air passengers.
This study’s findings suggest a 5.3 percent forecasting inac-
curacy [13].

4.5. Monitoring of Procurement. Procurement is made up of
a number of implementation mechanisms and agreements
as technical and practical judgments. Considering the huge
amount of extensively scattered information produced all
over various processes, frameworks, and different locations,
operational institutions require improved technology to pro-
cess this massive data, and highly competent people that can
evaluate it and obtain useful information and ideas to use in
their planning and decisions. Previously, gathering domestic
and architectural data from the activities and exchanges of
the organization and its affiliates was a time-consuming pro-
cedure that lasted a couple of days. However, nowadays,
many different structural, procedural, interior, and exterior
information recorded by intelligent automation is readily
accessible to these companies at a great velocity, across sev-
eral instances instantaneously [14]. SCA can be used to
monitor the quality of vendors as well as supply chain risk.

Exterior and domestic big data were utilized to swiftly detect
and control shortfalls in one study. For instance, alerting the
public via social sites and the headlines regarding forex rate
fluctuations and natural calamities has an impact on the dis-
tribution network. This paradigm may be used to detect dis-
tribution network danger in real time, allowing for actual
risk monitoring, judgment assistance, and emergency pre-
paredness [15].

4.6. Customization of Production. Industries can use big data
to uncover significant knowledge and trends, allowing them
to enhance operations, improve distribution network effec-
tiveness, and detect manufacturing factors. Distribution
channels as well as production methods are extensive and
sophisticated in modern worldwide and interlinked econ-
omy; it should be feasible to evaluate all elements for every
operation and connect distribution network in finer preci-
sion to modify the operations and maximize the distribution
network [16]. Producers may accurately determine each
individual’s behaviors and duties via fast and reliable data
assessment for every phase of the manufacturing procedure,
as well as analyze the whole corporation, using data analyt-
ics. Producers can use this capability to discover constraints
and uncover underperforming operations and equipment.
Previously, consolidated manufacturing and large
manufacturing were impractical since they were centered
solely on the orders of a limited number of clients; however,
today’s BDA have made it feasible to precisely estimate con-
sumer requests and tastes for personalized items [17].

5. Logistics

Owing to the introduction of vast numbers of information
and gadgets, environmental worries, sophisticated regulatory
rules, shifting industrial structures, personnel limits, equip-
ment, and the emergence of digital technologies, the logistics
sector has experienced a profound transition. Within that
sector, normalization of data exchange framework and
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Figure 5: The process of design.
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The substantial rise of information technology has facilitated the methods of access to digital information and internet of things
(IOT). Digital image processing handles the digital material to store and distribute more effectively with decreased time and space
complexity. However, these tactics undermine the privacy of digital materials. A recent study focuses on shielding digital materials
from illicit use and distribution by making reversible data strategies to tackle the risk of privacy breaches for digital content. In this
study, a composite reversible data hiding (CRDH) approach is suggested. CRDH employed the integer wavelet transform (HAAR
transform) with the HH band’s eigenvalue decomposition. The suggested CRDH first performed the IWT transformation on the
cover image (CI) and parsed it into four consecutive frequency subbands, namely, LL, HL, LH, and HH. Sensitive data of the
proposed approach are incorporated by merging the HH band of the cover image’s individual values with the encrypted
eigenvalues of the confidential data. The choosing of casing art is such a method that values are within a range. The
confidential data picture and HH band’s frequency band are roughly the same; thus, modifying the individual values will not
affect the quality of the confidential data image and the HH band’s content. The suggested strategy’s primary purpose is to
design a data concealing technique that hinders the verification of digital information by maintaining a high rate of peak
signal-to-noise ratio (PSNR). The PSNR of the existing technology is less than 50 per cent of the total accessible data set. The
PSNR value shows the picture’s visual quality, where the PSNR increases the better image quality. Therefore, concealing data is
essential for the technique that inhibits authentication and keeps a high rate of PSNR. The suggested approach fulfils this aim,
gets a PSNR rate of above 50 per cent, and hits 59 per cent for line.

1. Introduction

The internet of things (IoT) is aimed at connecting every
device to the Internet so that these devices can be accessed
anytime, anywhere, and from any path (i.e., any network).
This concept has been defined as a new communication sys-

tem that connects the Internet with the physical world via
wireless sensor devices. As a result, everyday devices have
become a network component that collects information
about their environment and generates reports. Thus, every
object with wireless technology can provide data to a large
number of applications and users. However, to realize this
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potential, wireless devices with different communication
standards and hardware limitations need to work in har-
mony with each other and with existing internet protocols.

Today, wireless sensor networks are used in smart home,
health, agriculture, and industrial applications primarily
work in local area networks to provide information to a
certain number of users. Since application protocols running
on TCP/IP stacks designed for traditional wired networks
cannot be used directly on devices with limited hardware
resources, these networks are connected to the Internet via
a gateway between the user and the sensor devices. TCP/IP
is also called the Internet protocol suite, which is a set of
communication protocols used by the internet or the net-
works which are parallel to it. It allows large-distance com-
munication by creating a virtual network. This situation is
time-consuming and laborious since each new application
requires modifications to the existing protocols defined on
the wireless sensor network. Therefore, wireless sensor net-
works cannot be directly integrated into the internet infra-
structure. In wireless sensor networks, CoAP, MQTT,
STMP, etc., application protocols have been proposed. These
application protocols work on the IP protocol as simplified
versions of the HTTP protocol and require each device to
have an IP address. Considering that the number of devices
connected to the Internet will be over 29 billion in 2023 and
IoT devices will manage the internet traffic (Cisco, 2020),
needs such as addressing a large number of devices and
supporting the traffic generated by the existing infrastruc-
ture arise.

In this context, the adaptation layer and IPv6/6LoW-
PAN protocol stack enable wireless sensor devices to
connect to external IP networks using IPv6 addresses. How-
ever, since the IPv6 method supports end-to-end communi-
cation, unfortunately, different solutions are required against
the traffic bottleneck caused by IoT devices. The second
layer of TCP/IP model is a transport layer. This is an end-
to-end layer which is used to deliver messages to the host.
Moreover, it provides point-to-point connection between
the source host and destination host for delivering services
efficiently. In this context, the most striking solution pro-
posal in recent years as an alternative to end-to-end commu-
nication is information-centered network architecture (ICN
(information-centric networks). This architecture proposes
a network model that focuses on content/data instead of
address-based communication between destination and
source nodes. Therefore, methods such as naming, routing,
caching, and securing ICN provide advantages for IoT appli-
cations. For example, the data is provided by the naming of
the data, regardless of the address where it is located. In addi-
tion, fast and efficient content provision is ensured by caching
data by wireless devices on the same network, regardless of the
data source. Thus, the information-centered approach has
become a strong candidate in incorporating wireless sensor
networks into the Internet by eliminating the necessity of
establishing and maintaining the end-to-end connection
required by the traditional Internet architecture.

With the global expansion of the Internet, the Internet
has become a powerful and accessible platform for data
transmission. Unfortunately, sensitive information can be

stolen and tempered on the Internet. In recent times, infor-
mation security has attracted the focus of the researcher as a
data hiding scheme. Data hiding [1] plays a vital role in
Internet and multimedia-based secure communication. The
primary purpose of data hiding is to secure the confidential-
ity of the message and share the sensitive news safely. If
there is any splash in the confidential message or its media
during data transmission, the secret message cannot be reor-
ganized entirely after receiving it. Data hiding schemes for
sharing confidential data in intelligence, buro, paramilitary,
military, and company financial reports would have played
a significant role in recent times and lead to focus research
in reversible data hiding schemes in recent years [1].

The reversible data hiding [2, 3] uses images as an input
tool because of their easy access. Images can be downloaded
with a scanner, digital camera, or directly online. Depending
on the encryption method, the most recent algorithm data
can be divided into three areas: location, currents, and pres-
sure points. Encryption method offers various advantages. It
is cheap to apply in algorithms. It increases the integrity fac-
tor of our data. Moreover, it allows sharing your files safely.
Algorithms in the field section include encryption by chang-
ing the pixel value directly. However, algorithms in the net-
work area begin to convert the image to coefficients [4, 5].
Then, the coefficient changes include individual messages
[6, 7]. Pressure algorithms accept images generated by a
series of compressed codes as their intervening medium.
Inclusive details are achieved by modifying the computer
code [8, 9].

This paper presents a composite reversible data hiding
(CRDH) scheme that employs integer wavelet transform
(HAAR transformation) with eigen decomposition over
both cover and confidential data images [10]. The proposed
data hiding scheme significantly improved the extracted hid-
den data measure as MSE and PSNR and acquired higher
PSNR and lower MSE.

2. Internet of Things

IoT is a system that allows all objects in the ecosystem to
connect to the Internet. In addition to the ability to commu-
nicate with each other, these tiny objects can send data
directly to the Internet or act by taking commands on the
data coming from the Internet. Therefore, IoT allows objects
with different properties to be accessible from the Internet
for data collection, resource sharing, analysis, and manage-
ment. As a result, in transportation, health, environment,
agriculture, etc. smart devices used in various business areas
and having sensors and actuators have become intelligent
internet components. IoT is aimed at transforming the data
collected from these devices into information with methods
used in application areas such as artificial intelligence and
data mining and serve this information to many applica-
tions or users. In addition, standardization studies have
been carried out so that wireless sensors with different hard-
ware/communication sources can be used in large-scale
applications.

Most applications carrying various information obtained
from sensor devices to users with existing internet protocols
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work in local area networks (LAN (local area networks)). On
the other hand, IoT is aimed at providing information to
many users and services by measuring the information
obtained from sensor nodes depending on their application
areas. In this direction, IoT applications and currently used
technologies are examined in 5 different layers in Figure 1:
object/device layer, connection layer, management layer,
data processing and analysis layer, and application layer.
With this architecture, the data provided by the sensor
nodes over the internet in real-time or periodically can be
used by many applications and users. The sharing of secret
keys of nodes is provided by symmetric and asymmetric
encryption mechanisms. The fundamental difference
between these two types of encryption is that symmetric uses
one key for both encryption and decryption, while the later
one uses a public key for encryption and a private key for
decryption.

In Figure 1, each layer represents the area of production
and use of information. In the object layer, each device col-
lects information about its environment. At the same time,
the identification and tracking of objects in this layer are
provided by RFID technology, proximity, smoke, tempera-
ture, light, etc. The information that needs to be measured
can be identified with other sensing devices. The connection
layer is where devices with different technologies are named,
and the produced measurement data (temperature, light,
etc.) is transmitted. In this layer, each device uses its com-
munication technology (Zigbee (IEEE 802.15.4), 6LoWPAN,
NFC, Bluetooth, etc.)

It carries the information it produces to the upper layers
of management and data processing. Security, media access
control, installation, and configuration of devices are done
at the management layer. This layer is where the periodic
operating times of wireless devices and discovery and config-
uration protocols are set in the local network area. The
generated information can be used by end-users in the appli-
cation layer, and it also provides information to different
application areas in the data processing and analysis layer.
At the application layer, the information obtained from the
devices and meaningful information can be used for suspi-
cious event detection, efficient energy consumption, occupa-
tional safety, etc. It can be used in many applications (Ersin
& Öz, 2020), e.g., the electricity consumption information
measured by the sensor nodes used in smart homes, and
innovative grid applications can be used by electricity com-

panies to optimize supply and demand and make savings
and consumption plans by the consumer.

Another application area emerging within the Internet of
things with body area sensor nodes is intelligent health
systems—physical measurement information obtained from
body area sensor nodes, Bluetooth, etc. With the help of
communication technology, it can be monitored in real time
via a smartphone, or these measurements can be controlled
by doctors with cloud technology. In addition, elderly sur-
veillance systems can be given as an example. Remote real-
time surveillance of the patient can be provided, and physi-
cal measurements such as blood value and heartbeat can be
followed with the help of sensor nodes. As an application
that can be used shortly, it can be used for smart homes,
building, cities, etc. Any sensor node will transmit the values
it produces to social networking sites periodically, and this
information will be followed by many users and end systems.
Along with applications such as smart houses and buildings,
innovative agriculture/forest systems and transportation sys-
tems define new application areas that emerge within the
Internet of Things.

3. Communication Features

Sensor devices used in various applications of IoT have dif-
ferent communication technologies such as IEEE 802.11,
IEEE 802.15.4, IEEE ZigBee, IEEE Bluetooth, and RFID. In
the IoT communication model, wireless sensor devices are
connected to a gateway connected to the Internet. The gate-
way can query data from nodes at specific intervals or trans-
mit data to nodes. Data generated in wireless devices are
transmitted with IEEE 802.15.4 or a similar wireless technol-
ogy standard with low data transmission capacity (kb/s). The
data transmission capacity of the IoT environment is limited
by the resource constraints (energy, computing power, and
memory) of the sensor devices and the insecure nature of
the transmission environment. For this reason, reliable com-
munication protocols have taken into account the limited
data rate and power capacity of the devices while minimiz-
ing energy consumption at the same time.

4. Data Security in IOT

The accessibility of data by many users and applications has
made it more critical to ensure the security of devices that
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Figure 1: Internet of things: communication technologies and applications [5].
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collect sensitive information about almost every environ-
ment and this sensitive information. The processor power,
storage space, and energy constraints of wireless sensor
devices used in the IoT cause these devices to be inherently
vulnerable. At the same time, problems such as the loss
and corruption of packets containing sensitive information
are frequently experienced in these environments. There-
fore, ensuring security in a complex and dynamic system
such as the IoT is critical. For this, in applications where
wireless sensor networks are used, the security requirements
are determined as data confidentiality, source authentica-
tion, data integrity, and availability of data.

Security models integrated with the data itself are not
supported in IP-based Internet applications. Instead, in IP
networks where end-to-end communication is established,
the security of the communication channel between the
two ends is provided with TLS/DTLS/SSL security protocols
for the formation of a secure session. In addition, mecha-
nisms such as content integrity and authentication were
added to the upper layers later. The high messaging require-
ment of these protocols causes packet delay, reducing net-
work and application performance. The energy consumed
by wireless devices with limited resources to provide a secure
communication channel is more than the energy spent for
encryption algorithms. In this case, security methods inte-
grated with the content itself can be an efficient solution
for restricted devices. One mechanism that makes the
knowledge-centric network approach a strong candidate
for IoT applications and future internet architecture is pro-
viding the content itself. In ICN, the safety of the data is
ensured by the control of integrity, accuracy, and privacy.
Completeness check consists of the name–data pair. In this
case, the information itself is accessed by the given word.
Accessing the data with the signature-based naming method
also provides the accuracy condition. Privacy control is pro-
vided at the transmission and application layers. In addition,
the security of devices must be ensured in various IoT appli-
cations. In this case, authentication and authorization checks
are required. For example, machines that send commands to
an actuator may need to be authenticated. However, ICN
focuses on the security of interest and data messages. There-
fore, additional security mechanisms should be used for dif-
ferent service models using wireless devices. Cryptography is
the study of secure communication techniques that allow
only the sender and the intended recipient of a message to
view its contents. The term is derived from the Greek word
kryptos, which means hidden. If the message is intercepted,
a third party has everything they need to decrypt and read
the message.

In traditional ICN networks, the public critical cryptog-
raphy method is used, and encryption information is added
to the end of data/interest packets. Cryptography can be
described as the study of secure communications which will
allow only the sender and the intended recipient of a
message to see the content. For example, if the message is
being intercepted, then the third party will have anything
they require to decrypt and to read the message. In wireless
sensor networks, data confidentiality is provided with
key-sharing AES, Blowfish, and Triple DES using various

encryption algorithms. However, key usage and encryption
alone are not enough. In the wireless environment, suspi-
cious nodes can quickly get into the communication scope
of other nodes, eavesdropping on sensitive data and decrypt-
ing them. Source authentication is used by the sending and
receiving nodes to distinguish between malicious fake
packets and original packets. The sharing of secret keys of
nodes is provided by symmetric and asymmetric encryption
mechanisms. However, the increase in the use of the proces-
sor and the size of the communication packets by the
encryption mechanisms reduces resource-constrained wire-
less sensor devices (Tourani et al., 2018). The elliptic curve
encryption method provides security with lower processing
power with the fundamental structure produced smaller
than other methods and can be applied in limited IoT
devices. However, this method requires the critical exchange
and sharing keys between nodes which adds a burden on
communication. Data integrity is essential in detecting data
damage or loss caused by the conditions of the wireless
transmission environment. However, malicious nodes can
inject incorrect data or modify data inside communication
packets.

For this reason, the integrity of the data is essential not
only for error control mechanisms but also for ensuring secu-
rity. Data availability is essential when wireless sensor nodes
or a group of nodes in the network are exposed to a denial of
service (DoS) attack. Security mechanisms have been devel-
oped for each type of attack in the literature. These mecha-
nisms, which take attack-based security measures, should
be designed specifically for application requirements.

5. Reversible Data Hiding

With the rapid advancement of communication through the
Internet, the information exchanged could tamper inten-
tionally or accidentally through unprivileged access. In
recent years, reversible data hiding (RDH) has become an
active research domain in data replication. In reversible data
hiding, the bits hidden are embedded in the cover file
(image) on the sender side. Confidential data and original
cover media are extracted without distortion to the receiver.
The data hiding technique is divided into immutable data
hiding and reversible data hiding. In the immutable data
hiding, the information in a database cannot be changed
or deleted. One cannot overwrite the previous data when
the new data is available. However, in the reversible data
hiding technique, the data is embedded in the image in such
fashion that the original data can be restored. The embed-
ding ability to hide immutable data is high. However, while
the original cover media is destroyed, the embedding capac-
ity in RDH is low, but the original cover media can be recov-
ered [11, 12].

Some of the present data hiding schemes are not invertible,
the presence of truncation error and round-off error in spread
spectrum technique makes it nonreversible, because of the bit
replacement without memory, and the least significant bit
plane scheme is taken into account to be non-reversible and
because of the quantization error quantization-index-
modulation rendered as invertible. RDH also links two data
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sets, and a group belongs to the embedded information [13].
This reversible data handling technique has some advantages
like the scheme offers the embedding capacity which is directly
proportional to the number of pixel in image. Moreover, the
reversible technique inherited from this scheme provides
functionality that allows recovery of the cover image. Another
set belongs to the cover media data such that the cover media
will be lossless recovered once the hidden information has
been extracted out. Confidential data is embedded by modify-
ing the frequency coefficient of the cover image by using some
standard methods like discrete Fourier transform (DFT), dis-
crete cosine transform (DCT), discrete wavelet transform
(DWT), and integer wavelet transform [14, 15]

5.1. Proposed Work. This paper presents a composite revers-
ible data hiding (CRDH) scheme. CRDH competitively
applied integer wavelet transform (HAAR transformation)
with eigen decomposition over the cover image’s cover
image and brand of the cover image. CRDH decomposed
the cover image (CI) into four subbands, namely, LL, HL,
LH, and HH, and evaluated the HH band’s eigen decompo-
sition value for data hiding.

In the proposed reversible data hiding scheme, integer
wavelets transform the cover image (CI) by decomposing,
namely, into lower-lower (LL), higher-lower (HL), lower-
higher (LH), and higher-higher (HH) frequency subband
as shown in Figure 2.

In CRDH algorithm, the hidden data is integrated into
the host image by changing the band of high-frequency coef-
ficients described in Figure 3, that is, the HH subband. As
shown in Figures 1, 2, and 4, the proposed reversible data
hiding scheme is based on both integer wavelet transform
and eigen decomposition with encryption [16, 17]. Initially,
integer wavelet transform divides the host image into four
frequency subfields as LL, HL, LH, and HH bands. The LL
tape works with rough details, the HL band deals with hori-
zontal elements, the LH provides vertical information, and
the HH band contains diagonal image information. The
HH band uses the HH band to embed sensitive data because
you lose data on the image energy [18, 19]. In this way, an
embedded confidential data will not affect the perception
accuracy of the cover image. The proposed reversible data
hiding scheme has two steps with hiding and sending and
receiving as extraction steps.

5.2. Hiding Phase of Composite Reversible Data Hiding
(CRDH) Scheme. Once the cover image decomposes into
four subsequent frequency subbands, CRDH uses the HH
band to hide confidential data (CDI), as its accounted mini-
mum noise level. The proposed data hiding scheme evalu-
ates the eigen decomposition of HH band confidential data
followed by encryption [20]. Encrypted eigen decomposition
then superimposes over HH band of IWT (CI) after apply-
ing inverse eigen decomposition operation. Finally, we apply
the inverse integer wavelet transform to generate an embed-
ded cover image (ECI).

5.3. Extraction Phase of Composite Reversible Data Hiding
(CRDH) Scheme. The extracting phase of the proposed

scheme uses exactly the inverse operation of the hiding
phase; in extracting, the proposed scheme is used to apply
integer wavelet transform over the embedded image (ECI)
to get the HH band confidential data (CDI) is hidden, as
shown in Figure 4. The CRHD scheme enforces eigen
decomposition on HH frequency band of the received data.
The retrieved eigen decomposition compositely contains
eigen decomposition on the cover image’s HH frequency
band and confidential data. As the image dimension of cov-
ered data is already shared between the sender and receiver
before the established data communication, the extracting
phase compared the shared cover image with the received
image. The received image contains both the cover image
and confidential data. The extraction step’s subtracting
returns the eigenvalue of encrypted confidential data and
subsequently applies all inverse operations to get confiden-
tial data at the receiver side.

6. Result Analysis

The proposed works have tested on various data set
images of size 512 × 512. These entire data set images are
gray scale. The gray scale is defined for digital images. It
means the value of each pixel will represent information
about the intensity of the light. In other words, the image
which has only black, white, and gray colors than gray will
have multiple levels. Here, the data set images are used as
Fruits, Elaine, Lena, and Tiffany. The size of the confiden-
tial image is also the same as the original image. To sim-
ulate the proposed work, the implementation is done in
MATLAB. The i3 processor is executed with 4GB RAM
and 500GB HDD.

6.1. Performance Parameter. PSNR is an image factor used
to determine the quality of an image by comparing quality
differences between the original image and the resulting
image.

Original image LOW HIGH

IWT on rows

LH

LL

HH

HL

IWT on columns

Original image LOW HIGH
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LH

LL

HH

HL

IWT on colum

Figure 2: IWT transform of cover image.
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It is calculated using the mean square error (MSE). The
following formula calculates both parameters:

PSNR = 10 log10
MAX2

MSE

� �
, ð1Þ

MSE =
∑i,j I1 i, jð Þ − I2 i, jð Þ½ �2

i ∗ j : ð2Þ
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Figure 3: Reversible data hiding embedding procedure.
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Figure 4: Reversible data hiding extraction procedure.

Table 1: Mean square error vs. noise level ratio comparison over
different data images.

Images MSE Noise level

Fruits 0.099007 0.45

Elaine 0.127639 0.29

Lena 0.05318 0.38

Tiffany 0.243832 0.41

6 Wireless Communications and Mobile Computing



This calculation has been gathering by the computer
program. There are various testing images has been used.
Some of them have been shown here with their results.
Table 1 shows comparison of mean square error and noise
level ratio over different data images.

For four different data sets, the mean square error is
compared with noise level over the data range.

Figures 5 and 6 show the MSE and noise ratio, as the
graph shows that there are some images has been used for
as input. This input and the generated output image has
been used for calculating the comparison ratio. The graph
also shows the proposed approach shows the better results.

Figures 7 and 8 show the PSNR and SNR, as the graph
shows that there are some images has been used for as input.
This input and the generated output image has been used for

calculating the PSNR. The graph also shows the proposed
approach shows the batter results.

As shown in Tables 2 and 3, PSNR and SNR of existing
technique for all the available data set describes in Figure 8 is
less than 50%. The PSNR value indicates the image’s visual
quality, where a higher PSNR and SNR value leads to better
image quality. It is needed to develop a data hiding scheme
that prevents authentication of digital information with
maintaining a higher PSNR, whereas the proposed scheme
significantly achieves this goal and gains PSNR greater than
50 and achieves up to 59% for Lena.

7. Conclusion

Confidential data exchange is virtually insecure in this era
of wireless communication. Intentional or unintentional
changes to the transmitted data are possible. Recently,
researchers focused on hiding confidential data within the
covered image via a reversible data hiding scheme. But the
data hiding scheme still faces challenges to extract distortion
less and noise-free confidential data at the receiver side. This
paper presents a composite reversible data hiding (CRDH)
scheme. CRDH competitively applied integer wavelet trans-
form (HAAR transformation) with eigen decomposition
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Table 2: PSNR comparison over different data images.

Images Coding transform CRDH

Fruits 48.36 57.85

Elaine 48.31 52.36

Lena 48.39 59.54

Tiffany 48.45 56.24

Table 3: SNR comparison over different data images.

Images Coding transform CRDH

Fruits 41.21 54.25

Elaine 45.63 50.26

Lena 46.35 56.54

Tiffany 47.52 55.41
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over the cover image and confidential data image. CRDH
decomposed the cover image (CI) into four subbands,
namely, LL, HL, LH, and HH, and evaluated the HH band’s
eigen decomposition value for data hiding. The discussed
technique will help to design a data concealing method which
impedes the verification of digital information by keeping the
rate of PSNR high. The PSNR of the existing technology is
less than 50 per cent for the total accessible data set. The
proposed data hiding scheme significantly improved the
extracted confidential data measure as the MSE and PSNR
and acquired higher PSNR (up to 59%) and lower MSE. For
the future researchers, it creates a gap to work on additional
factors which do not directly relate to the performance of the
proposed technique. It will also include reducing the size of
the auxiliary file.
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With the growing need of technology into varied fields, dependency is getting directly proportional to ease of user-friendly smart
systems. The advent of artificial intelligence in these smart systems has made our lives easier. Several Internet of Things- (IoT-)
based smart refrigerator systems are emerging which support self-monitoring of contents, but the systems lack to achieve the
optimized run time and data security. Therefore, in this research, a novel design is implemented with the hardware level of
integration of equipment with a more sophisticated software design. It was attempted to design a new smart refrigerator
system, which has the capability of automatic self-checking and self-purchasing, by integrating smart mobile device
applications and IoT technology with minimal human intervention carried through Blynk application on a mobile phone. The
proposed system automatically makes periodic checks and then waits for the owner’s decision to either allow the system to
repurchase these products via Ethernet or reject the purchase option. The paper also discussed the machine level integration
with artificial intelligence by considering several features and implemented state-of-the-art machine learning classifiers to give
automatic decisions. The blockchain technology is cohesively combined to store and propagate data for the sake of data
security and privacy concerns. In combination with IoT devices, machine learning, and blockchain technology, the proposed
model of the paper can provide a more comprehensive and valuable feedback-driven system. The experiments have been
performed and evaluated using several information retrieval metrics using visualization tools. Therefore, our proposed
intelligent system will save effort, time, and money which helps us to have an easier, faster, and healthier lifestyle.

1. Introduction

Over the past decade, the number of Internet users has
increased rapidly [1], and the IoT is one of the latest and
newest Internet technologies which is capable of providing
great assistance to automated systems utilized daily every-
where around the world [2, 3]. The intelligent innovation
that has enabled and connected the intelligent interaction
of discrete constructs for elaborating the immense range of
services to entities is IoT [4]. Referring to smart homes
and sustainability, intelligent devices are different represen-
tative emerging technologies in the IoT era. Smart home is
one of the leading development which has changed house
equipment into being more intelligent [5–7]. Generally, a
smart home consists of several smart appliances [8], which
are able to collect and exchange data over the Internet and
connect to each other through various protocols (like

Bluetooth, Wi-Fi, and Ethernet) that can work indepen-
dently and interactively to perform specific functions [9,
10]. To this end, computers or applications are utilized in
order to manage the functions and features of a main appli-
ance remotely via the Internet [11]. At a smart home, the
kitchen is the most likely place to house smart devices
[12], and the refrigerator is one of the most important appli-
ances in the kitchen [13–15].

In the past years, several works have been proposed to
design IoT-based smart refrigerator systems [16–19]. An
IoT-based low-cost smart refrigerator is presented in [20]
which is designed in order to reduce the food loss and help
in providing a more comfortable life. The application given
by Android or Mac applications has given a real-time update
even though the individual is not physically present at home.
In such scheme, the data of the fresh food is inserted in the
refrigerator by taking a picture of the food. In [21], a smart

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 4741923, 13 pages
https://doi.org/10.1155/2022/4741923

https://orcid.org/0000-0002-5405-5539
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4741923


refrigerator system is presented which suggests the recipe
information as per availability of vegetables which includes
inside the refrigerator and processes it to know about veg-
etable status, temperature, and vegetable items for the rec-
ipes that need to be purchased if not available inside the
refrigerator. The suggested system is able to determine the
weight of the vegetables and predict the dishes which can
be cooked in available material. Moreover, the main goal
of the system proposed in [18] was to warn the user when
a food is over or a week before shelf life of the food. The
invention continued to design and develop with features
of sensing the quantity and quality of food items inside
the fridge [22]. The main aim behind this work was to
inform the user about the current status of food items
through an android app on a mobile phone. The main
achievement of that system was to save money and reduce
the food wastage. In addition, the authors focused on devel-
oping a low-cost smart refrigerator system in [23] which is
aimed at achieving a minimum number of intelligent deci-
sion making. Likewise, in order to detect the available items
inside the refrigerator and make a decision, deep learning
methods are used for training the model in this paper. Such
scheme could improve the precision performance with bet-
ter computational needs. People’s lives are becoming ever
busier, and few have time (or perhaps forget) to check the
stock of food and beverages inside the household refrigera-
tor. Visits to the supermarket to replenish the refrigerator
are also time-consuming. This lack of available time may
lead to changes in cooking habits, waste of a lot of food,
or an inconvenient lack of a foodstuff when needed. Having
a system that can periodically, automatically, and immedi-
ately check, order, and purchase depleted products may
solve these problems. However, based on the literature
review, most of the previous smart refrigerators can only
inform the consumers about the available and required
stocks in the refrigerator without being able to purchase
the depleted products. Moreover, previous studies have
not simultaneously considered all criteria of a high-quality
smart refrigerator with the intelligent techniques and pri-
vacy concerns for security reasons. Even integration of
varied techniques including combination of IoT, artificial
intelligence (AI), and blockchain is lacking in the previ-
ously designed systems. This work attempts to combines
the abovementioned technologies as they have the potential
to improve supply and usage efficiency, information trace-
ability, smart consumption, and domestic logistics, among
other things. On each level of usage and consumption, the
item/product will be well linked to the resources and prod-
ucts. AI can assess the conditions for ordering, cooling, etc.,
and machine level changes using IoT are also considered.
This novel design, with the IOT-block, an intelligent refrig-
erator system, will overcome the previous limitations.
Majority of time taken for running a machine learning
model is taken in structuring and analysis of the data and
features. Using the blockchain technology will ensure that
the data is stored in separate blocks and when a particular
dataset is required, respective machine learning model will
call the data using functions from block chain. This method
will significantly reduce the running time.

The proposed system has the capability of automatically
self-checking and self-purchasing (after receiving owner
confirmation), by integrating smart mobile device applica-
tions and IoT technology with minimal human intervention.
It is smart enough to check the availability and quantity of
foods and beverages stored inside the refrigerator. When
the stock of a product reaches a half, a quarter, and then
zero, it will automatically notify the owner by sending an
SMS message, an email, and an alert to the system’s applica-
tion. To this end, the proposed smart refrigerator is con-
nected via Ethernet module to Blynk, which is a platform
in iOS and Android apps used to connect to Arduino, Rasp-
berry Pi, etc. Blynk mediates all communications between
the smartphone and the hardware. An Arduino is connected
to the Internet and will be considered as the central server.
An application programming interface (API) in the mobile
device and website is used for obtaining live updates of the
device’s status.

The machine is also integrated with artificial intelligence
(AI); by IOT hardware, it collects data from the refrigerator,
and this collected data goes into the cloud database. The data
is ingested into the preprocessing machine where data pre-
process and feature selection are done. The automatic
decision related to factors is done by experimenting with dif-
ferent machine learning and deep learning classifiers.

Moreover, our smart fridge uses a load cell sensor to
record the weight of a product each time the product is
taken, used, and then returned. The system gives the owner
control of the purchase operation via an application on a
mobile phone from anywhere in the world via the Internet.
This electronic system can complete all tasks while people
are busy with other activities, thereby saving effort, time,
and money; minimizing food waste; and helping us to live
an easier, faster, and healthier lifestyle. This will benefit in a
number of ways such as periodically checking the availability
and quantity of products such as foods and beverage; notifying
the consumer immediately once the stock of a product has
reached a half, a quarter, and zero via SMS, email, and its
own application; and offering the consumer an opportunity
to decide and control the purchase operation. This will save
customer’s effort, time, and money; minimize waste of food
and beverages; and help people to live an easier, faster, and
healthier lifestyle.

2. Motivation and Contributions

The development of IOT has given machines a way to com-
municate. IOT is used to get feedback from hardware and
create a channel to make devices communicate among
themselves. Here, the use of blockchain is envisaged to create
a secure method of data transfer and an effective data
retrieval process for our machine learning model. The main
contributions of the paper are as follows:

(i) To study the in-depth literature related to micro-
processors and smart refrigerator systems

(ii) To integrate the hardware technology with more
sophisticated software using AI for automatic
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decisions with different opportunities to decide and
control the purchase operation

(iii) To develop the system architecture underlying the
hardware process

(iv) To implement a blockchain architecture for storing
data. This will work as a middleware between the
hardware and ML layer, with integration of block-
chain framework

(v) To implement the system using machine learning
methodologies and comparison is made using accu-
racy of the classifiers

The structure of this paper is as follows. Section 2
reviews related works. Section 3 illustrates the utilized
material in this study. In Section 4, the proposed method is
illustrated, followed by Section 5 which presents the system
testing of this approach, while the conclusion is discussed
in Section 6.

3. Background

In the past years, several smart refrigerator systems have
been presented. In this section, current systems and the
benefits of the proposed system will be analysed. Also, the
criteria of the current systems and our proposed system will
be compared, in terms of (i) sending notifications, email,
and SMS; (ii) the methodology of knowing the status of
foods and liquid products; (iii) checking the stock of prod-
ucts; (iv) the language being used; (v) the percentage of
human intervention; (vi) the system platform (control unit),
sensors, wireless, and server used; (vii) the ability to send
orders to the supermarket; (viii) payment methods; (ix) the
ability to control the system remotely; (x) the OS; and (xi)
the technique that is used. The blockchain and AI are dis-
cussed in the next section.

3.1. Related Work. An I-Fridge using RFID technology is
presented in [24] which enables the consumer to efficiently
and accurately manage the products stored inside the refrig-
erator. It uses Radio-Frequency Identification (RFID) tech-
nology to collect and identify information about the
products stored in the refrigerator, via attached RFID tags.
In that system, detailed information and descriptions of
the food products can be monitored. Moreover, the cus-
tomer will be notified when a product is about to expire or
to be depleted. The I-Fridge system consists of a normal
fridge with an RFID system, a tablet PC, an Alien9900
reader, and two Alien-9611 circular polarized antennas
inside the refrigerator. An RFID tag is attached to each item
stored in the refrigerator, and this tag communicates with
the other elements of the system. In I-Fridge, a tablet PC is
placed on the door of the refrigerator and works as the user
interface. The RFID reader scans the tags inside the refriger-
ator via the antennas each time the door is closed, collecting
the information from the tags’ IDs. This information is then
transmitted from the reader to the tablet PC via the Wi-Fi
channel. By making the comparison between the new results
of scanned tags and the previous scanned tag set, the system

can monitor the items entering and leaving the refrigerator.
The applications running on the tablet PC can locate the foods
in the fridge effectively and accurately [24]. By investigating
the I-Fridge system, we found that one basic problem is that
the collected information needs to be checked by the con-
sumer, with no alarm or notification system in place. This
markedly reduces the usefulness of the system. That is, since
the system only displays the collected information, the con-
sumer needs to manually check the location of food and its
expiry date by looking at the tablet PC personally and then
must buy the food personally. The system can only be used
for foods, and it does not support other languages, like Arabic.

In [25], an IoT-based intelligent home using smart
devices (refrigerator) has been introduced which is com-
prised of different sensors, transceivers, a microcontroller,
and a Raspberry Pi module which controls the system. This
smart fridge system works on the actual quantity of daily
required products in the refrigerator. It uses a load cell sen-
sor to measure the quantity of products in refrigerator, and,
when the quantity of current products (e.g., eggs and milk)
falls below a set limit, it informs the consumer via an LCD
display. When a product has completely run out, the auto
mode is on, after which an automatic message of daily needs
is submitted to the supermarket by SMS (Short Message
Service). This smart device is connected via wireless, and a
Raspberry Pi is utilized as a central server. This system can
be controlled through a web browser to monitor, control,
and manage. The information is submitted to and received
from the central server via the Internet or the cloud. An
Android application has been developed for remote control
of the system (on/off) from anywhere across the globe that
has Internet access. This system lacks many of the services
provided by ours. For example, the system displays the
quantity of a product on the LCD only when it has run
out, the customer must check the stock of food and drinks
by looking at the LCD personally, the customer must manu-
ally check the expiry dates, there is no customer control of
purchase action, the system does not alert the user that a
product has run out, the system does not inform the user
that it is going to send an order to the supermarket, and it
does not support other languages, like Arabic.

An IoT-based smart refrigerator system is presented in
[22] which uses sensing technology to monitor the quantity
and quality (expiry date) of the food products stored inside
it. The complete system is controlled by an ARM microcon-
troller, where a load cell is used as an input to the microcon-
troller and Wi-Fi transmits all information to an Android
phone via IoT. It uses the load cell sensor, to measure the
quantity of a product in the refrigerator. When that product
is about to run out, an alert notification is sent to the user’s
mobile. This system notifies the consumer about the current
status of food products via an Android application and will
remind the consumer before a product is about to expire.
The Android app is used as a GUI for the user to see the sta-
tus of the food products kept inside the refrigerator. Again,
this system is missing many of the services provided by ours.
For example, the customer buys the food personally and
checks the quantity and quality of food (no liquids), and it
does not support other languages, like Arabic.
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Authors attempt to present an intelligent refrigerator with
monitoring capability through the Internet which is able to
automatically keep track items by detecting an empty space
in the refrigerator [26]. This smart refrigerator uses three sen-
sors. Each sensor represents a product (e.g., tomatoes, milk,
strawberries). Each sensor contains an IR sensor. When the
product is about to run out, the sensor sends a signal to the
ARM processor which sends an order to the supermarket.
The system consists of an LCD screen and a buzzer on the
door of the refrigerator. When a product runs out, the LCD
screen shows a message and the buzzer sounds to notify resi-
dents. Also, the system will automatically inform the owner
by sending a Short Message Service (SMS) to the user. After
that, the system sends an order to the supermarket via the fast
Ethernet network. Once more, this system is missing many of
the features provided by ours. The system monitors products
but does not weigh them (the milk bottle may be empty), cus-
tomer must check the expiry dates personally (the system does
not monitor expiry dates), there is no user control of purchase
action, IR cannot detect products that are transparent (like
water), and the system does not inform the user that it is going
to send an order to the supermarket.

A smart refrigerator using Internet of Things is pre-
sented in [27] which can sense and monitor the products
stored inside it. It uses two kinds of sensors, a pressure
sensor which triggers a notification to the user as soon as
the applied pressure drops below 0.5 kg (so the consumer
is notified every time three eggs are used) and light-
dependent resistors (LDRs) which monitor and detect the
level of milk or soft drink, for example, in a container. Each
bottle has its own LDR. Also, LDR sensors are placed along-
side a counter, which can be used to sense the number of
eggs on a refrigerator shelf. The core functionality of this
smart fridge is to provide a list of food products which might
want to be purchased once they have run out. This system is
also able to remotely notify the user when a product is about
to run out, via SMS (Short Message Service) and email. The
message contains information about the product which is
about to run out and contains a link which facilitates online
purchasing of that specific product. This system, too, is miss-
ing many of the services provided by ours. The system does
monitor expiry dates, the customer must buy the food per-
sonally, and the system does not support other languages,
like Arabic.

A typical Internet of Things- (IoT-) based refrigerator
has been designed in [28] which features an in-built wide-
angle camera that takes a picture of its shelves’ contents
every time its doors are opened and closed. While visiting
a shop, the consumer can then check the latest photo they
were sent, to check if they are missing a particular product.
In order to keep an updated list of the products in the fridge,
RFID is used.

In addition, this system uses “Freshness Tracker” soft-
ware to track the expiry and by asking the user to enter
details of the different features. Observation and monitoring
occur when the door of the refrigerator is opened, and infor-
mation is accessed via monitoring apps on smartphones
(mobile devices). Again, this system lacks many of the ser-
vices provided by ours. The system monitors products but

does not weigh them (milk may be empty), the customer
buys the food personally, the system does not alert the user
that a product has run out, and it does not support other
languages, like Arabic. The authors [29] explained the basic
fundamentals related to blockchain and IOT; a detailed
review on the various aspects of interconnection, interoper-
ability, reliability, and security needed in daily activities has
been described. The researchers listed the challenges, future
prospects, and the benefits incurred with the IOT by incul-
cating blockchain nodes in IOT devices [30]. The paper pro-
poses a novel lightweight framework using blockchain that
can be used in IOT devices, and experiments claim the effec-
tiveness of the proposed research with significant reduced
overhead and processing time and enhanced security aspect
[31]. The authors emphasized on the blockchain as a service
and how it can be utilized within IOT, and different case
studies have been explored for experimentations and simula-
tions with acceptable accuracies reported [32]. The architec-
ture for arbitrating roles and permissions in realistic IOT
scenarios has been explained in the paper [25]. The permis-
sions needed in IOT with scalable architecture have been
proposed underlying certain advantages.

4. Comparison with Existing Systems

The comparisons of the selected systems against our pro-
posed system are made, in terms of the problems of each sys-
tem, the technique of each system, the connection type that
each system uses, the services that each system provides,
what services are lacking in each system, and a full compar-
ison between these systems and our proposed system.

Based on the results demonstrated (see Table 1), some
criteria have been considered in all of the systems studied:
the status of food and liquids, checking the quantity of prod-
ucts, human intervention, product checking, utilizing sen-
sors, using central server, employing system platform, and
using a specific technique. However, using a proper com-
puter or application issue has been taken into consideration
in 86% of the studied systems. Moreover, sending notifica-
tion (alert) buzzer about the status of food or liquids and
checking expiry date of products (quality) in the future have
been considered only in 57% of the studied systems. Like-
wise, only 42% of the related systems are able to do payment
automatically and send order to the supermarket (refrigera-
tor self-purchasing). Furthermore, only 28% of the studied
systems have taken remote controlling issue into account
and the Arabic language criterion has not been considered
in previous related systems. Moreover, as can be observed
(see Table 2), unlike previous works, all criteria are simulta-
neously considered in our proposed system, which leads to
enhance the performance and save effort, time, and money.

5. Hardware Required

This section presents the required hardware and software for
completing the proposed refrigerator circuit. Based on the
diagram (see Figure 1), in the circuit of our implemented
system, a load cell sensor is utilized which calculates the
weight of a product and transmits the data as signals. As
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its signals cannot be read by Arduino, an amplifier HX711 is
used. The load cell reads the required information to amplify
and further communicate for processing operation. The
Liquid Crystal Display (LCD) is used to view the response
of the weight. Breadboard is used as a port to collect, as an
example, two wires needing the same port. The utilized
materials are described in following subsections.

5.1. Arduino UNO. In the proposed system, we utilized
Arduino UNO as an open-source microcontroller board,
which comes with sets of digital and analogue input-output

pins that may be connected to different expansion shields
and other circuits. It depends on the Microchip ATmega328P
microcontroller and was developed by Arduino.cc [33].

5.2. Arduino Ethernet Shield. An Arduino Ethernet shield is
employed in our proposed work. This is a microcontroller
board based on the ATmega328, with a reset button [33].
The shield contains two informational LEDs: PWR and RX
and TX. The first LED indicates that both the Arduino
UNO board and the Arduino Ethernet shield are powered.
In the second LED, RX flashes when data is received, while
TX flashes when data is sent by the shield.

5.3. Load Cell Sensor. A load cell sensor is utilized to discover
the presence of a food product and then to calculate its
weight. The load cell weight depends on the application. In
our system, we use 20 kg and the straight bar type. The load
cell and the HX711 module should be connected.

5.4. Load Cell Amplifier HX711 Module. As the Arduino is
not able to read the signal issued from the weight sensor, the
HX711 is employed. HX711 is responsible to read the infor-
mation from the load cell, amplify the signals received from
the weight sensor, and then send it to the Arduino processor,

Table 1: Execution time representing five stages.

Task Excellent Acceptable Unacceptable Real time

Scaling product <3 sec 4-5 sec >9 sec 3 sec

Sending notification <2 sec 3-4 sec >6 sec 2 sec

Controlling purchase <2 sec 3-4 sec >7 sec 1 sec

Sending purchase order <2 sec 3-4 sec >5 sec 1 sec

Confirm order <3 sec 6-7 sec >8 sec 2 sec

Table 2: Comparison with previous systems.

Criterion [24] [2] [22] [26] [27] [28] Our proposed system

Sending notifications about the status of foods x x ✓ ✓ ✓ x ✓

Knowing the status of food and liquid products ✓ ✓ ✓ ✓ ✓ ✓ ✓

Checking expiry date of products ✓ x ✓ x x ✓ ✓

Checking the quantity of products ✓ ✓ ✓ ✓ ✓ ✓ ✓

Arabic language x x x x x x ✓

Human intervention ✓ ✓ ✓ ✓ ✓ ✓ ✓

Product checking ✓ ✓ ✓ ✓ ✓ ✓ ✓

Sensors used ✓ ✓ ✓ ✓ ✓ ✓ ✓

Wireless used ✓ ✓ ✓ ✓ ✓ ✓ ✓

Automatic payment method x ✓ x ✓ x x ✓

Sending order to the supermarket x ✓ x ✓ x x ✓

Server ✓ ✓ ✓ ✓ ✓ ✓ ✓

Controlling the system remotely x ✓ x x x x ✓

System platform ✓ ✓ ✓ ✓ ✓ ✓ ✓

Using computer or application ✓ ✓ ✓ x ✓ ✓ ✓

Specific technique ✓ ✓ ✓ ✓ ✓ ✓ ✓

Artificial intelligence ✓ x ✓ x ✓ x ✓

Blockchain X X X X x x ✓

Arduino UNO
Arduino ethernet

Shield

Load cell sensor

Amplifier HX711

LCD

Breadboard

Figure 1: Refrigerator circuit.
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based on the ATmega328 microcontroller as digital for pro-
cessing, which is connected to the Arduino Uno. The GND
pins of the module and Arduino should be connected. DT
and SCK and digital pins 2 and 3 of the Arduino should be
connected. The remaining pins of the Arduino VCC and
3.3V should be connected. Figure 2 shows the diagram.

A breadboard is utilized which is aimed at building an
Arduino-compatible circuit [34].

5.5. LCM1602 Module. The LCM1602 module is employed
in order to display for the system. It requires a connection
to the 5V pin. To divide the Arduino’s 3.3V signal, a bread-
board is placed in the middle. Both the SDA and SCL pins of
the LCM1602 module are connected by connecting the pins.
Moreover, the GND pins and one of the Arduino’s GND
pins should be connected, and the VCC pin and the 3.3V
signal of the breadboard should be connected. In general,
IOS OS is used to run the Blynk application. In addition, this
application is used to inform the user of all product situa-
tions and for controlling purchase as well. The same has
been shown in Figure 3.

5.6. Blynk Application. To control the Arduino, we decided
to use Blynk. It is a platform designed for the IoT, with dif-
ferent applications for controlling the Arduino and other
devices. The Blynk platform consists of three main compo-
nents: Blynk app, where you can create a graphical interface
using different widgets; the Blynk server, which is responsi-
ble for the process of communication between the smart-
phone and the hardware (Arduino); and the Blynk Library,
which allows communication with the server and the pro-
cessing of all incoming and outgoing commands. To start
using the Blynk platform, you need only two things: the
hardware (Arduino) and a smartphone. This makes it very
easy, as seen (see Figure 4) [10]. Every time a button in the
Blynk app is pressed, the message is submitted to the Blynk
cloud, as the message knows its path to the Arduino, and in
the opposite direction, it works the same [35].

5.7. Proposed Methodology. This section gives the system
architecture of the proposed system in detail (see Figure 5);
it depicts the architectural design of the proposed system.
This system uses a few weight sensors, which monitor the
weight of the product stored inside the refrigerator. Weigh-
ing the product is performed by interfacing the load cell sen-
sor and the HX711 weight sensor with Arduino. When a
product (e.g., milk) is placed on a load cell sensor, pressure
(or “load”) is applied. The electrical resistance of the sensor
will respond to this pressure and will change to give accurate
information of the weight as a signal. As the Arduino is not
able to read the signal issued by the weight sensor, the
HX711 reads the information from the load cell, then
amplifies the signal and sends it to the Arduino processor
(based on the ATmega328 microcontroller) for processing.

If the stock of the product has dropped to half, a quarter,
or zero, the Arduino sends a notification to the Blynk app,
via the Ethernet that is connected to the Arduino processor
through the RS232 interface. In addition, in case any tempo-
rary problem has affected the application, the Arduino will

notify the owner via two methods: email or SMS when the
owner does not access to the Internet. The notification
includes a message about the current stock of the product,
seeking permission from the owner to commence a purchase
process with the shop that the owner has already registered
with. Once the Arduino receives an acceptance from the
owner, it sends the order to the shop via Ethernet.

In the shop’s system, an appropriate software is installed.
This system will be connected to refrigerators using gener-
ated IDs, unique to each owner for each refrigerator IP,
and whenever a request is sent to the shop, a message will
pop up, informing the shop that a request has been sent by
a refrigerator. The unique code number (ID) will be given
to the customer when he/she signs up with the shop online,
on provision of home address and card details. This system
will use online payment via credit/debit cards.

Figure 2: Load cell amplifier HX711 module.

Figure 3: LCM1602 module.

Blynk server

Blynk libraries

Internet access of your choice
ethernet, Wi-Fi, 3G …

No laptop required

Blynk app

Figure 4: Blynk platform.
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If the system of the shop successfully receives the order
from the refrigerator, it will send a confirmation message
to the system of the refrigerator which forwards it directly
to the owner, using the three methods of notification.
Whether the ordered product is successfully shipped, or it
is not in stock, a relevant message is sent to the system of
the refrigerator, which is again forwarded directly to the
owner, using the three methods of the notification. Addi-
tionally, if the ordered product is in stock, its details will
be stored in the customer (owner) database. This informa-
tion includes the product number, product name, refrigera-
tor IP address, shipment date and time, and the price. This
information will be sent to the Arduino database to enable
recognition of the product. Finally, the product will be
shipped to the customer’s address, starting a new process
for the refrigerator system.

5.8. Integration of Blockchain. The data captured from
various IoT equipment is stored in various blocks smart
contracts. The blocks have predefined functional logic writ-
ten into them to handle and propagate data as per our
requirement. Blockchain technology is used as a middleware
for integration of IoT devices with added features such as
better data retrieval, data security, and data propagation
[36]. Each block shall have data from a separate refrigerator
feature; when the machine learning model requires a partic-
ular data, the system shall call for it using predefined func-
tions. The data flow diagram is shown with the integration

of block as shown (see Figure 6). The process flow is
described as follows.

The refrigerator has multiple IoT devices that take feed-
back and give feedback to its internal machinery. Each IoT
device gathers information, and that information is stored
into different blocks of a blockchain. Now, the machine
learning module picks up information functionally from
the blockchain and does its analysis. There are certain ques-
tions that our system aims to answer; the machine learning
module precisely answers these. The answer is then sent
back as feedback to the controller, which modifies the phys-
ical parameters of the refrigerator.

The refrigerator is fitted with various IoT devices to cre-
ate an IoT cluster and to capture physical parameters which
convey information related to the content inside, cooling
levels, etc. The IoT cluster is connected to various blocks
which store defined data in them. Each block is again con-
nected with each other on the basis of user-defined rules to
create a block chain. The blocks become the primary data
source for the ML model. Decisions related to the system
functioning are our objection function, and their answers
are derived from the machine learning model.

5.9. Mathematical Model. Blockchain has two steps mainly
known as hashing which means encryption of the data and
second is marketing which states to represent the data of a
large dataset so that the user can verify that the base data
is not modified by looking as a small representative dataset.
In addition to these two steps, the next one is when the

Load cell sensor Load cell
amplifier HX711

Microcontroller
ATmega328

Shipment status
confirmation product is no in stock

confirmation of receive order

via RS232 interface
+ EAD

via RS232 interface
+ EAD

Sends the required product
once the user decides yes

Sends the decision (yes/no)

Notifies the user about the product status
waiting for a decision

Shop

Arduino UNO

DB Wi-Fi

Before processing

Processing

Sends the weight
of item as signal

Amplifies the signal and
sends it for processing

Blynk server

B

Web server

Figure 5: System architecture.
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blockchain needs to be diamantine for taking the data out,
blockchain is mined using very complex machines; however,
the underlying mathematics, for mining any blockchain two
important factors, needs to be considered.

In the time frame (t) of the blockchain and the nonce of
the dataset, which is the number, both will act as public keys
to extract the information from the block chain. The
machine learning model will use this technique the get the
right information. A hash function turns a numerical input
value into another compressed numerical value. The input
to the hash function can be any length, but the output is
always the same. The other name of Merkle tree is hash tree
which helps in verifying and synchronizing the data. In this,
every nonleaf node is labelled with the hash of the labels or
values of its child nodes. They allow efficient and secure ver-
ification of the contents of large data structures. Crypto-
graphic accumulators allow you to compact arbitrarily
many pieces of data into a constant amount of space. In
other words, a Merkle tree represents arbitrarily many
blocks while only transmitting a single hash across the wire.
The explanation is given below:

5.9.1. Basics. Hash function: a deterministic function to
transform data of any range into a fixed range.

Merkle tree: a way of storing a potentially huge amount
of data, while providing the user with a simple way to check
that the data has not been modified.

Say, the dataset is

D = d1, d2, d3,⋯::dnf g: ð1Þ

Hashed D is

D = H d1ð Þ,H d2ð Þ,H d3ð Þ,⋯::H dnð Þf g, ð2Þ

where H is the hash function.
Merkle tree is a graphical relational tree between the

dataset of hashed functions. A block is defined as a vector
of entries. Say, we have n datasets. So, block B will be
defined as

B = T1, T2,⋯, Tnf g: ð3Þ

Say, we have two blocks, B and Bprev ; in order to find
the proof-of-work of the block chain, we need to find a
number called “nonce.”

Mathematically, the relation is

H Bprevð Þ ⊕ R# Bð Þ ⊕ timestamp tð Þ ⊕ b ⊕ nonce
� �

≤ target,
ð4Þ

where ⊕ is the concatenation operator and R# is the
hash factor.

The nonce and timestamp explain the complexity and
the ease of usage of the blockchain.

5.10. Integration of AI Using Deep Learning Techniques. AI is
of great significance from economic, food safety, and public
health points of views. Artificial intelligence is the art and
science of creating intelligent machines, especially intelligent
computer programs [37]. It is like the task of using com-
puters to decode human intelligence and significantly to

Refrigerator

Questions

Controller

IoT device 2

IoT device 3IoT device 1

IoT cluster

Block 2

Machine learning
engine

Answers

Block 3Block 1

Figure 6: Data flow system.
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the economy. In the following phase of the pipeline, the IOT
hardware is collecting data from the refrigerator and the col-
lected data goes into the cloud database, like AWS and after
the data is ingested into the data preprocessing machine where
data cleaning, formatting, and feature selection are done. The
data preprocessing is done; thereafter, the answer is needed for
several answers are required. Should we reorder itemA, is item
B’s inventory less or more, cooling is less, and cooling is more?
For getting the answers, we run the data into the CNNmodel.
The CNN model is based on the convolution layer, pooling
layer, and the softmax layer [38]. The convolution happens
in two steps; the first step happens in more extensive number
of features, from where we get the larger number of pool of
data. Then, it is again max pooled into the smaller convolu-
tional network which will pin point to the answers of the deci-
sion which we want. The algorithm of the whole process is
shown (see Algorithm 1).

The hardware level of integration of equipment is achieved
with a more sophisticated software level of integration of sys-
tem. The microprocessors are gradually graduated to the level
of algorithms and computing through cloud. The framework
model outlining the process is shown (see Figure 7).

6. Results and Discussions

In this section, five stages of the proposed system are sepa-
rately tested. The goal of this section is to realize how real
users interact with the system and improve system based
on the results. The proposed system consists of five stages
as follows: (i) the refrigerator system scales the product,
(ii) the refrigerator system sends product status notifications
(email and alarm to mobile), (iii) the owner of refrigerator
controls purchase order of products, (iv) the refrigerator sys-
tem sends purchase order of product, and (v) the owner of

Start
Data preprocessing

Data cleaning
Feature extraction

Data fed in blocks
Each block is connected with each other using rules (connector rules) to create a block chain
Input into convolution layer (ReLU activation function)–larger layer–higher number of features
Max pooling of outputs from convolution layer
Input into convolution layer (ReLU activation function)–smaller layer–lesser number of features
Max pooling of outputs from convolution layer
Flatten output–squash and vectorize data
Input into a fully connected neural network with softmax activation function
Output

End

Algorithm 1: Process showing integration of software into smart system.

Block 1
(dataset: availability
of vegetables/fruits)

Block 3
(dataset: age of

vegetables/fruits)

Block 2
(dataset: cooling

levels)

Block chain

ML point and data input

AnswersMachine learning

System and IoT hardware

IoT devices

IoT devices

Refrigerator

Questions

Figure 7: Pipeline showing the system architecture.
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refrigerator receives a confirmation message of sending
product order (see Figure 8).

Table 1 shows the real time of execution of five stages. As
can be observed, all five stages have been executed in excellent
time, which shows high performance of the presented system.

6.1. Experiments and Analysis. This study has been experi-
mented using Python where the different modules such as
NumPy for analysis on the dataset, Seaborn for plotting
operations, pandas for data ingestion, Matplotlib for basic
plotting graphs, and machine learning classifiers sklearn
and TensorFlow for performing the training and testing of
the data [39] have been used. The results have been com-
puted by suing the Inter i5 8th Gen processor with 16GB
RAM and CentOS operating system. Secondly, the deep
learning and machine classifiers are applied considering
total 14 features. Blockchain is implemented using Hashlib
library and Python 3.0. Table 3 shows the precision, recall,
and accuracy of the deep learning classifiers.

Precision is defined as the ratio of recovered words that
are appropriate to search [40].

Precision rate = PT
TP + FPð Þ : ð5Þ

Recall is defined as the ratio of words that are appropri-
ate to that which is successfully recovered.

Recall = PT
TP + FNð Þ : ð6Þ

F-measure is defined as the harmonic mean of the above
two defined.

F‐measure =
2 ∗ recall ∗ precision
recall ∗ precisionð Þ : ð7Þ

In order to train the CNN, KNN, and SVM model, 5000

(a)
(d)

(e)(c)(b)

Figure 8: System testing.

Table 3: Results with precisions, recall, and accuracy.

Epoch Accuracy Precision Recall F-score

1 79 62 49 54

50 85.91 76 52 61

100 87.12 77 54 63

200 89.19 81 59 68

500 92.72 83 62 70

1000 97.66 86 67 75

2000 98.19 87 74 79

3000 99.01 89 77 82

4000 99.1 92 79 85

5000 99.17 93 82 87
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epochs have been run. The epoch vs. accuracy plot is given
(see Figure 9) representing the accuracy at each iteration.

Figure 10 demonstrates the decreased run time with and
without the implementation of block chain, which has been
validated mathematically as well. The figure shows that the
computation time increases by a factor of 25 to 30%.

7. Conclusions

In this paper, a smart refrigerator system using a Blynk plat-
form has been introduced. The proposed system has been
created to help users be immediately updated about the
quantity of one product (milk) stored in the refrigerator,
using IoT technology and Blynk. The AI-enabled system
can automatically make the decisions which will help the
users in efficient and productive purchasing of the product
from a connected shop when it receives permission from
the user. This hardware technology can be incorporated with
the software level of integration to make unique decisions by
cohesively combining cloud database for decreasing the
computation complexities involved in the process. Unlike
the previous systems, our designed system considers all cri-
teria of a high-quality smart refrigerator, which leads to help
us to live an easier, faster, and healthier lifestyle. A single
refrigerator has to continuously run for a very long time
for the ML module to have sufficient data to make precise

predictions. The accuracy with which the system works also
depends on the hardware quality of the IoT Devices. Since
IoT devices also interact among themselves, the signal
attenuation in the process also affects the performance of
the system.

Moreover, in the future studies, it is suggested to
improve the proposed system in such a way that the cus-
tomers can be updated about the expiry dates of all products
stored inside their refrigerator, immediately and periodi-
cally, without human intervention. This paper is better
because of an optimized run time and also in terms of
providing better data security by using blockchain technol-
ogy. This research can be extended to agricultural and med-
ical fields.
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In recent years, due to the wide application of deep learning and more modal research, the corresponding image retrieval system
has gradually extended from traditional text retrieval to visual retrieval combined with images and has become the field of
computer vision and natural language understanding and one of the important cross-research hotspots. This paper focuses on
the research of graph convolutional networks for cross-modal information retrieval and has a general understanding of cross-
modal information retrieval and the related theories of convolutional networks on the basis of literature data. Modal
information retrieval is designed to combine high-level semantics with low-level visual capabilities in cross-modal information
retrieval to improve the accuracy of information retrieval and then use experiments to verify the designed network model, and
the result is that the model designed in this paper is more accurate than the traditional retrieval model, which is up to 90%.

1. Introductions

With the development of image acquisition and sharing
technology, the amount of image data that people experience
has increased significantly, and the biggest problem facing
today is how to effectively and accurately obtain the images
that users are interested in [1, 2]. Cross-modal information
retrieval technology has made great progress in recent years,
but it still cannot meet human needs. The main reason is
that due to the semantic gap between image visual features
and high-level semantic concepts, the accuracy of cross-
modal information retrieval cannot meet the demand, and
the image feature vectors used in CBIR usually result in slow
retrieval speed [3, 4]. TBIR uses only textual information to
index and search images. Compared with visual information,
text information basically uses low-dimensional and simple
concepts to describe the content of images, which is easy
for humans to understand, but TBIR often requires manual
semantic annotation, which is only suitable for small special
libraries [5, 6]. In recent years, the development of social
networks has made image data grow exponentially, but this

kind of semantic information-based retrieval is very ran-
dom, contains a lot of noise, and is incomplete [7, 8].

Regarding the research of image retrieval technology,
some researchers believe that as people’s demand for resto-
ration continues to grow, content-based image retrieval sys-
tems may not be able to meet people’s needs. At present, the
derivation based on semantic image retrieval technology can
better represent the local attributes of image semantic infor-
mation. However, there are still some problems; that is, the
complex image descriptors obtained by deep learning algo-
rithms (such as mapping and grouping) may not be able to
fully express the semantic information expressed by the
complex graphics itself. Therefore, in real applications, the
more complex the image structure, the worse the robustness
of the semantic search method [9]. Some researchers derived
the image mean and standard deviation as general color fea-
tures in the YUV color space and obtained a binary image
bitmap, thereby deriving its local color features. Then, the
shape of the image is derived through more compact and
instant Clauchuk feature variables, and then, the texture
characteristics of the image are obtained through the
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improved four-pixel concurrent matrix algorithm. Finally,
multiple feature points are integrated to calculate the simi-
larity between the inspected image and the image in the
image library, thereby returning a highly similar image
[10]. When studying deep learning technology, some
researchers found that in traditional content-based image
retrieval algorithms, the choice of predesigned image feature
extraction algorithms is often a priori image content. There-
fore, SIFT algorithm is usually more conducive to deriving
characteristic scene images, while HOG algorithm is more
able to measure pedestrian characteristics and behavior.
The main disadvantages of this selection method are low
efficiency and long debugging time. Deep learning technol-
ogy overcomes these shortcomings. Deep learning is a fea-
ture extraction process that does not require human
intervention at all. This is a deep framework using unsuper-
vised learning algorithms. In-depth training automatically
learns the low-level characteristics of the image in the origi-
nal input image, gradually subtracts, maps, and combines
this feature, and finally obtains the high-level semantic func-
tion and then analyzes or detects the real-time high-level
semantic feature. Higher-order semantic features are more
expressive than those obtained in traditional feature extrac-
tion algorithms and also help to improve search accuracy
[11]. In summary, there are many research results on image
retrieval technology, but there are few researches on the
fusion of convolutional neural network technology and
cross-modal image retrieval technology, and there are still
some problems in the retrieval process.

This paper studies the graph convolutional network for
cross-modal information retrieval. Based on the literature,
it puts forward the basic ideas of cross-modal information
retrieval in this paper and summarizes the application of
convolutional neural networks. The cross-modal informa-
tion retrieval of the neural network is designed, and then,
the designed network model is verified, and conclusions
are drawn through experiments.

2. Cross-Modal Information Retrieval and
Convolutional Network Research

2.1. The Basic Idea of Cross-Modal Information Retrieval.
With the development of social networks in recent years, it
is easier to obtain text information related to the image from
the user, such as comments and tags, from users during the
process of sharing pictures on the Internet [12]. Artificial
annotation semantics technology allows the extraction of
semantic concepts related to images from textual informa-
tion. In fact, the traditional way of manually labeling seman-
tics has been socialized through Internet technology. For
example, photo sharing sites provide users with annotation
and tagging functions. Users viewing photos can add
descriptive text paragraphs to photos at any time and select
one or more tags (birds, trees, sea, etc.) for the photos. How-
ever, due to the high randomness of comments and points,
the generated text contains a lot of noise. Some tags may
be assigned to images that are unrelated to them. In addi-
tion, some images may receive incomplete labels. This

means that some important semantic information described
in the image has not been recorded.

Both content-based image search and text-based search
have disadvantages, but they compensate for each other.
For example, it is difficult to infer high-level semantics
directly from image search features, but the semantics of
text-based searches are more accurate, so they can use their
complementarity to partially filter text semantic noise. In
addition, some semantic thinking can be inferred more
accurately from the content. In this case, the use of
content-based editing technology to extract semantics can
be used as a supplement to image semantics. Therefore, this
article focuses on cross-graphic information retrieval. The
main reason why images and texts can learn from each other
is that they are related to each other at the semantic level,
while the mutual search of images and text requires a high
degree of generalization and content representation. The
association of images and text requires the creation of a cross
link between the two features of graphics and text. In-depth
understanding is the key to crossing the two characteristics
of graphics and text. For example, an image search system
can search for images in a clear sky by assigning “l blue
dots,” while a text search system can search for the sky in
the text using the “sky” keyword. Therefore, the cross infor-
mation retrieval system also needs to understand the corre-
lation between the text “sky” and the visual feature “blue.”
Therefore, when editing images or text, you need to go
through many hidden layers to remove semantic noise and
extract features between different modes.

2.2. Application of Convolutional Network. CNN has long
been used in the field of image classification. Compared with
other theories, convolutional neural networks achieve better
classification accuracy on large data sets. Similarly, impor-
tant discoveries have been made in reducing the size of the
filter and increasing the depth of the filter. For many image
sorting tasks in image classification, creating a hierarchical
classifier structure is a common strategy of convolutional
neural networks. By using a hierarchical structure to
exchange information between related classes, classification
performance can also be improved without many training
examples. The strategy to improve the classification accuracy
is to build a tree structure to more accurately record the
detailed features in subcategory recognition. There is a the-
ory that the development of convolutional networks is not
only reflected in accuracy but also in layering. In this theory,
different categories are grouped according to similarities and
organized voluntarily to form different levels.

Image classification and image positioning methods are
common techniques in cross-modal image analysis. But in
fact, image target discovery also solves the semantic process
of discovering the target first and then discovering the target
with the idea of sorting. At the same time, in the entire con-
volution model, semantic extraction only needs to obtain the
final semantic label, not the semantic label coordinates of the
image or the covered area. For example, an image includes
people, cars, and trees. The first thing to do is to extract fea-
tures representing people, cars, and trees from the image, but
you do not need to know the relationship between the
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coordinates and positions of people, cars, and trees. In addi-
tion, for some special tags, it is difficult to identify the areas
covered by the tags, such as family and carnival tags.

2.3. Convolutional Neural Network Algorithm. The neural
network model is mainly composed of the following three
parts: the connection between the networks, the weighted
summation of the input information, and the activation
mapping function. Assuming that the input sample is com-
posed of four elements ðx1, x2, x3,+1Þ, the output result of
the neuron is expressed as:

hw,b xð Þ = f wTx
À Á

= f 〠
3

i=1
wixi + b

 !

: ð1Þ

Among them, f is the activation mapping function of
this neuron, and b is a bias.

CNN is a supervised learning network model with mul-
tiple hidden layers. The hidden layers include convolutional
layers and downsampling layers. The two operations are per-
formed alternately to complete the main part of extracting
features. The network structure can be represented by the
following function:

hw xð Þ = f1 ⋯f2 f1 x,w1ð Þ,w2ð Þ⋯ ,wlð Þ: ð2Þ

Generally, a convolutional neural network includes three
stages: convolution, nonlinear transformation, and down-
sampling. Each hidden layer of the convolutional neural net-
work has an input xi and a weight parameter wi. The output
xi+1 of each layer is the input of the next layer, and the
parameter w = ðw1,w2,⋯,wiÞ is the weight of the convolu-
tion kernel of each layer.

3. Cross-Modal Information Retrieval Based on
Convolutional Neural Network

3.1. Cross-Modal Information Retrieval Analysis. Combining
high-level semantics with low-level visual capabilities to per-
form image search more accurately and efficiently is a hot
spot in the current image search research field. At present,
in view of the overall high-level semantics and low-level fea-
tures of the image, there is no mature semantic information
collection model, which is difficult to meet the needs of
today’s massive image information retrieval. This article
constructs a basic semantic information acquisition model

to extract the semantics of the objects in the image from
the basic features of the image information and conduct a
series of exploratory research. Figure 1 is a schematic dia-
gram of a cross-modal semantic information acquisition
model.

3.2. Data Collection

(1) Through Baidu, Google, and Tencent three map
software, in real-time street view, according to the
operation of the time machine, obtain the street shop
signs in this city. In fact, the main source of the
screenshots here is Baidu Time Machine, because
Google’s time machine in mainland China is limited,
and Tencent Maps captures a relatively small num-
ber of images while retaining the GPS location

(2) Filter and clean up the collected data set. Before
cleaning the image, this article first determines the
main area of the image used in this article. The main
areas of the logo mainly include main text (shop
name), shop logo, and related main auxiliary explan-
atory text

(3) After receiving the data set, the size of the data has a
greater impact on the recognition of image seman-
tics, in order to facilitate the continuation of the
work of this paper. This article uses data improve-
ment strategies to increase the amount of data. Com-
mon data expansion strategies include zooming,
scaling the image according to a specific ratio, rotat-
ing, rotating the image at a specific angle or direct
mirroring, and adding noise, such as adding specific
noise or Gaussian motion blur

3.3. Image Text Extraction

3.3.1. Image Extraction. For image processing, this article
uses a convolutional neural network. The output network
consists of 10 cohesive layers, 4 concentrated layers, and 3
fully connected layers. The size of the torsion core of the first
rotating layer is 5∗5. For a long time, the number of feature
maps retrieved has been 64. The rest of the twist core size is
3∗3, the feature map data gradually increases from 64, 128,
256, and 512, and the size of all concentrated layers is 2∗2.
The input image size is 256 ∗ 256 pixels, the spacing of all
distortion layers is 1, the spacing of all concentrated layers
is 2, the size of the feature map obtained after the first

Retrieve the
image library

Image to be
retrieved

Image feature
presentation

Retrieve image 
semantic set

Semantics of 
pictures to be 

retrieved

Text feature
extraction

Image feature
set

Text feature
set

Association
Algorithm

Similar image 
sequence

Figure 1: Cross-modal semantic information acquisition model.
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rotation is 261 ∗ 261, the number is 64, and the number of
sides is 64, so the size of the feature map will not be adjusted
after the second rotation. The number of feature maps after
sampling reduction is 128, the size is 108∗108, and the fea-
ture maps are rotated. They are all angular, the feature
map does not adjust the image size, and the next two rota-
tions do not fill the edges until the size becomes 27 ∗ 27 after
two samples. The fill edge becomes 24∗24 after sampling.
The feature map size before entering the fully connected

layer is 12∗12∗512. The fully connected layer has three
layers, the first layer has 4096 outputs, and the output of
the last two layers is adjustable. The reason for the design
of fully connected 3 layers here is that different sorted image
data sets have different image types, that is, different num-
bers of image tags. When the number of layers is different
and the corresponding pictures are the same, but the num-
ber of labels corresponds to the same, this requires a training
set with different output numbers in the last fully connected
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Figure 2: Comparison of model retrieval accuracy.

Table 2: Comparison of model retrieval accuracy.

Top 1 Top 2 Top 4 Top 6 MAP

LMNN (1) 72.21 77.42 85.58 92.36 82.141

LMNN (2) 76.53 82.21 88.12 95.01 85.221

NetVlad 82.51 87.53 93.02 96.19 89.45

Deephash 71.41 77.01 83.45 89.74 80.342

CNN (image) 89.11 90.41 93.12 98.51 92.573

CNN (full) 96.01 97.0 98.76 99.38 97.423

Table 1: Comparison of model retrieval accuracy.

Top 1 Top 2 Top 4 Top 6 MAP

LMNN (1) 47.41 51.12 55.56 58.34 53.401

LMNN (2) 50.52 56.01 60.12 63.80 57.721

NetVlad 65.56 67.21 71.00 76.11 70.136

Deephash 46.43 50.17 53.24 55.52 51.657

CNN (image) 77.35 79.56 80.10 82.24 79.931

CNN (full) 85.37 87.21 88.76 90.11 87.612
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network layer, and there is a big gap in the number of labels
between different data sets. The fully coupled layer ensures
that the latter can smoothly adapt to different label numbers.
Define the second fully connected layer and at the same time
make the number of outputs of the second fully connected
layer variable.

3.3.2. Export Text. The word segmentation tool used in this
article will continue to use the stuttering word segmentation
tool to segment the document. Then, use the LDA model to
model the split words of each document in the data set.
Finally, a word distribution can be realized in the topic,
and then, a text topic distribution can be realized according
to the topic distribution of the word.

3.3.3. The Relevance of Images and Text. Image and text
information carriers are different in function, but both can
express similar semantic information in content. Therefore,
there is a correlation between information carriers in multi-
ple formats and the characteristic data of each medium. This
document uses the CCA algorithm to analyze the correlation
of various data attributes and realizes the correlation analysis
of vector graphics and text attribute tables.

4. Cross-Modal Information Retrieval
Verification Based on Convolutional
Neural Network

4.1. Experimental Data. The experiment in this paper is car-
ried out on the Chinese signboard dataset. This paper selects
the first 55 street signs of the Chinese signboard dataset for
training and the last 15 street signs for testing. Because the
data set is filtered, all the first 55 streets are finally
obtained. The ratio of the total number of signs to the

total number of signs in the last 15 streets is 5: 4, which
is relatively reasonable.

4.2. Experimental Design

(1) After selecting some basic comparison models, this
article will conduct experiments in the following sit-
uations (Top-n represents the accuracy percentage of
the results returned by the first n search results.
MAP is the percentage of Top1-Top6 accuracy) to
compare the recovery results of the CNN model in
this article with the results of LMNN, NetVlad, and
Deephash. First of all, since this article uses a com-
plete data set (including Chinese and English license
plates), the GPS information of each license plate is
not considered. The experimental results are shown
in Table 1

Top-n in Figure 2 represents the accuracy percentage of
the results returned by the first n search results. MAP is the
percentage of Top1-Top6 accuracy. LMNN (1) means that
LMNN is restored to 48 dimensions, and LMNN (2) means
that LMNN is restored to 96 dimensions. CNN (image) only
corresponds to the search results of the model image subnet
features in this article, and CNN (full) corresponds to the

0

20

40

60

80

100

120

LMNN(1)

Top 1 Top 6
MAP

Top 4
Top 2

LMNN(2) NetVlad Deephash CNN(image) CNN(full)

Pe
rc

en
ta

ge

Type

Figure 3: Comparison of model retrieval accuracy.

Table 3: Test set error of different core network structures.

Test set error rate\% Time\s

16-16-16 2.56 65

16-16-32 2.12 76

32-32-32 1.21 123

32-32-64 1.31 132

64-64-64 1.1 211
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search results of the complete model in this article. In sum-
mary of the retrieval experiment results, the model in this
article can achieve a good retrieval effect.

(2) This article also conducts experiments on the GPS
information (1 km) combined with the signboard.
The results are shown in Table 2
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Figure 4: Test set error of different core network structures.

Table 4: Error comparison of different convolution kernel sizes.

Training set error rate\% Test set error rate\%

3 × 3 0.31 1.12

5 × 5 0.65 1.76

7 × 7 0.73 2.02

0.31
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Figure 5: Error comparison of different convolution kernel sizes.

6 Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

It can be seen from Figure 3 that when the GPS informa-
tion is used to narrow the search range, the model data
dimension is restored to 99, so the CNN (full) model in this
article basically reaches the commercial level. In actual com-
mercial use, only the general GPS range of the current query
image is obtained, which greatly improves the speed and
accuracy of the query.

4.3. The Influence of the Choice of Convolution Parameters.
Based on the CNN convergence network model designed
in this article, this article conducted various comparative
experiments on the Caffe platform to determine the impact
of different configuration settings on the performance of
the convolutional neural network. The computer’s CPU fre-
quency is 5.6GHz, and the memory is 8G. The designed
CNN model consists of three processes: sample assembly,
activation, and execution; after inserting the complete com-
bination layer into the softmax classifier, 10 categories are
derived.

(1) Choice of audit

To see how the number of convolution cores in each
twist layer affects network performance, just change the
number of twist cores at each level according to the CNN
network structure. The core number structure is 16-16-16,
16-16-32, 32-32-32, 32-32-64, and 64-64-64. In this paper,
the converted core structure model is used to compare the
test set errors of different core network structures. In the
test, the training time batch size is 200, and the number of
repetitions is 20. The results are shown in Table 3.

It can be seen from Figure 4 that the number of cores
increases within a certain range, the performance is
improved, and the time increases with the increase of the
number of shrinking cores. Comparing the structure 32-32-
32 with the 16-16-16 structure, the network time is more than
twice the training time, and the test time is also increased.
Therefore, different structures can be selected according to
the actual needs of precision grading or time efficiency.

(2) Convolution kernel size

The size of the convolution kernel is used to extract
image features into the rotation layer. Its size will definitely
affect the quality of its functions. In order to study the
impact of convolution kernel size on classification perfor-
mance, in the structure of the CNN network designed in this
article, the size of each convolution kernel is set to 3 × 3, 5
× 5, and 7 × 7. The present study uses database 1 and 2 to
run experiments. The experimental results are shown in
Table 4.

It can be seen from Figure 5 that the smaller the core
size, the lower the network error rate of the training set
and test set, and the better the network performance. The
larger the core size, the higher the network error rate of
the training set and test set, and the lower the network per-
formance. However, if the size is too small (for example, 1
× 1), the performance will not be as good as 3 × 3 due to
increased noise.

5. Conclusions

This paper focuses on the research of graph convolutional
network for cross-modal information retrieval. After under-
standing the relevant theories, the cross-modal information
retrieval based on convolutional neural network is designed,
and then, the designed network model is verified. Experi-
mental results are concluded that the accuracy of the convo-
lutional neural network model designed in this article is
high, with the highest accuracy reaching 90% and the tradi-
tional model reaching 80%. Then, there are still shortcom-
ings in the research process of this article, mainly due to
the incomplete detection of the model.
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As the commercial implementations of 5G networks have been initiated in different regions of the world, the focus of the
researchers is bending towards the next generation of wireless communication. This research study intends to investigate the
requisites of the fast establishment of the theoretical and practical measures for sixth generation (6G) wireless communication.
To this end, this paper first outlined the existing research works that have considered different aspects of 6G, and then based
on this existing works, the future vision is established. Then, the 6G vision is based on four types of connectivity and is
summarized as “Wherever you think, everything follows your heart.” To fill the gap between the market requirements after one
decade and the limited capabilities of 5G, different specifications of 6G that make it an appropriate replacement are discussed.
Furthermore, different candidate technologies that can potentially realize the 6G communication are studied, followed by
discussion on different challenges in the realization and possible research directions to cope with these challenges. By exploring
the vision of future, its specification, and key candidate technologies, this paper attempts to summarize the general 6G
framework. In addition, with mentioned challenges in realization of 6G, the aim of this paper is to guide the researcher and
attract their interest to consider them.

1. Introduction

Though the deployment of fifth-generation (5G) wireless
communication is in the early phase, i.e., the associated
features should be more enhanced, it is also essential to
uniformly set the communication requirements of the
upcoming information society and initiate the theoretical
and practical projects on future wireless system generation
(henceforth mentioned as 6G). To this end, we intend to
investigate the requisites for the establishment of the theo-
retical and practical works on 6G from three perspectives:
(i) 10-year gap between successive generations [1]. More
specifically, any generation takes a ten-year period to initiate

the theoretical research till the practical deployment; that is,
when any generation moves in the practical deployment
phase, the next generation initiates theoretical research.
Therefore, research on 6G is now in theoretical phase since
research on 5G was initiated ten years back. To better under-
stand, the time gap and technology evolution from 4G to 6G
are presented in Table 1. (ii) For catfish effect, different from
the previous generations, 5G primarily targets the IoT appli-
cation related to industry. With the commercial implemen-
tation of 5G on a large-scale, there will be numerous
members from vertical industry involved in the ecology of
5G. As compared to the status quo controlled by operators,
the thorough contribution of developing enterprises will
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have a revolutionary e effect on the telecommunication
industry which is generally termed as “catfish effect.” (iii)
For the IoT business model, the introduction of smart-
phones accelerated the usage of 3G services and prompted
the 4G deployment demands; it is assumed that certain
IoT business modes will encourage the 5G outbreak some-
where in the 5G period, thus boosting the need for the
upcoming 6G networks. We must be prepared for the poten-
tial advent of the upcoming generation to lay an effective
technical foundation. In short, it is the appropriate time to
initiate the research on 6G. Recently, ever more individuals
or organizations, including governments, industry, acade-
mia, and public [2–5], have initiated to implicate 5G/6G
concepts. Federal Communications Commission in 2018
publicly expressed their expectation about 6G [5]. China
and the United States (US) have already initiated research
on 6G in 2018 [6]. Besides the US and China, the European
Union, Japan, and Russia have also taken research initiatives
towards 6G. It is obvious from the aforementioned points
that there is a positive consent on initiating researches on
6G. To this end, the envision network for 6G is illustrated
in Figure 1.

Major contribution points are as follows:

(i) Research initiatives for 6G

(ii) 6G vision

(iii) 6G specification

(iv) 6G technologies

(v) Challenges and future directions

2. Research Initiatives for 6G

The 6G vision along with some other key research advance-
ments has been the focused areas of researchers in last few
years [2, 7–11]. To this end, the authors in [7] have given
the 6G vision and summarized its requirements. They have
mainly focused on the battery life of mobile unit and differ-
ent 6G service classes, rather than the latency and data rate.
In [8], it is proposed that the research in beyond 5G (5GB)
period must be based on the manufacturing capabilities of
network devices to develop a feedback loop of research
undertakings. In [2], different communication scenarios for

6G are forecasted, which contains flying networks, tactile
internet, tele-operated driving, and the holographic calls.

The future trends and applications and enabling 6G
technologies are summarized in [9, 10]. Particularly, block-
chain technology-based network decentralization is consid-
ered to be a foundation for network management and deliv-
ering convincing performance in 6G. Furthermore, the
human-centric service model is presented and considered
as the key aspect in 6G. In [11], key 6G metrics are specified,
and a detailed comparison of 5G and 6G is presented.

Some recent studies are focused on real-world imple-
mentation including air interfaces [12], data centers [13],
and multiple access techniques [14] for 6G communications.
6G network networking patterns are discussed in [15–17],
where cell-less architecture, three-dimensional superconnec-
tivity, and decentralized resource allocation are highly
anticipated to be present in 6G networks. In [18], vertical-
specific solutions and massive machine-type communica-
tions (mMTCs) for 6G networks are discussed, and it is
predicted that 6G could simplify the leading wall-breaking
standard to entirely substitute the current standards and offer
a combined way out by allowing continuous connectivity for
all the requirements of vertical industries.

In 6G-related works, reconfigurable intelligent, and sur-
faces, artificial intelligence (AI) and terahertz communica-
tions are highly attractive concepts. They are considered as
game changer technologies in the field of wireless communi-
cations. A detailed survey on 6G based on terahertz commu-
nications is presented in [19], which summarizes different
6G technological advancements, design aspects of the trans-
mitter-receiver, and several use cases. AI-enabled 6G is
supposed to offer lots of advanced features, including auto-
configuration, context awareness, opportunistic set-up, and
self-aggregation [20]. Moreover, AI-enabled 6G would
explore radio signal potentials and allow cognitive radio to
shift to intelligent radio [21]. Particularly, machine learning
(ML) is a key for recognizing AI-enabled 6G from the algo-
rithmic angle, which has been studied in [22, 23]. In [24, 25],
reconfigurable intelligent surfaces are envisioned as the mas-
sive MIMO 2.0 in 6G. These materials can also combine
index modulation to result in an increase of 6G spectral effi-
ciency [26]. Besides the above discussed individual initia-
tives, multiple 6G projects are in progress globally, which
target to first start and specify 6G followed by framework

Table 1: The evolution of cellular communications from 4G to 6G and their comparison with respect to different key features.

Generation 4G 5G 6G

Time range 2010 to 2020 2020 to 2030 2030 to 2040

Maximum achievable rate 1Gb/sec 35.46Gb/sec 100Gb/sec

Frequency 6GHz 90GHz 10THz

Standards LTE, LTE-A, WiMAX 5G NR, WWWW Yet to be decide

Service Video 3D VR/AR Tactile

Architecture MIMO Massive MIMO Intelligent surface

Multiplexing OFDMA OFDMA Smart OFDMA plus IM

Core network Internet IoT Internet of Everything
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reshaping as well as setting wireless communication business
model. To this end, 6Genesis Flagship Program was the first
project followed by the Terabit Bidirectional Multiuser Opti-
cal Wireless System for 6G, which initiated in 2019. The first
summit on 6G was held in March 2019 at Levi, Finland, and
properly stimulated the launch of research race on 6G in
academia. Many seminars and small-scale workshops were
also arranged globally to discuss the 6G feasibility, for exam-
ple, the Wi-UAV Globecom 2018, the Carleton 6G, and the
Huawei 6G Workshops.

Beyond academia, future generations including 6G
attract the attention of industrial and governments, organi-
zations, and standardizing bodies. In August 2018, IEEE
established Future Network program named “Enabling 5G
and beyond” while ITU-T [27] established the Focus Group
of ITU-T, namely, “Technologies for Network 2030” which
aims at understanding the future network service require-
ments around 2030. Google triggered the Project Loon pro-
gram which aims at offering consistent internet links to the 5
billion unconnected people. An EU’s Terranova project-
based research group is currently leading on the way to reli-
able 6G communication links having transmission capability
of 400G bits/sec in the terahertz band. LG Electronics also
established a 6G research center in South Korea. In 2019,
Samsung started its 6G research program while SK Telecom
and Nokia and Ericsson collaborated for the same purpose.
Towards the end of 2018, China declared the determination
that in 2030s, they will lead the wireless communication
market by increasing investment in 6G research. The US
has opened the 95GHz-3THz spectrum for 6G research.
Moreover, an EU-Japan program called as “Networking
Research beyond 5G” which is supported by the funding of
Horizon 2020 ICT-09-2017 studies the possibility of utiliz-
ing the terahertz band in the range 100GHz to 450GHz.

As 5G has already been implemented on experimental
basis in many countries and researchers have taken research
initiatives towards 6G, therefore, it is the need of the day that
the available literature on 6G should be systematically
assembled in the form of a survey. To this end, in this paper,
we present a detailed and systematic survey on 6G commu-
nication where we presented a brief literature review on the
available literature on 6G followed by the detail vision of 6G.
Then, different specification and requirements of the 6G are
studied followed by the details of potential 6G technologies.
Finally, some future research directions are discussed. The
flow and contents of these topics are provided in Figure 2.

The remaining of this paper is structured as follows. Sec-
tion 3 discuss the 6G visions while Section 4 contains differ-
ent specifications and requirements for 6G. In Section 5,
different candidate technologies for 6G are discussed. Differ-
ent challenges to which 6G is faced and some future research
directions in 6G are discussed in Section 6. Section 7 con-
tains the conclusion.

3. 6G Vision

In the early period of 5G, its vision is set as “everything is at
your fingertips, and information is at your disposal” [28].
Keeping in view this vision, the 5G technical requirements,
key technologies, and standards are recommended. Now,
the next stage is to put 5G systems on large-scale commer-
cial use. At this stage, it is also essential to set the vision
for 6G, and its corresponding technological requirements
and challenges are required to be specified in order to start
research on 6G so as to follow the 10-year generation shift
rule. But, 5G is so sensational and will completely attract
the society in every aspect of life. If so, then what is there
to be done in future? To this end, this section will first

Ultra massive-MIMO

Edge node
C-RAN BBU

AI.distributed clouds

CPU

Cell-free

IoT nodes

V2X network

D2D nodes

Small cells

AI. edge cloud Verticals &
applications

Figure 1: Illustration of the envisioned 6G architecture.
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provide the 6G vision establishment followed by analysis on
the vision necessity, and then different technical require-
ments and issues in meeting this 6G vision will be discussed.

Currently, the main objective of 5G is to cover every
aspect of human life and develop a user’s centered informa-
tion ecosystem. But, owing to immaturity of 5G standardiza-
tion and associated technologies, still lots of deficiencies are
there to overcome: the existing technologies are suitable to
perform well in the limited space range, i.e., few kilometers
above the surface of the land; while considering the IoT
requirements, there is still a lot to do to achieve the real
global IoT. Particularly, with the speedy growth of the
human activities scope and advancement in various fields
of technology, the demand for diverse information interac-
tion is getting increase.

The 6G basic goal is to fulfil the information society
requirements in 2030 ~; that is, the vision of 6G will be based
on requirements that 5G is unable to fulfil and those services
that 5G is unable to provide. Based on those requirements
and services that 5G is unable to fulfil and provide, respec-
tively, we believe that the vision of 6G should be categorized
into the following four fundamental services: “Intelligent
Connectivity,” “Deep Connectivity,” “Holographic Connec-
tivity,” and “Ubiquitous Connectivity.” These different types
of connectivity together set up the overall 6G vision. In con-
trast, the 5G vision puts emphasis on information exchange
and IoT, while the communication range for connectivity is
limited to 10 km space above the earth surface. Although 5G

is underway to standardize the nonterrestrial network
(NTN) technical characteristics, the technical systems and
standard of cellular, and satellite networks involved in the
architecture of NTN are still independent of each other,
and special gateway equipment is needed for their connec-
tivity and interaction [29]. Its efficiency and communication
capability can hardly fulfil the future ubiquitous connectivity
requirements. To fulfil the future connectivity require-
ments, 6G will require to support the space-air-ground-
sea (SAGS) integration network. This network will require
a unified technical system and standard protocol architec-
ture to realize the ubiquitous connectivity of SAGS
integration in true sense. Besides, instead of real-time
performance, the main emphasize of the 5G mMTC is on
the number of communication links [30, 31], while Ultra-
Reliable Low Latency Communications (URLLC) focuses
on real-time performance and reliability but does not
emphasize on throughput and connections count, which
leads to a decrease in the connection count and spectral
efficiency. To overcome these shortcomings in 5G, the 6G
vision includes reliability, massive connectivity, high
throughput, and real-time performance. The wireless tactile
networks can be presented as a typical scenario which is
described below. Therefore, though some of the fundamen-
tal ideas which are included in 6G vision are already parts
of the 5G, 6G vision is based on advanced objectives to
fulfil the requirements and cope with the challenges of
new scenarios in the future.

1. Service requirements1. Intelligent connectivity
2. Deep connectivity
3. Hologrpahic connectivity
4. Ubiquitous connectivity

Vision Specifications Technologies Research directions

6G

3. Specifications regarding
small cell networks

2. Innovative specification
1. Artificial intelligence

14. Optical wireless comm 
13. Terahertz communications
12. Big data analytics
11. Hologrphic beamforming
10. Dynamic network slicing
9. Access-backhaul networks
8. Sening based communication
7. Cell free communication
6. 3D networking
5. Unmanned aerial vehicle
4. Quantum communications
3. Blockchain
2. FSO backhaul network

1. Peak rate-terabit
2. Higher energy efficiency

4. New theories and tech.

6. Nontechnical challenges

9. HetNets hardware constraints
10. Autonomous wireless systems
11. Sub-mmwave (THz) frequencies
12. Device capability
13. Backhaul connectivity

3. Connection everywhere
and anytime

5. Self-aggregating communications
fabric

7. High propagation and atmospheric
absorption of THz

8. Complexity in resource
management

14. Spectrum and interference
management

15. Beam management in THz
communications

Figure 2: Skeleton of this paper.
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3.1. Intelligent Connectivity. Nowadays, artificial intelligence
(AI) has gained the interest of researchers and become the
most active research topic. Therefore, almost every field is
moving towards the utilization of AI technology. The AI
enabled wireless communication network has become a
foreseeable trend [32–48]. In recent times, people have
started to attempt the utilization of AI in 5G system [49,
50]; however, the enabling of AI in 5G systems is possible
only as optimization of conventional networks based on
AI, instead of a new one. AI-enabled 5G will change the
dynamics of the networks. Even though the initial 5G archi-
tecture is more flexible (software definable), but AI has not
been considered in it, therefore, it is still considered to be
conventional network architecture. Secondly, even though
the development of AI technology is speedy enough, and in
many areas, it has proven its performance efficiencies; still it
is in the experimental phase in most of the other fields. The
enabling of AI in wireless communication technology is in
its early research phase, and a long-term research planning is
desirable before the actual technology grows up to maturity.

The growing tendency towards AI indicates the high
probability of technology growth in the upcoming decade.
In addition, believing that the upcoming 6G networks will
be growingly massive and heterogeneous, and different
application scenarios will become growingly dynamic; the
active use of AI is expected to cope with these challenges.
It is envisioned that the upcoming 6G will bring a revolution
in the applications scope of conventional cellular systems
and turn into the main Internet supporting all the opera-
tions in every industry and society. If the upcoming genera-
tion networks still utilize the current unified communication
models to handle the very complex and diverse applications
in 6G era, it will be faced with many severe challenges [51].
Therefore, we consider that building the AI-based 6G net-
work will be an unavoidable move, and “Intelligent” will be
its essential feature, resulting in “Intelligent connectivity.”

The “Intelligent Connectivity” characteristic can be con-
sidered as an essential intellectualization of communication
networks: intellectualization of connecting units (terminal
devices) and intellectualization of network architecture and
elements. In future, lots of issue will be faced in the realiza-
tion of 6G networks: growingly massive and complex
networks, massive densification of terminal devices, and
complex business models. “Intelligent Connectivity” will
simultaneously fulfil two demands: (1) all the connected
network devices need to be intelligent and (2) the need of
intelligent management for the growingly massive network.

3.2. Deep Connectivity. Conventional cellular systems
(including 5G) are based on the vision of deep coverage,
basically for the optimization of deep coverage of indoor
access requirements. Deep coverage in indoor can be attain
through macro base stations (BS) deployed in outdoor or
wireless nodes deployed in indoor. 4G and prior cellular net-
work generations were focused on people-cantered commu-
nication. In contrast, from 5G and onward, this focus has
been shifted to the simultaneous and real-time communica-
tion of things, which is called Internet of Everything. There-
fore, the architecture and implementation of 5G and onward

generations require considering of deep coverage require-
ments for both the users as well as objects.

As the human productions and living space are increas-
ing, the scenarios and categories of information exchange
are turning growingly complex. From 5G and onward, the
Internet of Everything will encourage the speedy growth of
IoT communications, and it is expected that this growth will
keep increasing in coming few years. Furthermore, the
requirements for the Internet of Everything will drastically
rise in the following four perspectives: (i) the deep expansion
of the activity space of connecting objects, (ii) deeper per-
ceptual interaction, (iii) deep data mining in physical world,
and (iv) in-depth nerve interaction [52]. Thus, from deep
coverage, the access requirements will change to “Deep con-
nectivity,” and its main features will include telepathy, AI,
and deep sensing.

3.3. Holographic Connectivity. Virtual and augmented reality
(AR/VR) is supposed to be among the most significant 5G
requirements, specifically for high throughput applications.
5G will have the capability to allow the transformation of
AR/VR of existing stationary wireless access into mobile
wireless AR/VR. Once the utilization of AR/VR becomes
convenient without location constraint, it will speed up the
growth of AR/VR services, followed by speeding up the
maturity and growth of AR/VR itself. After one decade, most
of the media communication are generally imagined as
planar multimedia, and holographic information interac-
tion, high fidelity AR/VR-based communication, and holo-
graphical interaction will turn into realization. Holographic
communication will be ubiquitous to allow people for mak-
ing full advantage of the holographic interactive capability
anywhere, which is the real purpose of “holographic connec-
tivity.” To achieve holographic connectivity, lots of chal-
lenges will be faced [53]. A number of articles have been
focusing on the utilization of AI technology to cope with
these challenges [54–56].

3.4. Ubiquitous Connectivity. Anywhere, anytime type of wire-
less access is the need of conventional cellular networks also.
However, as per the communication needs of people, 5G will
significantly expand the scope of space and information
exchange types in IoT. The equipment activity rangewill signif-
icantly increase the geographic range of communication, com-
prising detectors installed in deep sea, human/unmanned aerial
vehicle (UAV) in the medium and high altitude, intelligent
remote-control equipment, autonomous robots in the harsh
environment, and so on. Besides, human activity space is also
increasing quickly due to the speedy improvements of technol-
ogy in the areas of deep-sea exploration, astronautics, and the
enhancement of survival ability in specific natural situations.
For example, there may be high chances for people in 2030-
2040, to approach the outer space. Consequently, the needs
for satellite-ground communication and satellite-space craft’s
communication will be more common than that of conven-
tional communication. The abovementioned communication
scenarios will stimulate the needs for “anytime, anywhere” con-
nections in 2030~ and beyond; that is, by achieving “Ubiqui-
tous connectivity” in real sense, a vast world will turn into
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easily accessible place. The ubiquitous connectivity main fea-
ture is the integration of SAGS communication. In comparison
with deep connectivity which focuses on the depth of the con-
nected object, the focus of ubiquitous connectivity is on the
breadth of the distributed area of the connected object [57].

Summarizing the above discussion on the four visions of
upcoming 6G, intelligent connectivity performs as a nerve
and brain of the 6G, while the remaining three features con-
stitute the of 6G trunk as shown Figure 3. When these four
features combine, the communication system will be more
improved, the information will break through the time as
well as space constraints, the distance between network
devices will be minimized, the uninterrupted integration of
human and everything will become reality, and finally the
overall 6G vision will be realized.

4. 6G Specifications

It is highly expected that 5G will be unable to deal with the
market requirements after one decade as it is faced with
many challenges, for example, latency, throughput, deploy-
ment costs, energy efficiency, hardware complexity, and reli-
ability. To fill the gap between the market requirements and
the capabilities of 5G, 6G will be an appropriate choice.
Based on the previously discussed 6 visions, the basic 6G
goals are (a) latency minimization, (b) global connectivity,
(c) massive connectivity, (d) enormously high data rates,
(e) energy efficiency of network devices, (f) connection reli-
ability, and (g) machine learning-based connected intelli-
gence [58].

4.1. Service Requirements. The main services that 6G systems
will provide contain mMTC, URLLC, IoT, tactile internet,
AI-based communication, and Enhanced Mobile Broadband
(eMBB). In addition, high network sum-rate, capacity,
energy efficiency, and data security are also among the main
services of 6G.

It is envisioned that the number of simultaneous wireless
connections provided by 6G will be 1000 times more than

that of 5G system. One of the main features of 5G named
URLLC will also be part of the 6G. URLLC will provide less
than 1ms end-to-end delay [11]. In comparison with the
area spectral efficiency, volume spectral efficiency is expected
to better outcome in 6G [28]. In addition, 6G will support
advanced improved technology which in turn will result in
ultralong battery life. Furthermore, mobile units will not
require to get charged alone.

4.2. Different Innovative Specification

4.2.1. Satellite Integrated Network. To realize worldwide con-
nectivity, 6G is envisioned to combine satellite, airborne, and
terrestrial networks. This way, the 6G vision of Connect
Anywhere Anytime will be addressed [59].

4.2.2. Connected Intelligence. In comparison with the previ-
ous wireless network generations, 6G will support the shift
from “connected things” to “connected intelligence” [21].
Consequently, AI will be utilized in every phase of the com-
munication procedure. The ubiquitous utilization of AI will
develop a new model of communication systems.

4.2.3. Smooth Combination of Wireless-Information and
Energy-Transfer (WIET). 6G will also provide the wireless
transfer of power to support wireless charging of battery
units, for example, sensors and smartphones. It utilizes the
same waves and fields as wireless communication systems.
It will make the sensors and smartphones able to charge dur-
ing communication through wireless power transfer. In
addition, increasing the lifetime of wireless charging systems
for batteries is also the potential capability of WIET [60].
Therefore, battery less devices are envisioned in 6G systems.

4.2.4. Universal 3D Connectivity. Controlling the functional-
ities of core networks through aerial vehicles and satellites
will lead to the Universal Connectivity in 6G era [61].

4.3. General Specifications regarding Small Cell Networks.
The concept of small cells in cellular systems is presented

Intelligent
connectivity

Overall 6G vision

Artificial intelligence
Tactile internet
Telepathy

Holographic communication
AR/VR pervasive everywhere
Ultra-high fidelity AR/VR

Connection everywhere
Connection anytime
Air, space, ground, sea

Hologrphic connectivity

Deep connectivity Ubiquitous connectivity

Figure 3: Sixth generation vision.
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to enhance the quality of received signals as a consequence
of enhancement in the network spectral and energy efficien-
cies [62] and sum-rate [63–65]. Thus, small cell networks is
an important consideration for 5GB. Therefore, like 5G, 6G
will also include this type of network model.

4.3.1. Dense Heterogeneous Networks (HetNets). Dense Het-
Nets [66, 67] is another vital 6G feature. Multitier networks
comprising different types of access points will enhance the
network quality-of-service and decrease the cost [68].

4.3.2. High-Capacity Backhaul. The backhaul communica-
tion must be featured by high-capacity backhaul networks
to allow a massive traffic. Free space optical (FSO) commu-
nication systems and high-speed optical fiber are potential
solutions to this issue [69].

4.3.3. Virtualization and Softwarization. Virtualization and
softwarization are two main features of 5G and beyond that
are foundations for the design process to guarantee reconfi-
gurability, flexibility, and programmability. Besides, they will
make possible the sharing of same physical infrastructure
among billions of network devices [70].

5. 6G Technologies

6G is the combination of several technologies, few of which
are briefly discussed in the following.

5.1. Artificial Intelligence (AI). Among all the envisioned for
6G, AI is the most significant and advanced [14, 18, 20, 71,
72]. In 4G systems, AI was not included while the forthcom-
ing 5G will support a limited use of AI. However, there will
be full support for AI in 6G. The rapid developments in
machine learning will result in efficient intelligent networks
in 6G which will lead to achievement of real-time communi-
cation. Through different analytics, AI will be able to find the
method for execution of complex target tasks [73]. Improving
the energy efficiency, decreasing the communication and pro-
cessing delays, time efficient network selection, and handover
efficiency [74] will also be the salient features of AI. In addition,
AI will play a vibrant part in intermachine, human-to-machine,
and machine-to-human communications. Communication
systems based on AI will be supported by meta-materials,
intelligent networks, intelligent devices, machine learning,
and self-sustaining wireless networks.

5.2. FSO Backhaul Network. Owing distant geographical sit-
uations, it is not always feasible to achieve fiber backhaul
connectivity. FSO is a new trending technology to achieve
efficient backhaul connectivity. The properties of FSO trans-
mitter and receiver are comparable to that of optical fiber-
based system. Hence, the data transfer of both, i.e., the
FSO and optical fiber systems, are also comparable. Keeping
this in view, in addition to the optical fiber networks, the
FSO backhaul network is considered to be a capable technol-
ogy for backhaul connectivity in 6G systems [75–77]. FSO
can potentially support a long-range communication in
more than 10,000 km range. Furthermore, it allows cellular
BS connectivity as well as high-capacity backhaul connectiv-

ity everywhere such as underwater, outer space, sea, and iso-
lated islands.

5.3. Blockchain. Another vital technology to handle the 6G
massive traffic is blockchain [78–80]. Blockchains are a type
of the distributed ledger technology which is a database
spread over multiple processing units. Each processing unit
keeps a duplicate version of the ledger. As it is controlled
by peer-to-peer networks, so, there is no need of centralized
server for its existence. The blockchain data is assembled
and organized in blocks which are linked with each other
and protected via cryptography. It is principally a suitable
counterpart to the mMTC with enhanced security, scalabil-
ity, and reliability [81]. Thus, it will offer many services, like
traceability of data, self-regulating of IoT communications,
and reliability of mMTC in 6G.

5.4. Quantum Communications. Unsupervised reinforce-
ment learning is an efficient technique to achieve the envi-
sion goals of 6G. In contrast, the supervised learning
technique will not be able to deal with the labeling of mas-
sive data produced in 6G. As labeling is not required in
unsupervised learning, so, it can be utilized to develop com-
plex networks. Furthermore, when reinforcement and unsu-
pervised learnings are combined, it can lead to the possibility
of network operation in a real autonomous way [82].

5.5. Unmanned Aerial Vehicle (UAV). UAVs or drone BSs
are supposed to be significant components of the upcoming
6G. In various cases, efficient wireless connectivity will be
achieved with the help of UAV technology. To this end,
the BS units will be deployed in UAVs. There are certain fea-
tures of a UAV which a fixed BS does not provide, for exam-
ple, easy placement and strict line-of-sight. In case of
emergency circumstances such as natural disasters, the
implementation of conventional terrestrial infrastructure-
based network will not be feasible economically and impos-
sible sometimes to deliver any service in such an unstable
environments. In contrast, the UAVs can conveniently cope
with this kind of situations as it can fulfil the important 6G
requirements that are mMTC, eMBB, and URLLC. In addi-
tion, UAVs can also provide several other services such as
the fire detection, network connectivity enhancement, secu-
rity, pollution monitoring, accident monitoring, and surveil-
lance [83].

5.6. 3D Networking. The envisioned integration of different
networks in 6G will allow users to communicate in vertical
extension. In addition, UAVs will be utilized to realize the
3D BSs [84, 85]. The introduction of new dimensions with
respect to altitude will turn the 3D connectivity substantially
changed from the existing 2D networks.

5.7. Communications without the Limitations of Cells. The
combination of heterogeneous technologies and multiple
frequencies will be another potential method to achieve the
envision goals of 6G because, this will allow the seamlessly
internetwork mobility of the users without any physical
change in the device configurations. The suitable network
will be chosen spontaneously among the accessible
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networks. Thus, the limitation of cell-based wireless com-
munications is overcome. Currently, the user intercell
mobility in dense networks results in frequent handovers
which may cause an increase in handover failures, data
losses, and handover delays. The cell-free model of 6G will
deal with all these issues. This type of communication model
can be attain by adopting multitier communication architec-
ture and associated techniques and mMTC [86].

5.8. Sensing-Based Communication. An important move
towards autonomous systems is the potential to uninterrupt-
edly sense the frequent and random variations in environ-
ments and the information communication amid multiple
device units [87]. In 6G, the strict integration of sensing with
communication is proposed to achieve autonomous systems.

5.9. Integration of Access-Backhaul Networks. The 6G net-
works will be massively dense in terms of access networks.
Every access network will be coupled with backhaul connec-
tivity networks, such as FSO and optical fiber. To deal with
this massive densification of access networks, strict integra-
tion of the access network with backhaul network is pro-
posed in 6G [88].

5.10. Dynamic Network Slicing (DNS). DNS makes the net-
work operators capable of dedicating virtual networks for
the optimized distribution of services to different types of
industries, machines, vehicles, and users. Among the poten-
tial 6G technologies, DNS is the most significant as it can
manage the situation where a huge number of users is asso-
ciated with a huge number of HetNets [89].

5.11. Holographic Beamforming. Beamforming is a common
technique for signal processing where an antenna array is
used for the directive transmission of radio signals. It is a
group of smart and advanced antennas and has multiple
benefits, such as improved network efficiency and low inter-
ference. Holographic beamforming (HBF) is an advanced
technique to achieve beamforming and is substantially dif-
ferent from the MIMO [90, 91] systems as it utilizes
software-defined antennas. It is supposed to be an efficient
and effective technique in 6G to achieve the efficient com-
munication in multiantenna communication network units.

5.12. Big Data Analytics. To investigate a range of large data
sets also known as big data, Big Data Analytics technique is
used. This technique reveals information, for example, cus-
tomer inclinations, hidden patterns, and unknown correla-
tions to guarantee the seamless data management. The big
data is collected from a range of sources, such as social net-
works, videos, sensors, and images. It is supposed that this
technology has the capability to deal with massive data in
6G systems [92].

5.13. New Spectrum-Based Technologies. Spectrum is a lim-
ited resource and foundation for any wireless communica-
tion. The rising wireless traffic needs the future wireless
systems to increase their spectrum resources. For 6G, the
terahertz spectrum and visible light spectrum are envisioned
as two capable spectrums. The use of terahertz frequencies in

wireless communication has been appreciated by Japan and
many European and American countries. In addition, it has
also gained strong interest of the ITU. Visible light-based
technology is a modern a development which is a potential
alternate for short-range wireless communication in 6G. In
the following, these two technologies are briefly discussed.

5.13.1. Terahertz Communications. Spectral efficiency is
among the most important objectives of every cellular gener-
ation and can be further improved by increasing the band-
width. In 6G, spectral efficiency can be attained using THz
communication technology. The RF band is now insufficient
as it is not able to meet the growing 6G demands. To cover
this deficiency in 6G, the THz band is an appropriate choice
[93, 94] as it is envisioned as the future spectrum for data
hungry applications. THz waves generally have frequency
and wavelengths in 0.1-10 THz and 0.03-3mm ranges,
respectively [95]. As per recommendations of ITU-R, the
band ranging from 275GHz to 3THz is supposed to be the
suitable portion for cellular communications because this
band is not specified for any other purpose globally, and it
can provide high data rates. This proposed portion of THz
band when added with the mmWave band ranging from
30 to 300GHz and can improve the overall 6G cellular com-
munication capacity. More specifically, this addition results
in at least 11.11 times increase in the total band capacity.
Of the THz band, the specified cellular band lies on the
mmWave, while the band ranging from 300GHz to 3THz
lies on the far infrared band. Furthermore, the band ranging
from 300GHz to 3THz is located at the border of optical
band and sharply next to the RF band, thus, resembles to
the RF. The THz communication core features comprise
ultralarge bandwidth and high path-loss [96].

5.13.2. Optical Wireless Communications. Optical Wireless
Communications (OWC), which involves ultraviolet, visible,
and infrared bands, is an expected replacement of the cur-
rent RF technology. Among the three mentioned bands,
the most useful is the visible band which is discussed in
the following.

OWC system in 390 to 700 nanometer range is typically
known as Visible Light Communications (VLC), which uti-
lizes the potentials of LEDs to attain high data rates along
with illumination. In contrast to the RF-based communica-
tion, VLC is more advantageous from the following four
perspectives. Primarily, VLC allows the utilization of unas-
signed large THz bandwidth, which can be utilized without
any bounds and authorization of spectrum regulators. In
addition, VLC does not lead to electromagnetic (EM) radia-
tion nor is it prone to interference from other EM radiation,
so it is suitable to be utilized in different places, such as air-
craft, hospitals, chemical plants, and gas stations which are
usually sensitive to EM interference. Furthermore, the VLC
network security is higher, because it utilizes the visible light
as transmission medium, which is unable to penetrate the
wall like obstructions, and the transmission remains
restricted to the visual range of users only. Consequently,
the transmitted information remains restricted to a building,
which guarantees the information security from the outer
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malicious interception. Finally, VLC allows the speedy estab-
lishment of wireless networks. In case of RF-based commu-
nication, the BS deployment and their maintenance costs are
significantly high. The indoor VLC technology can utilize its
indoor illumination source as the BS, to allow users to con-
veniently utilize the indoor wireless services. The common
use cases of OWC include submarine communication (to
cope with attenuation and EM interference), short-range
communication, and optical hotspots (especially in indoor
case) [97–100].

6. Challenges and Future Research Directions

Several technical problems need to be solved to successfully
deploy 6G communication systems. A few of possible con-
cerns are briefly discussed below.

6.1. Peak Rate-Terabit. In previously mobile communication
era, the users were really concerned about peak rate, which is
one of the key technical indicators that the first generation of
wireless mobile communication systems have been pursuing
since its inception. In fact, 6G further enhances the peak
rate. According to an idea, 6G peak rate will increase up to
Tera (bits/sec). Here, we quantitatively predict the peak rate
in next decade up to 2030. Secondly, from 6G vision, two
applications need significant increased peak rate, (1) intelli-
gent applications and (2) big-data-based application, and
analytics requires massive data transmission. Intelligence
systems can be driven force for next generation communica-
tion technology. Also, high fidelity augmented/virtual reality
(AR/VR) and holographic communication will be imminent
applications carry by 6G, with the promise of providing
higher data rate than existing wireless communication
systems and also to provide high fidelity not only higher data
required but with minimum latencies. It will increase
throughput and minimize delay. Moreover, by AR/VR
mean, we need communication anytime anywhere with high
data rate, which would be another challenge for 6G.

6.2. Higher Energy Efficiency. Ultrascale mobile communica-
tion system becomes necessary part of world’s energy utiliza-
tion. It occupies considerable operating system costs with
production of large carbon emissions. As proposed, future
6G technology will be capable to produce ultrahigh band-
width, throughput, and with large number of wireless nodes,
which results in extra challenges to energy consumption.
Compared to spectrum efficiency and bandwidth, energy
consumption is more serious issue as it will increase user
cost. Therefore, we have to reduce this energy consumption
as much as possible in per bit (J/bit). Further, the pervasive
deployment of wireless sensors nodes along with human
production and living space will trigger two important
energy consumption issues; first pervasive deployed sensors
will result in huge energy consumption, and second, the
energy supply for largely placed sensors effectively would
be a challenge. Also, the connected devices in 6G technology
will bring mega data processing with power consumption of
huge number of installed antennas for 6G technology oper-

ations. Due to these important energy consumption prob-
lems, Green communication can be suitable solution [101].

6.3. Connection Everywhere and Anytime. We are living in
the world where technology changing second by second,
which makes human life more advance and comfortable.
With the rapid growth of information and communication
technology, the space of human connections will be expanded
where active area will have no boundary. In this 6G communi-
cating, nodes like nodes in IoT will be spread over large area,
which makes the communication unbounded. The future
communication should be truly capable of providing efficient
connection to Internet of Everything (covering deep sea, air,
large geographic areas), multipurpose communication and
computing (covering artificial intelligence, deep learning,
SDN, Internet of Vehicles, big data, etc.). In short, the funda-
mental phenomenon of future technology should be that any-
one can communication and connect to anything at any time
efficiently [102].

6.4. New Theories and Technologies. In fact, to fully incorpo-
rate 6G technology, we need to push-up available spectrum
resources for use and implement. Also, some basic theories
need to be aligned with the need of future 6G technology.
Further, refereeing to the 6G vision, we require break
thoughts in several key areas, which will include improved
channel coding and modulation schemes, millimeter wave
solutions, Tera Hz communication, AI supported advance
technology mechanism, etc.

6.5. Self-Aggregating Communication Fabric. The previously
used technology standards like 3GPP or 4G claimed to inte-
grate variety of technical standards, but after passage of time,
these becomes self-enclosed standard systems. At first, the
3GPP standard tried to solve many challenges by itself, but
with time passage, the integration of multiple devices and sys-
tem becomes harder due to latest industrial and technology
advancement. Therefore, to better provide interconnectivity
of all things, 6G should be able to dynamically integrate differ-
ent technology systems and networks, although 5G capable to
integrate different networks but only combined or semistatic
mode. Further, 6G needs to integrate different technologies
with devices in a more efficient and intelligent way so dynam-
ically and adaptively meet new complex and diverse technol-
ogy standards and professional needs.

6.6. Nontechnical Challenges. For smooth transition of 6G,
there are many nontechnical challenges along with the
abovementioned technical challenges. In nontechnical chal-
lenges, we have to overcome different aspects like marketing
factor, trade barriers, customer desires, rules, and regula-
tions by the authorities. Compared to 5G, 6G will boost
almost every aspect of socialism and life more adequately
and will be closely integrated with other vertical industries.
Also, the spectrum allocation and restrictions by authorities
are also not-technical issues. For example, the use of tera-
hertz spectrum in 6G requires different countries and region
collaboration interim of coordinated allocation across the
world to agree upon on a uniform band range as much as
possible. Also, coordination with users in other spectrum
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like meteorological radar or satellite communication will be
more restricted in policies. As there should a central policy
with consensus of different countries and region for the
solution of orbit and satellite communication spectrum
resources. Besides, compared with existing ground commu-
nication, satellite communication will face more issue in fac-
ing global roaming handover. Presently, different countries
and commercial industry working to build coordinated
satellite communication systems; however, to make this
communication independently deployed system would be
very complex and challenging. Further soon after the mobile
communication emerged many vertical industries have dif-
ferent characteristics, it has to deal with user habits with
huge differences. It would be great challenge to change user
habits and inherent ways of things among diverse industries
to adapt new rules and policies more quickly and efficiently.

The 6G vision is interesting along with numerous chal-
lenges from integrated key technologies in 6G. According
to an idea, 6G will provide Tera bits/sec and be able to
support 1000+ communicating nodes per person in 10 years
(up to 2030) with smooth connectivity anytime anywhere.
The future belongs to completely data-oriented society,
which bring users and thing are connected universally as
small technology hub and things going to have instanta-
neously in milliseconds in this universal connected world.

6.7. High Propagation and Atmospheric Absorption of THz.
In fact, the high terahertz frequencies provide huge data
rates. However, THz need to overcome the challenge of data
transfer over long distances due to different atmospheric
absorption and propagation-path loss [103]. This demands
an updated design of transceiver for THz communicating
systems. This transceiver would be able to operate on fully
avail be high bandwidths and frequencies. Communication
issues must be addressed properly. Health and safety mea-
sures using THz also be kept in mind, and problems
emerged from it need to addressed.

6.8. Complexity in Resource Management for 3D Networking.
With emergence of 3D networking, a new dimension added.
Also, numerous malicious actions may legitimate the desired
information and results in degrading the system perfor-
mance. Therefore, new improved techniques for 6G resource
management, optimization for handover-mobility, multiple
access, and routing protocol are urgent priorities.

6.9. Heterogeneous Hardware Constraints. In 6G, a very large
of numerous and heterogeneous communication including
high frequency bands, different network topologies, service
delivery, and many more will be involved. The existing hard-
ware settings will be changed for access points and mobile
terminals in 6G. Furthermore, MIMO techniques will be
updated in transition from 5G to 6G; hence, it requires com-
plex architecture. The routing protocols and algorithm will
be more complex. Similarly, the hardware design is different
for several communication systems. Also, the emerging
needs to use AI, unsupervised, and reinforcement learning
would be challenging in terms of complex hardware design

and implementation, while integration of all these commu-
nicating and intelligent systems is also a big issue to solve.

6.10. Autonomous Wireless Systems. 6G industry will also
able to provide services to automation systems such as intel-
ligent transportation, unmanned vesicle, wireless drone, and
Industry 4.0 using AI. To make intelligent autonomous wire-
less systems, we need convergence of subsystems, e.g., AI,
machine learning, autonomous computing, and heteroge-
neous wireless systems [104]. Due to these integrations,
overall system complexity and developing model become
more complex. For example, to deploy fully intelligent vehi-
cle system for unmanned vehicle would become more chal-
lenging for researchers and industry to overcome all aspect
and complexity design of intelligent vehicle systems.

6.11. Modelling of Sub-mmWave (THz) Frequencies. Due to
the propagation characteristics, the mmWave and sub-
mmWave (THz) are dependent on atmospheric conditions:
therefore, dispersive and absorptive effects are seen [105].
As atmospheric condition is changeable and hence unpre-
dictable, the channel modelling of this band would be very
complex, and it is quite possible that this band does match
perfect channel modelling.

6.12. Device Capability. The 6G technology will support new
features and device capabilities. However, it would be chal-
lenging to get 1Tbps throughput, compatible AI, and inte-
grated sensing features using the existing devices. Also, 5G
devices need to be upgraded as they may not be fully com-
patible to 6G features. No doubt, it will increase the overall
cost. As there are numerous devices connected to 5G tech-
nologies, so urgent need is to ensure the compatibility with
6G technology.

6.13. High-Capacity Backhaul Connectivity. The density of
access networks will be increase in new 6G networks, as
access networks diverse in nature and will cover large geo-
graphic area. Each of these access networks requires high
data rate connection for diverse applications. The backhaul
in 6G technology will be capable to provide high data rate
connections between access networks and core network to
support high data-driven applications at user end. One solu-
tion can be optical fiber and FSO for the high capacity back-
haul system. However, how to improve the capacity of
existing networks would be a challenge in 6G.

6.14. Spectrum and Interference Management. Managing 6G
spectrum resources and interference problems is not easy
and requires effective handling of spectrum sharing policies
and updated spectrum management solutions. As effective
spectrum handling is important for efficient resource utiliza-
tion with high QoS. Researchers and industrial expert need
to look issues such like how to manage and share spectrum
in heterogeneous networks that synchronize the transmis-
sion at same frequencies. Also, they need to investigate the
interference cancellation techniques, such as parallel inter-
ference cancellation and successive interference cancelation.
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6.15. Beam Management in THz Communications. Beam-
forming using MIMO is promising candidate to provide
high data-driven communications. However, its manage-
ment in sub-mmWave or THz is very challenging due to
wave propagation characteristics. Hence, effective beam-
forming management in terms of unfavorable propagation
characteristics is a big issue to solve in MIMO [75]. While
for smooth handover, it is important to select optimal beam
efficiently in high mobility networks.

7. Conclusion

In this research paper, we have provided a detail and system-
atic survey on 6G wireless communication. This survey is
carried out in such a way that initially, the literature on 6G
and different practical research initiatives taken by different
organizations are presented followed by the 6G vision, spec-
ifications, challenges, different candidate technologies, and
future research directions. The vision of 6G is based on
requirements that 5G is unable to fulfil and those services
that 5G is unable to provide. To this end, the vision of 6G
is categorized into four fundamental services: “Intelligent
Connectivity,” “Deep Connectivity,” “Holographic Connec-
tivity,” and “Ubiquitous Connectivity.” Based on discussed
6 visions, the achievable 6G goals are specified which are
(a) latency minimization, (b) global connectivity, (c) massive
connectivity, (d) enormously high data rates, (e) energy effi-
ciency of network devices, (f) connection reliability, and (g)
machine learning-based connected intelligence. To achieve
these specified 6G goals, many potential technologies are
proposed which include AI, FSO backhaul network, block-
chain, UAVs, 3D networking, DNS, sensing-based commu-
nication, big data analytics, and some new spectrum-based
technologies, e.g., terahertz spectrum and Optical Wireless
Communications. To realize the vision of 6G and imple-
mentation of the potential candidate technologies to achieve
the specified 6G goals, a lot of challenges will be faced which
require intense research. These challenges include Peak
Rate-Terabit, higher energy efficiency, connection every-
where and anytime, self-aggregating, high propagation and
atmospheric absorption of THz, complexity in resource
management for 3D networking, heterogeneous hardware
constraints, autonomous wireless systems, modelling of
sub-mmWave (THz) frequencies, and spectrum and inter-
ference management.
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The Internet of Things (IoT) has enabled the invention of smart health monitoring systems. These health monitoring systems can
track a person’s mental and physical wellness. Stress, anxiety, and hypertension are key causes of many physical and mental
disorders. Age-related problems such as stress, anxiety, and hypertension necessitate specific attention in this setting. Stress,
anxiety, and blood pressure monitoring can prevent long-term damage by detecting problems early. This will increase the
quality of life and reduce caregiver stress and healthcare costs. Determine fresh technology solutions for real-time stress,
anxiety, and blood pressure monitoring using discreet wearable sensors and machine learning approaches. This study created
an automated artefact detection method for BP and PPG signals. It was proposed to automatically remove outlier points
generated by movement artefacts from the blood pressure signal. Next, eleven features taken from the oscillometric waveform
envelope were utilised to analyse the relationship between diastolic blood pressure (SBP) and systolic blood pressure (DBP).
This paper validates a proposed computational method for estimating blood pressure. The proposed architecture leverages
sophisticated regression to predict systolic and diastolic blood pressure values from PPG signal characteristics.

1. Introduction

The Internet of Things (IoT) is a rapidly evolving technol-
ogy. The Internet of Things (IoT) is about connecting com-
puting devices, mechanical and digital machines, objects,
animals, and people with sensors and actuators to collect
data and improve wellness, productivity, and efficiency [1].
Smart home, smart grid, and smart city are well-known con-
cepts that are revolutionising our lives.

Using IoT-based remote patient health monitoring is
one of the most promising technological interventions
emerging to bridge the global health equity gap. These IoT
technologies are also known as the Internet of Medical
Things (IoMT). Throughout this dissertation, we will use
IoT and IoMT interchangeably, though we will focus on
the healthcare domain. The Internet of Things can also
improve healthcare and safety. We can get information
about our lifestyle, physical and mental performance, living

environments, etc., by connecting our bodies to the Internet.
This allows healthcare providers to monitor human subjects’
health remotely and continuously [2]. The measured data
may also support evidence-based solutions for disease,
injury, safety prevention, early diagnosis, and treatment.

However, unlike mechanical or digital technologies, the
human body cannot be easily connected to the Internet. It
is possible to connect a digital gadget to the Internet by
including a sensing and networking system. However, hav-
ing a sensing system built in the human body will not allow
us to connect it to the Internet. Large sensing or measure-
ment equipment is typically utilised to carry out the mea-
surement in order to learn about the health state of the
subject. Large measurement equipment, on the other hand,
has a constraint in that it can only be used in controlled sit-
uations for a short period of time. It is therefore impossible
to connect a person’s body to the Internet everywhere at any
time using conventionally employed massive sensing and
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measurement equipment [3]. The inability to connect the
human body to the Internet severely restricts the application
of IoT in the fields of healthcare and security.

Another component and its linked intricate factors may
evolve as the result of an initial health concern caused by one
aspect. The concept map in Figure 1 helps to show the rela-
tionship between the three aspects. Figure 1 depicts some of
the symptoms of stress, such as headaches and dizziness suf-
fering can be classified as either distress or eustress, with dis-
tress being the more detrimental of the two. It is important
to remember that the length of stress is likewise divided into
three categories: short term, episodic, and long term. Acute
stress is characterised by being short and sharp in duration,
while episodic acute stress is characterised by recurrence.
Stress can lead to a lack of adaptation, which can have seri-
ous consequences on relationships, employment, health, and
even on one’s personal well-being in the form of emotional
breakdowns [4]. It is critical to be able to develop a self-
monitoring strategy for dealing with stress. A way for con-
sumers to adapt is created by incorporating these approaches
into the Internet of Medical Things (IoMT).

Studies have shown that stress contributes significantly
to the development of anxiety and hypertension. Anxiety
has also been linked to hypertension in some research.
Figure 1 uses arrows to show this idea. Aside from that,
stress-related illnesses including cognitive decline and heart
disease can be triggered by worry as well. High blood pres-
sure can potentially lead to heart disease.

By keeping tabs on and controlling stress and its side
effects like anxiety and high blood pressure, people are less
likely to suffer from long term and often irreversible health
problems in the future [4]. Furthermore, keeping track of a
patient’s stress, anxiety, and blood pressure levels might assist
the caregiver in establishing an informed diagnosis and initiat-
ing early intervention to prevent long-term damage.

2. Background

It is possible to obtain precise information about body pos-
ture and force exertions using direct methods that make
use of instruments like inertial measurement units (IMUs)
and electromyography (EMG) sensors, among other things.
For example, Vignais et al. used an IMU in conjunction with
goniometers to measure upper-body movement and angle.
The magneto-resistive angle sensors developed by Alwasel
et al. were proposed to measure the kinematics of shoulder
movement. The use of accelerometers to detect the move-
ment of subjects was also common [5]. These methods, how-
ever, are limited to posture recognition and do not capture
information on force exertion, a significant risk factor for
WMSDs60. They should be improved. Force exertion data
could be recorded using EMG sensors. Due to the limited
use of EMG sensors, it was difficult to obtain information
on the total amount of force being exerted by the body as
a whole. Additionally, these methods required the use of
additional instruments or electrodes on the head, truck, or
upper limbs, which was uncomfortable and inconvenient
for the user [6].

2.1. Stress Detection. The scientific community has recently
placed a high value on detecting stress levels from physiolog-
ical signals. However, the majority of previously published
works have either utilised adolescents or failed to mention
a specific target audience. The use of cortisol as a stress ref-
erence for stress detection is another area that has received
relatively little attention. As the ground truth, most studies
have used stress levels calculated from self-reporting ques-
tionnaires such as the DASS 21 [7]. Because of erroneous
stress perceptions, low objectivity, and inconsistent assess-
ment, the results obtained using this method may be skewed.

As shown in Figure 2, we used real-time stress detection
(such as programmers and testers). Physical data is collected
by E4-wristband6 sensors. In this first version, the stress
detector only uses electrodermal activity as an input
(EDA). A brief increase in the EDA signal is linked to
increased sweating and stress. The stress detector’s main
job is to assess the user’s stress level [7–9]. The detector will
label your body if you are stressed. We used Bakker et al.’s
preprocessing steps to allow real-time processing (see
Figure 2 for the involved preprocessing steps). Then, we will
look at how stress is detected.

2.2. Blood Pressure Estimation Models. There is a lot of
research on calculating blood pressure from physiological
cues (PWV). Repeated sensing or a dual element probe is
required. Calculate PWV using a dual element PPG probe.
And here, used three signals (ECG, PCG, and PP) to calcu-
late pulse transit and arrival time to predict blood pressure
(PPG). Using a Ballistocardiogram, blood pressure is calcu-
lated in [10] (BCG). We developed a new method for mea-
suring blood pressure using a PPG-based single sensor and
single probe.

The current study examined two new Adobos models
(MLP and DT) as well as the traditional Maximum Ampli-
tude Algorithm (MAA) method based on predefined charac-
teristic ratios. The classic MAA approach depends on a
constant characteristic ratio to determine SBP and DBP.

Activity
monitoring

(accelerometer
values)

Body temperature
variability

(temperature
values)

Sweat analysis
(humidity

sensor values)

High stress recognized

Normal stress recognized

Figure 1: Logical analysis for stress detection.
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The SBPR and DBPR fixed values were calculated using our
Reference Scoring averages (RSs).

3. Methodology

To collect, process, and analyse the massive amounts of data
generated by medical sensors, the proposed framework
makes use of three key steps. In the first step, a large volume
of data is collected. In the second step, data storage is dis-
cussed. In this step, Hbase is the database used to store the
data. Step 3 is all about making a prediction.

3.1. Data Collection. There are three layers to the proposed
health monitoring systems. Data collection is done at the
top layer, followed by storage and analysis at the bottom.
Using a wearable device that is implanted in a patient, the
first layer collects medical data from the patient and contin-
uously transfers it to the second layer [11]. It records data
when a value exceeds a preset limit, then issues a warning,
and sends a message to family members and caregivers. An
alert message would be sent via wireless networks in the
framework. Data is stored on Amazon S3 in an algorithmic
representation of the observed clinical values.

3.2. Storage of Medical Data. Because smart devices gener-
ate a lot of data, traditional query-structured databases can-
not handle it. That is why I used big data in this study. The
medical data is stored in a distributed fashion using Apache
and Hbase in this paper [12]. There is not enough room in
devices and computer memory to store all of the data that
is generated. Stability and elasticity are provided by the
proposed method, which makes use of the cloud. An Ama-
zon account is created for data storage, and clinical data

can be stored using Amazon’s simple storage service S3.
Monitoring systems send alert messages to Amazon S3
when observed values go above threshold values, which
are then forwarded to doctors along with the patient’s
health records.

3.3. Analysis of Medical Data. The data is analysed using the
decision tree algorithm, which is built on a mining algorithm
for heart disease prediction [13]. There are three steps in this
model. Medical data must first be collected, and then, that
data must be remotely diagnosed as the second step.

A system level flow chart explains the design methodol-
ogies used to develop stress-lysis, while the following subsec-
tions discuss machine learning modelling techniques for
stress-level detection.

3.4. Logical Stress Analysis. Truth table analysis of sensor
values in system determines logical relationships. Logic 0
indicates that the output stress is minimal when the sensor
values are low. Logic 1 indicates that the stress level is high
when all of the inputs are high [14]. It is possible that not
all sensor values, no matter how low they are, will be indic-
ative of stress.

Using a truth table, the sensor values of the system can
be logically analysed (see Figure 2). There is less output
stress when the sensor values are low. It is easy to get
stressed out when everything is going well [15]. In situations
where both of the inputs are high, stress levels will be high as
well. For in-between values, a Sum of Product (SOP) analysis
is performed:

SL = TSR: ASR +HSRð Þ + ASR:HSRð Þ, ð1Þ
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Figure 2: Graph between the systolic short-term blood pressure.
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where TSR is the temperature sensor reading, ASR is the
accelerometer sensor reading, and HSR is the humidity sen-
sor reading. A pictorial representation, representing the
detailed explanation of the fuzzy operation, is represented
through Figure 3.

4. Implementation

4.1. Data Extraction.We built and validated our model using
the MIMIC database in this study. The MIMIC database is
made up of ICU patient recordings with multiple parame-
ters. A total of 72 complete records were downloaded from
the Physio Bank database, varying in length and sampling
rate from 500Hz. For the sake of thoroughness, we will only
be looking at the first 20 records of each album [16]. Subjects
for this study were chosen based on two main selection cri-

teria. To begin, we only included patients whose records
included data from both their PPG and arterial blood pres-
sure (ABP) sensors. Second, only subjects with missing
PPG data totalling more than 10% of the total length of
the data were included in the analysis. Additionally, the
value 0 was used to replace any missing PPG signal values.

The first, middle, and end of each record’s three hours of
data were chosen at random. The final dataset combines
PPG and ABP signals. The ground truth is derived from
ABP data. The next part discusses data preprocessing in
depth.

4.1.1. Feature Extraction. Lee et al. previously proposed
amplitude class features. Amp1 was inspired by the findings
of Baker’s theoretical analysis showing that MAA estimates
are dependent on arterial mechanical properties, BP pulse
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Figure 3: Graph between short- and long-term standard deviation vs. number of features.
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shape, and BP pressure using duration as a basis, and a
second set of features was created. Researchers Dur1 and
Dur2 were inspired by their previous work, which showed
that new relationships between mean cuff pressure and
pseudo-envelopes linking the duration of the MA’s posi-
tion to OMWE improved SBP and DBP estimates. Area
measurements were used to derive the third category of
features.

4.1.2. Feature Selection. It is the feature extraction phase’s
extracted feature that gets sent to the feature selection unit.
To map features from one dimension to another, they must
first be scalar converted. This helps find features with lots of
interdependencies. Multicollinearity features are turned into
features with a comparable look in a lower dimension, mak-
ing it easy to locate and eliminate duplicates. One set of fea-
tures is used for training and the other for testing after being
scalar transformed (30 percent). The data is used to create
the training programme, including the training feature set
and the training objective data.

5. Results

5.1. Results Based on Feature Analysis. This section evaluated
the performance of machine learning algorithms trained on
the training set to estimate continuous blood pressure.
Machine learning algorithms are trained and tested on his-
torical data. The predictive model’s performance will be
evaluated using two metrics: MAE and SD. The result is ana-
lysed in two stages:

(i) Feature Analysis. The mean absolute error and stan-
dard deviation of the top 80 features’ predictions will
be examined in this study. Short-term and long-term
data will be used for this analysis.

(ii) Model Performance Evaluation by Selected Feature.
We will estimate the predictive model’s performance
based on the chosen feature combination in this study.

The Adobos Regress is used to train and test the short-
and long-term data. Figures 4 and 5 show the mean absolute

Table 1: Performance analysis of systolic term blood pressure prediction.

DT repressor MLP repressor AdaBoost (DT) AdaBoost (MLP)
Short term Long term Short term Long term Short term Long term Short term Long term

MAE 2.34 2.56 11.29 16.20 1.69 2.07 22.05 19.59

SD 5.42 6.00 12.35 15.51 4.52 5.97 14.85 15.66

%MAE 87 86 36 23 93 91 13.8 17
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Figure 5: Graph between the diastolic long-term blood pressure.

Table 2: Performance analysis of diastolic blood pressure prediction.

DT repressor MLP repressor AdaBoost (MLP) AdaBoost (DT)
Short term Long term Short term Long term Long term Long term Short term Long term

MAE 1.69 1.55 5.23 6.6 11.01 12.77 1.32 1.15

SD 6.74 6.41 9.12 8.51 13.89 16.38 6.40 4.05

%MAE 94 93 67 54 45 39 97 96
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error for diastolic prediction for the 80 feature combination.
The standard deviation variation is calculated using the 80
feature combination. Figures 5 and 4 reveal the following.

(i) On the other hand, long-term MAE and SD for dia-
stolic prediction are not affected by feature count

(ii) The MAE and SD for systolic prediction increase
with feature count. After a steep initial fall, the
MAE and SD for diastolic prediction stay stable
with feature count

(iii) The MAE and SD function best with 10 or more
factors in diastolic prediction

Based on the above, we need at least ten features to opti-
mise systolic and diastolic prediction. A selection technique
was utilised to prioritise the most critical features, which
were then evaluated for systolic and diastolic prediction.
The PPG signal’s spectral characteristic was ranked 8th out
of 20 features. Consider the peak amplitude’s maximum
and minimum, skewness and kurtosis, frequencies’ arith-
metic mean, and root mean square. 12 characteristics were
obtained from PPG signal and statistical measurements.
Standard deviation, variance, maximum, and lowest were
all present. The Fourier transform or its derivatives pro-
duced no significant selection statistics.

The maximum and minimum PPGs, as well as their first
and second derivatives, were the highest and minimum fre-
quencies of the 8 distinctive traits. Our feature set consists
of ten features obtained from the PPG signal. This provides
us a ten-feature set.

5.2. Model Performance Evaluation by Selected Feature. In
this section, we will look at the four regression models we
created using the ten features we selected. We use metrics
like mean absolute error, Tables 1 and 2 variance, and per-
centage error less than or equal to 5mmHg to evaluate the
work.

6. Conclusion

The major goal of this work is to automatically detect
motion distortions in BP and PPG signals. The algorithms
were tested on a publicly available ICU database, healthy
patients, elderly patients, and arrhythmia patients. That is,
the Adobos Regress or with decision tree as a foundation
outperformed all others in estimating blood pressure values.
Based on this research, the suggested model’s single signal
(PPG) and single probe approach are highly accurate in
measuring SBP and DBP. Wearable devices benefit from
PPG signal monitoring with a single sensor and probe. This
method allows for discreet blood pressure monitoring,
which is useful for long-term in-home care. The current
study only provided a healthy people BP estimation tech-
nique. However, the algorithm’s efficacy across patient pop-
ulations is unknown. Moreover, studies show that estimating
BP in obese patients is inaccurate. The PPG algorithm was
only tested on five older arrhythmia patients (N = 5). Atrial

fibrillation and ventricular arrhythmia (including fibrillation
and T-waves) patients have yet to be studied.
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Studies carried out by researchers show that data growth can be exploited in such a way that the use of deep learning algorithms
allow predictions with a high level of precision based on the data, which is why the latest studies are focused on the use of
convolutional neural networks as the optimal algorithm for image classification. The present research work has focused on
making the diagnosis of a disease that affects the cornea called keratoconus through the use of deep learning algorithms to
detect patterns that will later be used to carry out preventive detections. The algorithm used to perform the classifications has
been convolutional neural networks as well as image preprocessing to remove noise that can limit neural network learning,
resulting in more than 1900 classified images out of a total of >2000 images distributed between normal eyes and those with
keratoconus, which is equivalent to 92%.

1. Introduction

Artificial intelligence (AI) is associated with simulating
human reasoning through machines that are programmed
to think and imitate their actions, which is associated with
learning and problem solving to achieve a specific objective
with the best opportunity that presents itself [1]. It is a
branch of artificial intelligence that seeks to develop tech-
niques or algorithms, which allow a system or machine to
learn patterns from the data provided to predict future
behaviour [2]. Machine learning (ML) has two main areas
to predict events based on data: supervised learning and
unsupervised learning. The basis for each of the previously
mentioned areas starts from human intervention, such as

supervised learning, where human intervention can make
predictions [3]. In contrast, in unsupervised learning, there
is no human intervention for predictions [2, 3]. Deep learn-
ing (DL) is a subfield of machine learning that seeks to use
algorithms that mimic the brain’s functioning, which would
allow machines to become intelligent [4]. Shanthi et al.
(2021) explain that keratoconus is an atypical disease that
affects the cornea, thinning its thickness and deforming it
into a cone shape, thus generating a gradual decrease in
vision, blurred or distorted vision. The causes of this disease
have not yet been identified, so there are several factors.
[5–8] indicate that the computerized corneal topographer
and video kera to scope have been the most used methods
for detecting keratoconus. They also mention the various
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treatments to control the progression of this disease and, in
extreme cases, eliminate it.

The purpose of this research work is to promote the
knowledge of deep learning, which uses artificial neural
networks to perform text processing, image, object, and
voice recognition; the particularity of the application of these
systems is that the algorithm that is used learns by itself, thus
simulating the decisions made by human beings, which is
why the more data there is, the higher the precision. The
main topic of the research work is focused on making diag-
noses using deep learning to analyze the images generated by
the corneal topographer OPD-Scan III. The main objective
of this study is to design and analyze a computer solution
through the application of deep learning on topographic
images to improve the precision of the diagnosis of kerato-
conus in the teaching hospital, Baghdad, Iraq. This work is
limited to the specialist’s availability for data collection
because sensitive data will be treated in the research work—-
the number of images generated by the OPD-Scan III cor-
neal topographer. Deep learning research work related to
the health sector is scarce, so it is an emerging technology.
Based on the Fundamental Methodology for Data Science,
the deep learning application will be developed until the
evaluation stage of the proposed model since the implemen-
tation analysis will not be carried out in the teaching hospital
(BTH), Baghdad, Iraq.

2. Materials and Methodology

2.1. Methodology. The research work is a quantitate work to
study the variables for their subsequent analysis; a correla-
tional scope will be considered because it will analyze how
the proposal of “deep learning application on topographic
images” (independent variable) will behave on the “preci-
sion of the diagnosis of keratoconus” (dependent variable).
Similarly, the Fundamental Methodology for Data Science
will be used since it will provide strategies to solve data
science problems in technology, data, or approaches in an
agnostic way [9].

Paradigm. The paradigm is positivist. It pursues the
rigorous verification of general propositions (hypotheses)
through empirical observation and experiment in wide-
ranging samples and from a quantitative approach to verify
and perfect laws related to education. Its purpose is to verify
and control the phenomena.

Focus. The focus of the research work is quantitative. It
uses data collection to test hypotheses based on the
numerical measurement and statistical analysis, to estab-
lish behavioural guidelines and test theories.

2.2. Variables. Independent. Application of deep learning on
topographic images because it is the phenomenon that will
condition the result of the dependent variable through
actions that will be carried out to comply with what is
proposed in the research work.

Dependent. Accuracy of the diagnosis of keratoconus
because it is the phenomenon that will be affected by the
actions of the independent variable.

2.2.1. Population and Sample. Population. This research
focuses on the number of topographic images that the
BTH has, where 456 images were identified, which are
distributed in 228 healthy eyes and 228 with keratoconus.

Sample. The sample will be intentional since the entire
population is needed to obtain better results in the analysis
of the images.

Analysis Unit. The unit of analysis of the present
research work will be the topographic images since the diag-
noses of keratoconus will be carried out from them.

2.2.2. Analysis Method. Continuing with the use of the
Fundamental Methodology for Data Science [10, 11], the
modelling stage is where the data sets defined in the previous
stage will be used. That is why this research work will pro-
pose five designs with different neural network architectures
as well as the dimension that each image will have to
validate which of them will provide the highest level of
precision concerning learning and testing of the neural
network, the designs proposed for this research work are
the following (Table 1).

2.3. Instruments and Techniques

2.3.1. Instruments. The instruments are related to the tools
that will be used to make the diagnosis of keratoconus;
therefore, in this research work, the tools to be used are
as follows:

(i) Keras: it is a high-level neural network library
designed under the rapid development approach,
where it automatically detects the availability of a
GPU and tries to use it; otherwise, it uses the
CPU to continue with the correct operation; this
library supports both network convolutional and
recurrent [4]

(ii) OpenCV: it is an open-source library that supports
real-time computer vision applications and
improves the computer’s performance concerning
its perception of images (OpenCV, s. F.)

(iii) Python: it is a programming language oriented to
object-oriented programming, which allows rapid
development of web or server applications due to
the simplicity of its syntax (Python, s. F.)

(iv) Jupyter Notebook: it is an open-source web applica-
tion that allows you to compile code from different
programming languages; within the same work
document or book, you can integrate texts, images,
or graphics shared by different means (Jupyter
Notebook, s. F.)

2.3.2. Techniques. In the present investigation, the tech-
niques to be used are associated with the interpretation of
the images through the program that will be implemented
as well as the generation of more images because the number
of images is small, and this may affect the learning of the
convolutional neural network, the libraries that will allow
applying the aforementioned are the following:
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(i) Keras: one of the various functionalities that will be
used in this library is the one that allows generating
a great variety of images with different filters from an
image as a sample, so the size of the sample can be
increased substantially

(ii) OpenCL: it will interpret the images through the
pixels and the intensity of each one of them. The
pixel values range from 0 to 255, and the channel
that presents the image will significantly influence
the program

2.4. Procedures. Fundamental Methodology for Data Science
provides strategies divided into ten stages, adapted from
Fundamental Methodology for Data Science [12]. The first
step of the methodology is understanding the business,
which seeks to define what the problem is and how it can
be solved. The next stage is the analytical approach, which
seeks to adapt the solution using machine learning tech-
niques. One of the techniques that will be used is convolu-
tional neural networks, which is part of deep learning, part
of machine learning, to perform keratoconus detection with
a high level of precision and early detection.

The data requirements define what type of data is neces-
sary for the solution, including multimedia files and flat files.
The type of data needed for the deep learning solution is
images, so the files generated by the OPD-Scan III equip-
ment are needed. The data collection stage is focused on
obtaining the necessary data for the algorithm; on the other
hand, in the data understanding stage, techniques are used
to evaluate the quality of the data, so if errors are found in
the data collected, they can return to the previous stage men-
tioned. In the stages mentioned earlier, a Python program
was developed that allows the necessary information to be
extracted from what was obtained by the OPD-Scan III
equipment since the equipment generated multiple reports
in a single file. The files exported from the specialized equip-
ment contain multiple reports, so only those that contain
“EY” in the name were considered since within that file are
the necessary images. When executing the file extraction, it
generates a new folder where the images to be used in the
research work will be stored. The next process was to list
the cases of healthy eyes and those with keratoconus for
another process to be in charge of distributing and classify-
ing images to the respective category. The next stage is that
of data preparation, in which it is sought to perform image
treatments with the objective that the most valuable sections
can be used, as well as the definition of the data set to be
used in the modelling stage. In this way, the techniques

mentioned in the previous sections were implemented to
generate various cases since the sample is small. Therefore,
a process will be carried out to increase the number of
images. As a first step, the program must obtain the path
of the folder where the images are located since the OpenCV
(Figure 1) library needs it to interpret it as a matrix of n bym
, referring to the width and height, respectively, of the image.

Next, the Keras library was used to increase the data,
where a random rotation of 45 degrees was carried out as
well as the horizontal rotation of the image. By making use
of the data augmentation technique, it generated a signifi-
cant increase resulting in a total of 6609 images that will
be distributed in 3 data sets so that the algorithm can learn
correctly, which are as follows:

(i) Training: set of data that will be used to learn the
proposed model

(ii) Validation: data set that will be used to validate
what the model has learned based on the training
data set, thus making the model learn to classify
incorrectly

(iii) Tests: data set that will be used to evaluate the per-
formance of the model in order to validate whether
it has been classified correctly or not based on the
data provided

The distribution of the training and validation categories
is part of a single group of data since the number of images
they count is too high to make a manual adjustment, so the
distribution of 70% and 30%, respectively, has been made.
While the test data set is independent, the number of images
for each data set to be used in the convolutional neural net-
work is as follows: in this way, by having a more significant
number of images to process, a comparison will be made of
convolutional neural network designs to measure image
classification performance and accuracy. When generating
images, the images were preprocessed using the OpenCV
library, since it allows applying filters to reduce noise or
segments of the image that are not useful, which leads to
causing the model not to obtain a good performance; the
filters to apply are the following:

(i) Gaussian blur: this allows you to apply a blur to the
image in order to reduce noise so that a later process
can continue with the treatment

(ii) Edge detection: this allows you to identify the edges
of the image in order only to treat the most signifi-
cant parts

The images are processed in their original size since they
are subsequently resized according to the input parameter of
the designs.

3. Results

3.1. Current Situation. In the Baghdad Teaching Hospital,
Iraq, the specialized equipment OPD-Scan III is used to
identify different diseases, one of them being keratoconus

Table 1: Results of proposed models.

Test data Execution time Number of layers

Design 1 92.04% 97 minutes 17

Design 2 89.00% 43 minutes 13

Design 3 84.90% 18 minutes 14

Design 4 73.85% 4 minutes 13

Design 5 78.19% 7minutes 22
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through the corneal topographer functionality that the team
has; the procedure to identify the disease consists of measur-
ing the thickness of the cornea. The main reason why this
procedure is chosen is that keratoconus degrades the thick-
ness, so it tends to deform into a cone shape. One of the
peculiarities of the OPD-Scan III equipment is that it allows
identifying the most significant parts of the rings and regions
where deformities occur, resulting in a value expressed as a
percentage value that must exceed the minimum threshold
of 70% to consider that the eye presents keratoconus.

3.2. Development of the Proposal. This research work is
aimed at carrying out a correct classification of keratoconus
disease that leads to an early detection based on the history
of patients who present the disease to carry out treatments
in an initial stage. That is why various designs have been
proposed executed in Amazon Elastic Compute Cloud
(EC2). This platform provides computational resources in
the cloud, allowing the implementation to be carried out
more efficiently than its computer.

The characteristics acquired in EC2 are sufficient to
carry out the processing of the images according to the
dimension established for each design in Table 1. Using a
GPU instead of a CPU makes a significant difference in
terms of learning execution time. Validation and testing of
the proposed designs because a GPU allows multiple tasks
to be carried out simultaneously. At the same time, a CPU
handles the tasks sequentially, and this can generate that a
model that runs in 2 hours using a GPU becomes in 20
hours on a CPU. Due to the scalability it offers regarding
the construction of the virtual machine that one needs, the
characteristics of the acquired virtual machine.

To configure the virtual machine purchased from Ama-
zon EC2, the following components must first be configured:

(i) Key Pair. Component that generates a public key
hosted on Amazon Web Service and a private key
that will allow communication to the virtual
machine through the SSH protocol

(ii) Security Group. Component that allows or denies
access to the virtual machine performs the work of
a virtual firewall

Once the components have been configured, give read-
only permission to the generated private key using the
“chmod 400” command.

Only if the private key has read permissions can the SSH
connection to the virtual machine be made. The exposure of
remote port 8888 through port 8888 of the machine where
the connection was made is because the Jupyter Notebook
application will be used to compile Python code. The default
port the application uses to run is 8888. This is followed by
the execution of the “source activate tensorflow_p36” com-
mand, which installs the base configurations provided by
Amazon EC2. An outstanding feature of the base installa-
tions that were previously made is the use of “tmux,” which
is a program that allows multiple virtual sessions through a
single terminal, resulting in the ability to activate Jupyter
Notebook, view consumption from the GPU, and run
Linux-related or Python-related commands. After running
the Jupyter Notebook application, a URL is generated with
an access code, which allows access to the application that
was exposed locally when starting the SSH connection. We
proceed to load the file where the Python code will be
executed as well as the compressed file that contains the pre-
viously generated images. To complete the environment
configuration, the following libraries must be installed
through the terminal or Jupyter Notebook in order not to
generate errors due to dependency failures. On this occasion,
Jupyter Notebook was used for the installation, which
requests a reboot of the Kernel, which is responsible for
executing the codes by the user.

The workflow of this research work can be represented
in Figure 2.

Table 1 will present the results obtained from the models
when validating the test data as well as the execution time.

Based on the results presented, it is evident that the
convolutional neural network algorithm has correctly clas-
sified the images due to the adequate use of layers in the
design of architecture, thus achieving a result of 92.04%
when performing the classification of healthy eyes and
those suffering from keratoconus; one of the most signifi-
cant parts of the results presented is the execution time,
which in design 1 is not. It has been affected during the
total of defined periods, thus achieving differentiation from
the results of the other designs. Regarding the use of the
Fundamental Methodology for Data Science, the result
obtained refers to the evaluation stage where the test data
set is used to validate the performance of the proposed
model, in this case being design 1, the one that met the
expected approach.

The architecture of design 1 will be presented graphi-
cally to visualize the processing through each implemented
layer and the size associated with each of them. As can be
seen, the decrease in size is carried out progressively when
the “maximum grouping” layer is executed, in the same
way in the use of the “totally connected layer,” which are
in the final part of the architecture since they allow to con-
nect all the neurons and result in a new neuron, where the
classification that is being carried out will be indicated.
The last layers related to “totally connect” are not shown
in Figure 3 because they are in charge of classifying them
based on the neurons assigned to them. Understanding
how image processing is done will present the result of
design 1 with test images.

Image processed with OpenCV with 480px high and 640px wide 

Figure 1: Demonstration of image processing using OpenCV.
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Design 1 made the correct classification of 1908 images
out of a total of 2073; the detail of each number of eyes with
keratoconus and normal is detailed in Table 2.

Next, the confusion matrix will be made to evaluate the
implemented algorithm (Figure 4).

Based on what is presented in Table 2, the following
statements are disclosed:

(i) Positive + Positive = True Positive ðVPÞ
(ii) Positive + Negative = FalseNegative ðFNÞ
(iii) Negative + Positive = False Positive ðFPÞ
(iv) Negative + Negative = TrueNegative ðVNÞ
Knowing the combinations generated by the confusion

matrix, the algorithm metrics will be generated:

(i) Accuracy value here calculated as 92.04% indicates
the number of correct classifications made

The value generated in this metric is the same obtained
in Table 3.

(i) The sensitivity value of 90.56% indicates the number
of true positives that the algorithm has classified

(ii) F1 score of 91.29% indicates the overall value
obtained for sensitivity and accuracy shown in
Figure 4

In relation to the problem presented on the diagnosis of
keratoconus applying deep learning, firstly, in conjunction
with the expert, healthy eyes and those suffering from kera-

toconus were identified to obtain 100% of cases correctly
classified. Subsequently, it seeks to achieve that the evalua-
tions of the proposed solution are carried out. In this way,
the established acceptance criteria can be met, which was
90% of cases correctly classified.

The results are presented in Table 2, and the indicators
serve as support to reject the general null hypothesis because
it is shown that the application of deep learning classifies
correctly and with a high level of precision the cases of
keratoconus as well as overcome the proposed acceptance
criteria threshold.

The last stages of the Fundamental Methodology for
Data Science, implementation and feedback, are associated
with starting up the production environment and compiling
the results obtained from the model to reinforce learning.
These two stages have not been contemplated in the present
research work; however, it could be implemented in a future
work, where you could choose to expose the model through
an API to be consumed by web applications or mobile
devices with the purpose of that the user can provide com-
ments on whether the classification has been correct or not.

4. Discussion

Implemented has been a convolutional neural network for
the classification of X-ray images, stating that the use of this
algorithm can perform the classification of images correctly,
resulting in acceptable values, but that can be improved if
more images were obtained. In the same way, in this present
research work, techniques were used to increase the number
of images and obtain high values in the classification of the
various proposed models; for this reason, I agree with

Images
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date set

Pre processing Model 
training 

Model 
evaluation Final model
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CNN algorithm 
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Figure 2: Workflow of the proposed designs.
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Thivagar et al. [12] if a large number of images are necessary
to process in the world.

In the research work by Kuo et al. [1], it is indicated that
the learning transfer method is used to perform a pretrain-
ing of the neural network, which leads to better results and
also the use of hyperparameters that can improve neural net-
work performance, based on the results obtained in this
research [1, 13–17] on the use of hyperparameters that allow
the algorithm to make the necessary adjustments to improve
performance and even precision.

Accardo and Pensiero [16] explain that the proper use of
filters can improve the neural network’s performance during
the training phase since there is a case of suffering from
overfitting or overfitting, which limits learning and can
generate results with a value low. I agree with Accardo’s
correct use of filters in a neural network since it can limit
learning. In the present research work, the dropout layer
was used to avoid overfitting during training learning.

According to Cao et al. [17], who performed image
classification tests using various algorithms to validate
performance, one of them being the K-nearest neighbor
algorithm applied to computed tomography scans, resulting
in low precision and handwritten digits, where a high per-
centage was obtained; based on this, Seeböck emphasizes
the proper use of the algorithms as well as the hyperpara-

meters to be used. For this reason, in the present research
work, a comparative analysis of the algorithms was carried
out to choose the one that best suited the need to classify
images, which is why Seeböck is in agreement with what
was indicated.

5. Conclusions

The proposed objectives, as well as the results obtained,
allowed us to reach the following conclusions:

(i) The use of convolutional neural networks allowed
validating the correct classification of eyes that pres-
ent keratoconus, which can be seen in Table 2,
where 940 of 1038 images have been correctly clas-
sified. In this way, it can be concluded that the diag-
nosis of keratoconus using deep learning or deep
learning has been satisfactory, managing to comply
with what is proposed in the present research work

(ii) Based on the research works presented in the theo-
retical framework as well as in state of the art, it can
be concluded that the preferred algorithm to
perform a classification of images is that of convolu-
tional neural networks; in the same way, in the
present research work, it was carried out a compar-
ative analysis of the algorithms to be used, resulting
in the application of the convolutional neural
network algorithm

(iii) It is concluded that the designs presented in the
research work have generated mixed results, of
which design one was built taking into account
the mitigation of overfitting as well as a correct
preprocessing that allowed the algorithm to con-
tinue learning without being stopped during the
defined times

(iv) Based on the results obtained, it has been shown
that the execution time of design 1 presents a longer
time compared to the other designs since the learn-
ing process has not stopped by maintaining
constant improvement in the value of the activation
function of the validation data set
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The detection of secure vehicles for content placement in vehicle to vehicle (V2V) communications makes a challenging situation
for a well-organized dynamic nature of vehicular ad hoc networks (VANET). With the increase in the demand of efficient and
adoptable content delivery, information-centric networking (ICN) can be a promising solution for the future needs of the
network. ICN provides a direct retrieval of content through its unique name, which is independent of locations. It also
performs better in content retrieval with its in-network caching and named-based routing capabilities. Since vehicles are
mobile devices, it is very crucial to select a caching node, which is secure and reliable. The security of data is quite important
in the vehicular named data networking (VNDN) environment due to its vital importance in saving the life of drivers and
pedestrians. To overcome the issue of security and reduce network load in addition to detect a malicious activity, we define a
blockchain-based distributive trust model to achieve security, trust, and privacy of the communicating entities in VNDN,
named secure vehicle communication caching (SVC-caching) mechanism for the placement of on-demand data. The proposed
trust management mechanism is decentralized in nature, which is used to select a trustworthy node for cluster-based V2V
communications in the VNDN environment. The SVC-caching strategy is simulated in the NS-2 simulator. The results are
evaluated based on one-hop count, delivery ratio, cache hit ratio, and malicious node detection. The results demonstrate that
the proposed technique improves the performance based on the selected parameters.

1. Introduction

Transmissions nowadays become necessary among devices,
communication servers, and more specifically among vehi-
cles [1]. Vehicle communication leads us towards the new
type of network called vehicular ad hoc network (VANET).
VANET is a special type of network in which one vehicle
communicates with other vehicles and roadside communi-
cations towers. This network contains two types of nodes,
i.e., roadside units (RSU) and on-board units (OBU). Vehi-
cles are moving objects, and the installed equipment is fixed

on roadsides [2]. Communications in VANETs take place in
three categories, i.e., vehicle-to-roadside infrastructure
(V2I), vehicle-to-vehicle (V2V), and infrastructure-to-
infrastructure (I2I) communications. The communication
is possible through the installed wireless communications
infrastructures. Multiple RSUs are installed on roadsides,
which may effectively provide access to content inside vehic-
ular communications infrastructures. A single base station
(BS) that controls the entire communications is possible
inside and outside the communication infrastructure. The
infrastructure-based communication is only possible when
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everything is in the control of RSU and BS. The proposed
framework only considers communications between
vehicles, i.e., V2V communications. The basic concept is to
provide communications among vehicles in a secure
communication environment. VANET enhances road
safety, reduces traffic congestion, and controls traffic infor-
mation sharing. In addition to all this information, VANET
can provide weather information and multimedia content.

Traditional IP-based VANET communications make the
quality of service (QoS) task more complex on the provision
of the services. On the other hand, VANET can provide
benefits in terms of safety applications. Information-centric
networking (ICN) converts content requests from host-
centric networking to content-centric networking [3], where
all requests are handled based on the content names rather
than communication channels. The proposed framework
uses content-based instead of IP-based communications,
which make the system more secure for infrastructure-
based communications. Various architectures have been
proposed, where named data networking (NDN) has gained
higher popularity due to its most effective communication
features in terms of security [4], reliability, and efficiency
[2]. Typically, NDN contains three data structures, i.e.,
forward information base (FIB), pending interest table
(PIT), and content store (CS) [5].

This research was conducted based on VNDN secure
communications among vehicles. Content is stored on
selected vehicles that can handle requests of other vehicles
inside the communication range. The CS caches content
coming from RSUs without any security policy. The PIT
stores the incoming interfaces and pending requests from
vehicles. Another responsibility of the PIT is to create back
link paths from one hop to another inside the request tables.
Finally, the FIB maps the content with the attached prefixes
to arrange content requests of the vehicles. Figure 1 shows
the data exchange in the ICN-based VANET communica-
tions. The NDN routers are fixed, whereas in the VNDN,
the routers are vehicles with high mobility [5, 6]. Since there
is no mobility support in NDN, it results in a frequent data
retrieval failure [7].

The cluster-based network architecture can enhance the
network performance by reducing the number of vehicles
involved in the forwarding. Thus, it enhances network
stability [6, 8]. However, the selection of clusters and cluster
head (CH) in VANETs is challenging due to trust manage-
ment issues. In the highly dynamic nature of VANETs, the
selection of CH is a critical issue. The problem found in this
approach is the detection of compromised requests coming
from malicious nodes. Besides, some malicious vehicles
transfer wrong information, compromise the VANET trust-
able environment, and alter the messages broadcast in the
V2V environment, which can cause serious traffic accidents
and some other critical issues in the VNDN. To improve the
security in VANETs, several schemes have been proposed in
the literature. However, these techniques are not sure to
provide the current V2V security in the on-demand envi-
ronment. Since users in the vehicular environment do not
know each other, there should be a mechanism that can
provide trust and secure communications among the partic-

ipating vehicles to avoid miss behaviors. Here, centralized
trust management does not provide better solution due to
communication delay [9]. Therefore, a distributed trust
mechanism is needed for secure VANET communications.

In the proposed solution, the blockchain mechanism is
used for secure V2V communications. The SVC-caching
strategy has been introduced to cache content in the VNDN
environment. The SVC-caching provides a secure placement
of NDN content on vehicles after the selection of a CH. The
content may be traffic information and popular data with a
high dynamic nature. The proposed strategy is aimed at pro-
viding a secure environment for the selection of the cache
node and content placement. The SVC-caching can also
detect malicious requests received from infected vehicles.
The main contributions of this study are listed below:

(1) proposes a novel strategy for blockchain-based trust-
able V2V communications in a highly dynamic
vehicular environment

(2) selects cluster nodes and CH using a customized K-
Means dynamic clustering algorithm

(3) presents a strategy to place content using an NDN
approach for intervehicle communications in clusters

(4) provides secure V2V communications for reliable
and stable content placement, where vehicles request
entertainment better than other VANET caching
placement strategies

The rest of the paper is organized as follows. Section 2
reviews the previous researches. Section 3 presents the
proposed SVC-caching strategy, clustering transformation,
and a secure placement of NDN content. Research evalua-
tion and discussion on results are presented in Section 4.
The presentation of the feasibility of the SVC-caching and
its contributions are presented in Section 5. At last, the
conclusion and future directions are presented in Section 6.

2. Literature Review

Various strategies have been proposed by the research com-
munity for solving security issues in content caching and
sharing [10, 11]. Each strategy has its own advantages and
limitations. The existing techniques designed for caching
and security of data in the VANET environment are
discussed here in detail.

In [5], the idea of ICN was proposed wherein the leave
copy everywhere (LCE) was supposed to be deployed. LCE
is a reactive caching strategy that cache content on all on-
path nodes lies between the publisher and subscribers. The
beauty of this strategy is such that if a content is accessed
once, its copy would be available for all future requests.
Therefore, the content delay is reduced, and the cache hit
ratio is increased. However, the availability of content on
all nodes increases redundancy, which may fill the node
cache soon, and the new arriving content would not have
space to be stored. In the remaining of the paper, LCE will
be referred to as reactive caching.

2 Wireless Communications and Mobile Computing



In [12], the authors identify that the current host-centric
vehicular model does not support the new device registra-
tion and handling capabilities in a large number. Their
scheme, named PeRCeIVE, is proposed for mobile node
delivery problems. PeRCeIVE is a proactive caching
approach for data placement at right network elements. A
hierarchical namespace is used to name the address for each
chunk of the data packet. The first algorithm calculates the
chunk lists for requested data, and the second one examines
the chunk distribution. The simulation results show that the
PeRCeIVE approach improves the one-hope ratio and
resolves interest ratios in a limited/average number of
cached copies inside the network with a comparable thresh-
old. However, this approach seems to be unsuitable for large
cache sizes because it is better for a limited number of
content cached in a node’s cache.

In [13], a content name-based addressing mechanism,
named neighbor cache explore routing based on trajectory
prediction (PNCE), is proposed that works efficiently in a
dynamic VANET environment. Due to dynamic and weak
network connections among vehicles, it is important to adopt
a routing protocol for message broadcasting in an emergency
situation. With the use of an in-centering cache strategy, the
proposed mechanism works well for reducing redundant
packet traffic and choosing an optimal path for forwarding
information. The PNCE claims to improve the round-trip
delivery ratio. However, periodically broadcasting beacon
messages may cause packet congestion in a network.

With the intention of settling in to VANET scenarios,
a few routing protocols are determined by geographical
locations in the VND environment. For instance, name/
ID-based routing protocol (we will call it IR protocol
throughout the article) [14] judges the next hop by measur-
ing the path between the publisher and subscribers. The main

theme is to get to the destination with a minimum number of
hops. Nevertheless, the IR protocol seems to be imprecise
because of the mobility option. Moreover, IR may not be
deployed in the VNDN since it does not support the in-
network caching capabilities in addition to caching unneces-
sary content on the path [13].

In [15], the authors proposed a group leader and group
members’ strategy for secure V2V communications. In the
proposed methodology, a secure connection is established
between the group leader and member vehicles in a network
by broadcasting asymmetric keys to all member vehicles,
whereas the message is encrypted with a symmetric key.
To manage overlapping vehicles in a network, the authors
proposed a multihop communication mechanism. More-
over, for the authentication of vehicles, the group-based
hybrid model is utilized and malicious vehicles are detected
by comparing the trust score to a threshold value. Based
on the network of vehicles, the paper also discusses the
revocation process, which reduces the certificate revocation
list (CRL) size and increases the network performance. For
evaluation, the scheme combines direct trust calculation
and feedback from neighbor vehicles. The proposed mecha-
nism achieves successful results for trust management. How-
ever, there are maximum chances of content retrieval delay
because of encryption and decryption of keys at each node.

Security credential management system (SCMS) is pre-
sented in [16]. This system is in the transition phase and
develops a dynamic identifier (ID) virtualization method.
Moreover, the method makes difficult for attackers to gener-
ate valid messages in addition to preventing controller area
network (CAN) logs from being analyzed. In [17], a secure
caching mechanism is proposed for VNDN wherein the rep-
utation of nodes is calculated using a blockchain mechanism
to achieve privacy and security. In the NDN environment,
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each node serves as a cache store, forwarder, and consumer
of the data at the same time. Therefore, there should be a
mechanism that can protect the cache content in the VNDN,
which is based on three roles, i.e., forwarder, consumer, and
content store. The authors propose the reputation-based
trust mechanism to calculate the trustworthiness of the
cache store in order to make the communications secure
and reliable. This is achieved by taking the experience of
consumers to give the reputation value to the content store,
i.e., intermediate node on data consumption that provides
the requested content. The requested content is stored in
the blockchain network based on the validation of the con-
tent by consumers. The reputation of each content is
updated after validating it from the blockchain. The same
mechanism will be followed for the content that will be
received by consumers. If the reputation is greater than the
threshold value, then the data will be consumed. In case of
false data received, the consumer will issue a new interest
for the same content. The consumer will create a new block
to send the reputation value to the blockchain network. The
results are compared with the normal NDN approach, which
shows that the proposed mechanism stores zero nontrusted
content irrespective of the caching policy. However, due to
generation of new requests for the same content in the case
of false data received, the redundancy is increased.

A blockchain-based IoT system is developed in [18, 19]
wherein IoT nodes store the private key, whereas the Ether-
eum public keys are stored to perform data provenance in
the IoT network. Many algorithms are presented for IoT
ecosystems, which can be studied in [20, 21]. However, there
are only few solely blockchain-based algorithms. The
authors in [22] deliberate the challenges related to electric
vehicles (EVs) and present a registration and authorization
mechanism for various scenarios. The presented model is a
decentralized security model, which is smart contract and
lightning network in the blockchain ecosystem.

In [23], the authors propose a solution for secure mes-
sage dissemination in VANET using blockchain technology.
In addition, the authors assume that the vehicle is a full node
having the capabilities to mine new blocks and the normal
node helps in the message verification and forwarding pro-
cess. The RSUs and vehicles use asymmetric keys and digital
signature technology for the validation and verification pro-
cess. The miner will be able to mine the block if it solves the
proof-of-work puzzle and gets a nonce value, which is gener-
ated periodically according to the difficulty target of the
vehicle. The authors check the validity of critical messages
through blockchain, which are not encrypted and have local
region of interest (ROI). The validity of the message is veri-
fied by at least 15 vehicles on the basis of proof-of-location.
The mining vehicle will validate the message and calculate
the new trust value of the vehicle’s broadcasting message.
The location certificate is issued by RSU with a time stamp,
which makes the verification process more trustworthy [24].
The session ID will be assigned to the vehicle. The vehicle
will send back its session ID signed with a digital signature.
If the vehicle response is less than the threshold time, then,
the certificate will be issued to the vehicle; otherwise, it
may be rejected. The proof-of-location check will prevent

the denial-of-service, spamming, or other hassle attacks.
The simulation shows that the proposed solution works well
for trusted emergency message dissemination in the VANET
environment. However, several certificates may be rejected if
the vehicle response is less than the threshold time.

In [13], on the basis of cache and geographical parame-
ters, a mechanism, named neighbor cache explore routing
based on trajectory prediction (PNCE), is proposed. Vehicles
are categorized as providers, containing the actual content of
data, and consumer vehicles that request the data. Moreover,
the packets are divided into three categories, namely, beacon
packets, interest packets, and data packets. A forwarding
model that contains four components, i.e., CS, FIB, neighbor
table (NT), and neighbor cache table (NCT), is proposed.
The actual content is stored in the CS, whereas the FIB table
contains the record of the reverse path and each entry has
three associated fields, i.e., node ID, next hop ID, and time-
stamp. Geographical location’s information is cached in the
NT, and neighbor’s cached content is stored in the NCT.
Moreover, the NT is updated on the basis of timestamp
and NCT is updated on the basis of content cached in neigh-
bor’s node. To access information from an unknown desti-
nation for the first time, the interest packets are broadcast
until the provider sends the requested data to consumers.
Each vehicle upon receiving the interest packet either
delivers the requested data or calculates the next hop in
the network, whereas the FIB table is utilized to finding the
closest source by using the distance prediction method. With
the use of an in-centering cache strategy, the proposed
mechanism works efficiently for reducing redundant packet
traffic and choosing an optimal path for forwarding infor-
mation. However, the response latency may increase because
of the interest packet broadcast in the network until the
consumer receives the data sent by the publisher.

In [25], a cluster-based cooperative caching approach is
introduced with the prediction mechanism of the mobility
of vehicles in VNDN. The proposed clustering algorithm
groups similar mobility pattern vehicles within the same
cluster through a prediction technique. After grouping, the
cooperative caching technique based on intercluster and
intraclustering communications for clusters is applied. Fur-
thermore, the most popular caching data and least popular
caching data are handled separately based on the frequency
of access rates. At the end, multiple cache placement and
cache transmission schemes are proposed for VNDN. The
proposed strategy has the advantage of enhancing cache
and network performance for communications. However,
the performance degrades for different types of vehicles
and large cache sizes. In [26], a secure trust model for auton-
omous vehicles is proposed for the authentication of infor-
mation and protection of vehicle tracking in VNDN. The
proposed model contains four entities, i.e., autonomous
vehicle organization, manufacturer, vehicle, and data. A
hierarchical naming for the key generation process is
adopted. The manufacturer assigns a unique vehicular ID
to all vehicles when manufactured. The trust anchor in this
approach is the autonomous vehicle authority who validates
the data by a unique ID assigned to the manufacturer. The
technique stops false data dissemination in the network.
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The second contribution is the protection of vehicle track-
ing, which is achieved by introducing a pseudonym instead
of the vehicle ID, which is used in the certification process
and hides the actual identity of the vehicle. However, this

approach may increase content retrieval delay due to check-
ing the certificates for several times for the content validity.

In [27], a mechanism is proposed to detect various kinds
of attacks and the attack table is updated to record the

Steps:
1. Start
2. VPreviousT ⟵ VNDNB
3.

if (RSUPOL⟵issue()) then
VRSUSessID ⟵ TRUE
TVres ⟵ Threshold
add-message()
else
reject-message()

4. End

Algorithm 1: Message verification policy (MVP) adopted by each normal node.
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abnormal requests. By this way, the unnecessary filling of
cache can be prohibited. To meet the challenges of unneces-
sary filling of cache, the detection and defense cache pollu-
tion based on clustering (DDCPC) is proposed for NDN.
The DDCPC uses three algorithms to calculate the total
number of requests, compute the Euclidean distance
between all data points, and detect CPAs. The simulation
results prove that this is better caching approach in ICN to
avoid filling storage and CPAs. In order to track the target,
i.e., suspicious vehicle, the authors in [28] proposed a strat-
egy based on pertinence zone having a maximum probability
of the presence of the target. The proposed mechanism is
divided into two phases, namely, the discovery phase—in-
volving tracking request broadcast, informing entering vehi-
cles about the target, etc., and the tracking phase—involving
the detection of target and forwarding reply packets to RSUs.
Moreover, for continuous monitoring tracking target, the
authors proposed the concept of virtual RSU in the region
where real RSU is missing. Virtual RSU is selected on the
basis of partitioning of the infrastructure-less region into

different clustering zones. Each intermediate vehicle cooper-
ates in tracking a target by broadcasting a message contain-
ing detailed information about the target. The vehicle closer
to the target acts as virtual RSU for forwarding reply packets
to the real RSU. The network architecture is divided into dif-
ferent zones having starting and arrival points. For initiating
a tracking process, the central server is a node that acts as an
intermediate point between the participating vehicles and an
authoritative entity. The proposed strategy has shown an
effective way to solve security issues, but the response time
is decreased because of checking the content in different
tracking zones.

In [29], the authors have proposed a strategy, named
blockchain-based anonymous reputation system (BARS),
which describes its function, i.e., blockchain, certificate
transparency, and components while making assumptions.
During system initialization, each vehicle submits its private
information including a public key and other legal identifi-
cation information to law enforcement authority (LEA),
which passes the signed warrant to the certificate authority

Steps:
1. Start
2. RSU ⟵ send-Msg(VPK)
3. VNDN ⟵ send(RSU, sessionID)
4. RSU ⟵ send-signedID(VNDN, sessionID)
5. SessionID ⟵ check(VPK, Vthreshold)
6.

if (time < threshold) then
LOC ⟵ publish-LOC (LOC, time, VPK, RSUpK)

else
!published()

7. End

Algorithm 3: Proof of location certification issued by RSU.

Steps:
1. Start
2. Nonce-value-check() ⟵ Bi
3. N⟵ (HðMiÞ‖HðBi − 1Þ‖N)
4. check-trust()⟵ (check(LOC)
&& check-time()&& MIDsg)
5. check(N <Dt)
6.

if (MVNDN ⟵ check − trustðÞ) then
if (checkðMIDsg,Vinf oÞMIDsg)

BnewiVcurrentTrust
update TL ⟵VcurrentT +VpreviousT
m= True Message ++
n= False Message ++

Vcurrent trust + +⟵Vm+n/mtrust
update TL ⟵VcurrentT +VpreviousT

7. add-new()⟵Bnewi
8. End

Algorithm 2: Policy for the message verification of minor nodes and proof-of-work (Pow) consensus.
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(CA) and the CA issues an initial certificate to the vehicle.
On the other hand, the LEA receives certificate updating
requests from vehicles in one of the three cases, i.e., certifi-
cate expiry, threat to private key, or replacement of public
key. Next, the updated public key is inserted into revocation
blockchain (RevBC) after the verification of RSU based on
information broadcast by the CA and LEA during public
key revocation. However, the authentication process is used
for checking certificate expiry and finding proof of present
or proof of absence of a vehicle by matching the root hash
value and blockchain for certificate (CerBC) records. This
technique provides content security with the expense of
content retrieval delay.

3. Proposed Methodology

In this section, different elements of the proposed mecha-
nism for providing security to content based on blockchain

is discussed. The proposed technique provides the mecha-
nism for secure V2V communications through blockchain
equipped vehicles in VANETs. We define the K-Mean

Steps:
1. Start

2.
if (Tv < 0:5) then && (PRR < threshold)&&(V < threshold)) cluster-member(VNDN)
3.
if ðTRUEÞ then
cluster-member() ⟵ Cn
VPID ⟵ allocate((Vpk, Vprk))
else
!cluster-member() ⟵ Cn
MNTrust + + //Malicious node
4.
if CHj >VPIDÞ then
CH⟵trustable()
CHj++
broadcast(RSU, BS)
RSU⟵save-info()
6. broadcast()
7. End

Algorithm 4: Trust evaluation for cluster head (CH) selection.
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Figure 3: CS for vehicular identification and VANET information retrieval.

Steps:
1. Start

2. CH⟵Algorithm 4
3. VCacheFinal ⟵ VNewTrust
4.
if (VcontentFinal≥CHCS) then
eviction-policy()
else
accommodate()
5. End

Algorithm 5: Cache content on cluster head (CH).
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cluster head-based minor node selection with push-based
and on-demand content placement strategies in the VNDN
environment [30]. The SVC-caching strategy provides com-
plete V2V communications in the NDN environment. The
proposed approach focuses on the detection of malicious
node’s intranode trust evaluation policy.

Initially, the vehicle needs to join VNDN by sending
vehicle identification (Vid), vehicle public key (Vpk), vehi-
cle private key (Vprk), electronic licence (EL), and trust
level (TL).

All the upcoming nodes provide the significance of data
and content placement for the vehicle identification author-
ity (BS). Inside the VNDN environment, the vehicles contin-
uously change their positions and the RSU is responsible for
tracking the vehicles’ location. Due to this, all the above
information is stored through RSUs.

The RSU sends data to the BS, which generates the
mapping log assigns the Pseudo ID (Pid) and the public
and private keys to the Vid. The mapping between the real
identity of the vehicle and the Vid was stored in the BS cache
[31] for future references in case of a dispute. The TL of the
vehicle is set to 0.5. Figure 2 shows the joining of new vehicle
and validation process through RSUs. An RSU acts as a vali-
dator and provides the validation after the request issued by
the vehicle with SID, Kvpl, Locv, CurT, and InitT. The archi-
tecture of the proposed strategy is described as follows:

(i) A distributed blockchain trust model is used to add
the trustable blockchain in VNDN

(ii) The public key cryptography is used in to provide
security for both data and trust evaluation mecha-
nism through blockchain. The emergency messages
are kept unencrypted, whereas the infotainment-
related messages are encrypted [32]

(iii) At the initial joining, the vehicle normal and minor
node selection policy is implemented through a
consensus technique, as presented in Algorithms 1,
IV-A, and IV-A

(iv) The RSU receives the required VID

(v) The RSU initially checks the joined vehicle’s pre-
stored values through vehicle identification VID,
vehicle public key and private Key (Vpk, Vprk),
EL, CID, and TL

(vi) The BS checks the vehicle identification through a
distributed network of VNDN environment and
provides a secure message delivery through
blockchain

(vii) The RSU also works as a message validator for
vehicular nodes (see Algorithm 4.1)

(viii) The RSU issues a proof of location certificate after
initial consensus from the vehicular identification
and vehicular nodes message validations

(ix) Figure 3 defines the CS Cardenas, an NDN-based
secure validation scheme for on-demand content
storage (see Algorithm 4-3)

(x) On-demand/infotainment message data require-
ments inside VNDN are added inside the block-
chain on minor nodes and vehicle public and
private keys (Vpk, Vprk), which are shared among
the VNDN trusted node on-demand

(xi) The Vprk is kept private, and Vpk is shared among
all other trustable nodes

(xii) After the final selection of the nodes to become
part of VNDN, the content placement is identified
[Algorithm 6]

Furthermore, different components involved in the pro-
posed mechanism are discussed in the following subsections.

3.1. Base Station. The BS is a fixed entity in the VNDN envi-
ronment that maintains the RSUs of a certain area and pro-
vides the vehicles’ required content. It is responsible for the
provision of the keys. Besides, it records the mapping
between the real ID and Pseudo ID of the vehicle [33].

3.2. Road Side Unit. The RSU is responsible for the provision
of on-demand data from the BS. The legitimate RSU pro-
vides the genesis block based on local emergency messages
and provides proof of the vehicle’s location certificate. It
also maintains the log of cluster information. All RSUs
(i.e., RSUpk and RSUprk) have a pair of keys that performs
validation [34].

3.3. Vehicle. The vehicle has two types in the proposed
model, i.e., full node and normal node. The full node has

Steps:
1. Interest(CH⟵Cn)

2. Cn⟵CHData
3.
if (PSignPK = CHPKData) then
Cn⟵consume()
else
discard()
new-interest()
4. Stop

Algorithm 6: Placement of on-demand data for cluster members (Cn).
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more computing power and trust than the normal node and
mines the new block in the blockchain network. At the same
time, the normal node helps in the verification and creation
of the event [35].

3.4. Vehicular Named Data Network. In VNDN, there are
two types of messages, i.e., emergency/push-based messages
and infotainment/on-demand messages.

Since the severity of emergency messages is more, we
calculate the vehicle’s trust based on emergency messages.
The infotainment messages are placed encrypted through a

digital signature mechanism of NDN, which is provided on
demand of the vehicle.

3.5. Block. Block consists of a block header, which contains
information of the previous block hash, timestamp, difficulty
target, Merkel root, and a Block body that consists of the event
messages as a digital transaction stored on blockchain, added
in the main blockchain through the consensus process.

3.6. Proof of Location Certificate. The proof of location cer-
tificate is assigned to the vehicle by the respective RSU at a
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Figure 4: SVC-caching working mechanism.
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given time. The RSU acts as a data validator for the vehicle’s
proof of presence in a particular event.

4. Steps in the Proposed Scheme

All RSUs, i.e., RSUpk and RSUprk, and vehicles have their
public and private key pairs (Vpk, Vprk). The vehicle sends
a message signed by its public key (Vpk). In reply, the RSU
sends a random session ID (SID). The vehicle sends the
signed session ID back to RSU [sign(SID)]. The RSU vali-
dates the message through (Vpk).

4.1. Threshold Time. The threshold time of response (few
milliseconds) is set by the RSU to validate the message.
The RSU publishes a LOC to the vehicle including location,
time, and public-key (Vpk) signed by the RSU private key
(RSUprk). The POL is used instead of GPS so that the
message cannot be spoofed. This alone cannot guarantee
the message trustworthiness; therefore, the blockchain
mechanism is used.

4.2. SVC-Caching. SVC-caching works the same as that of
the NDN caching environment with a security feature
embedded to secure minor vehicles’ secure content place-
ment. In this approach, we work with two main vehicles,
where one is normal node (after verification from RSU
through trust threshold values of greater than 0.5 issued by
the RSU validation policy) and minor node (for the content

placement, which is aimed at controlling the whole verifica-
tion policy for the efficient management of these nodes with
a high level of vehicular trust development). Normal and
minor node data are stored in either RSU or BS for the vehi-
cles’ future verification. Figure 4 demonstrates the workflow
of SVC-caching technique.

Initially, the RSU generates the genesis block to add
inside the blockchain. The genesis block is the first block
of the blockchain network to secure the blockchain tech-
nique. The RSU verifies the blockchain, and then every
VNDN verifies, downloads, and updates the existing block-
chain. After the initial verification of the blockchain, the
VNDN checks for any new event that happens, e.g., a
Request for the content or content placement in the VNDN
environment. The information is collected from the VNDN
environment, which is part of the network automation.

The time to select the new node for the normal and
minor nodes according to the POL, there is a technique to
collect the information. A message is broadcast to all the
vehicular nodes to become normal or minor ones. Besides,
the threshold values are set to verify the vehicles to add or
remove from the blockchain network. The information col-
lected from the vehicles includes MsgID, Session ID, and
POL. After the initial validation, the RSU/validator validates
and provides the certificate. The whole process continues
until it provides the information. After the collection of cer-
tification verification, the minor node is selected and added
inside the blockchain.
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Figure 5: Cache content placement for VNDN SVC-caching.
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4.3. Trustworthiness. The trustworthiness is checked and is
shared with all vehicles after the complete validation process,
as described in Algorithm 4-1. The values are updated if the
trust is true as True Message++ and updated if the trustwor-
thiness is false and calculated as false verification as False
message++. The values are updated and the trust computa-
tions are calculated according to the suggested values. The
new blockchain is proposed in the whole new process. In
the next step, a consensus is checked according to the block-
chain values. All the consensus is satisfied and provides
considerable details to conduct the analysis; i.e., at least 15
vehicles should verify the event message. If it is satisfied, a
new block is added inside the blockchain network. If not
satisfied, the new minor node is selected for the blockchain
validation process.

The process in Figure 5 is used to place the content for
the normal and on-demand secure content placement. Till

now, we have selected the normal and minor nodes as trust-
able nodes for the VNDN environment (see Algorithm 4-1).
The trustable minor node is selected as the CH, which pro-
vides the mechanism to support a temporary adjustment of
these nodes because their trustworthiness is calculated,
which finally provides the content placement mechanism
(see Algorithm 4-3). The CS is used to store on-demand
and normal content to provide the content to requested
vehicles. After initial requests, if the content is available in
the CS, then, the CH storage is checked. The eviction policy
[36] is applied in case of insufficient storage; otherwise, the
content is placed.

During the checking of the content at the NDN’s CS, if
the content is not found, then, the request is made for the
RSU to store the content. If the content is not found on
the RSU’s CS, then, content placement does happen. Other-
wise, the content request is made through the BS, and the BS

Table 1: Different symbols used in algorithms.

S.
No

Legend Description

1 VPrevious
T Previous trust value of the vehicle

2 RSUPOL Check for RSU’s proof of location (POL) certificate

3 VRSU
Sess ID Session ID assigned by RSU to vehicle

4 TV
respond Response time of the vehicle assigned by RSU

5 BNewi New blockchain

6 H# Hash of all under event messages

7 Bi-1 Hash of the previous blockchain

8 Dt ⟵ coefficient ∗ 2ð8 ∗ exp–3ð Þð ÞÞ Target difficulty

9 MVNDN Messages in the VNDN environment

10 VLOC Vehicle location

11 MID
sg Instructions/second (job/task execution speed)

12 Vcurrent
T Current trust of the vehicle

13 R RAM required on memory (in bytes)

14 Vinfo Vehicle information

15 V
Vehicle velocity threshold: average speed: 30 km/h, urban trunk road: 60 km/h, urban

secondary roads: 40 km/h

16 VCID Vehicular cluster identification

17 VCache
S Storage of the vehicular caching

18 CH Cluster head

19 V_d Vehicle direction

20 V(Clusters)n Vehicular clusters

21 BS Base station

22 Threshold Range (0.1–1.0)

23 trustable-Node ≥0.5
24 malicious-Node ≤5
25 M(N)

v Malicious node

26 V(New)
Trust Trustable nodes

27 VNODE Vehicular node

28 CHDATA Data on the cluster head

29 PSignPK Matches the signature of the public key

30 PRR Previous request rate threshold: 10 interest/sec

31 CHj Number of times selected as cluster head
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provides the content to the RSU to place over the CH for
content delivery in VNDN, as presented in Algorithm 4-3.
After successful placement of the content, a broadcast mes-
sage is sent, which contains the public key of the node
selected as CH to gather the selected vehicles’ content, as
demonstrated by Algorithm 6. Based on the policies of the
selection of trustable normal nodes, minor nodes, proof of
location certification, trust evaluation, and content place-
ment, separate algorithms are proposed for every task to be
accomplished in the SVC-caching technique. This technique
provides the mechanism for data security through trust and
content placement on these trustable vehicles. Table 1
defines all special symbols used inside the content placement
technique and provides a complete mechanism to control all
these operations. We have provided the security of both on-
demand and push-based data in the VNDN environment for
secure V2V communications through privacy and trust,
which are the main requirements of VANET security.

5. Results and Discussion

The simulations have been performed in the NS-2 simulator
to measure the performance of SVC-caching and other strat-
egies, i.e., PNCE, IR, Reactive, and PeRCeIVE. The input
parameters for simulations are presented in Table 2. The
SVC-caching is a very effective approach to achieve the secu-
rity and cache placement in the VNDN environment. In
addition, it is suitable for the applications of VANET cach-
ing schemes. This section elaborates the simulation environ-
ment and simulated parameters, which are cache hit, content
delivery, one hop ratio, and malicious node detection.

The number of tests is performed to obtain reasonable
results. The performance of SVC-caching shows major
contributions to the VNDN environment.

5.1. Cache Hit Ratio. The cache hit ratio is set as one param-
eter explaining the number of cache content found inside the
minor nodes’ memory. To find the cache hit ratio, the
formula presented in Equation (1) is used.

Cache hit ratio = Totalcache
Cachehit + Cachemiss

: ð1Þ

Figures 6 and 7 show the cache hit ratios of the proposed
scheme in comparison with PNCE and IR techniques with
the cache size of 50 and 100MB. The performance of all
techniques increases with the increase of cache size, where
the SVC-caching has 15% higher cache hit as compared to
PNCE and 60% higher than IR. When the node size reaches
100, the performance of SVC-caching is still stable, as shown
in Figure 7. Shortly, SVC-caching has 13% higher cache hit
ratio than PNCE and 55% than IR.

5.2. Delivery Ratio. The delivery ratio is linked with the
round-trip time. The round-trip time is the total time from
data request submission to data received. To calculate the
delivery ratio, Equation (2) is used.

Delivery ratio = PacketReceive
Packetsent

: ð2Þ

Figures 8 and 9 show the delivery ratios under different
conditions. It is clear that when the node size increases, the
delivery ratio for all techniques increases.

The SVC-caching strategy guarantees higher increase in
the delivery ratio with the node size increase because SVC-
caching has greater neighbour cache information for vehi-
cles due to CHs. The cache size growth at the IR and PNCE
is not increased, whereas in the SVC-caching, the efficiency
of the algorithm increases with the increase of cache size.

5.3. One Hop Ratio. The hop count is an essential parameter
in the VNDN environment. The hop count illustrates that
how many intermediate nodes are involved in the content

Table 2: Simulation environment parameters.

S.
No

Parameter Value

1. Simulation time 1000 s

2. Simulation area size
Region 1 Region 2

250 ∗ 250m 500 ∗ 500m

3. Number of vehicles
50 in Region 1
100 in Region 2

4. Vehicle time for a drive 150 s

5. Wireless area (single RSU) 200m

6. Cache values 0 s to 200 s

7. Road condition
New entry (one-way

road)

8. RSUs 10

9. RSU broadcast time interval 50 s

10.
Breakdown duration for

vehicles
120 s

11. Number of simulation runs 200
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request response of vehicles. There is a limited number of
nodes linked to provide the necessary details for controlling
these parameters. The hope count is calculated through

One hop count =
Requestsent

Requestrespons + Responsesall
: ð3Þ

One hop ratio is the comparison of requests sent by vehi-
cles and response between the first hop and all hop
responses. The SVC-caching strategy is compared with the
PeRCeIVE and reactive caching strategies for the one hop
count. To place the cache data on particular selected vehi-
cles based on RSU selection criteria, SVC-caching places
higher data rates than other caching techniques based on
three vehicle speed parameters, i.e., low speed vehicles,
medium speed vehicles, and high speed vehicles. Figure 10
shows the comparison results on the basis of multiple data
caching techniques.

At low speed, Reactive shows 0.16, while PeRCeIVE and
SVC-caching exhibit 1 and 1.5 ratios, respectively. At
medium speed, Reactive, PeRCeIVE, and SVC-caching dem-
onstrate 0.18, 1, and 1.7 ratios, respectively, whereas, at
higher speed, the ratios of Reactive, PeRCeIVE, and SVC-
caching are 0.15, 1, and 1.5, respectively. At the end, an
average of 60% improvement in the one hop ratio of SVC-
caching strategy is achieved.

5.4. Malicious Node Detection. Throughout simulations, two
regions were selected, i.e., Region 1 and Region 2. Region 1
contains a total of 50 vehicles and Region 2 consists of 100
vehicles. A blockchain-based message validation technique
is applied to detect malicious nodes. Malicious nodes are
the ones that do not satisfy the criteria to become a member
of the cluster. Figure 11 shows a total of 50 vehicles out of
which 5 do not pass the RSU’s validation criteria to become
members of the cluster. Again, the simulations are run in a
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larger environment, like 100 vehicles, passing through trust
management criteria. Out of 100, only 29 vehicles are
detected as malicious nodes.

6. Conclusion

A new model for cache placement is proposed, which is well
suited for the VNDN environment. Using the blockchain-
based distributive trust model is achieved for the eviction of
malicious nodes to provide security and reliability of the data.
The trust management strategy is adopted for gaining secu-
rity while placing content on selected nodes. Furthermore,
the NDN environment is used for V2V communications,
which has multiple advantages over traditional IP-based
communications. VANET provides a very effective way for
passengers, drivers, and vehicles to exchange content with
proper security. The proposed SVC-caching shows superior
performance over other caching placement techniques. The
results are evaluated based on the following parameters:
one-hop count, delivery ratio, cache hit ratio, and malicious
node detection. In addition, the proposed mechanism
provides an effective way for vehicular communications.
Moreover, this technique improves the performance on the
basis of selected parameters. In the future, the proposed work
can be extended to cloud/fog computing-based VANET
environment wherein the communication has a wider range
over the simple VANET environment.
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Deep learning-based methodologies are significant to perform sentiment analysis on social media data. The valuable insights of
social media data through sentiment analysis can be employed to develop intelligent applications. Among many networks,
convolution neural networks (CNNs) are widely used in many conventional text classification tasks and perform a significant
role. However, to capture long-term contextual information and address the detail loss problem, CNNs require stacking
multiple convolutional layers. Also, the stacking of convolutional layers has issues requiring massive computations and the
tuning of additional parameters. To solve these problems, in this paper, a contextualized concatenated word representation
(CCWRs) is initialized from social media data based on text which is essential to misspelled and out of vocabulary words
(OOV). In CCWRs, different word representation models, for example, Word2Vec, its optimized version FastText and Global
Vectors, and GloVe, collectively create contextualized representations upon the sequence of input. Second, a three-layered
dilated convolutional neural network (3D-CNN) is proposed that places dilated convolution kernels instead of conventional
CNN kernels. Incorporating the extension in the receptive field’s size successfully solves the detail loss problem and achieves
long-term context information with different dilation rates. Experiments on datasets demonstrate that the proposed framework
achieves reliable results with the selection of numerous hyperparameter tuning and configurations for improved optimization
leads to reduced computational resources and reliable accuracy.

1. Introduction

In topical years, progress towards intelligent applications
showed excellent technological developments through social
media data analytics [1]. These advancements are regulated

mainly and decently using social networks like Twitter,
Facebook, and Instagram [2]. These social networks now
transformed into a potential origin for mining social infor-
mation to prevail over people’s sentiments. The enormous
opinions over social media comprise simple word sentences
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and hold helpful information in several aspects. Conse-
quently, social media data can be engaged to determine
valued insights. Development in the pattern of social media
data mining algorithms must focus on textual data. Senti-
ment analysis based on social media data is a rapidly
evolving field to understand people’s opinions, attitudes,
and behaviors. An intelligent application can benefit social
media sentiment analysis as these attitudes, feelings, and
reactions can be correlated to the disasters, epidemic situ-
ations, government policies, and people perception, which
is a substantial source of assessing the polarity: positive,
negative, and neutral.

These applications concentrate on improvements in mul-
tiple aspects such as technological and legislative measures
with social media data mining. It could also raise people’s
perspectives and cognition and endue them to acquire a
viable environment [3]. The social media data on social net-
works consider a principal source of reviews against the
events, disasters, and current epidemic situations though
the challenge is a sizable social data that concerns efficient
and scalable techniques to work on noise. The requirement
for cleaning the noisy data requires automatic techniques
for the classification of worthy information. It also goes
through various issues, such as sentences written in short
length, notations, and typos mistakes. In this regard, seman-
tic exploration can adapt excessive social media data for
syntactic regularities towards advancements through incor-
poration and scalability [4]. Thus, social media data mining
algorithms consider gathering and handling social data effec-
tively on Instagram, Facebook, and Twitter. We decide on
twitter, which incorporates various posts and comprises 280
characters [5] for sentiment analysis.

Nowadays, machine learning methods are leveraged to
augment services by mining social media data [6]. Among
numerous methods of machine learning towards the classifi-
cation of sentiments, Naıve Bayes (NB) is exploited for topic
detection [7], sentiment analysis [8], recommendation sys-
tems [9], and spam detection [10]. Further, a support vector
machine that is a preferred technique in social media data
has been applied [11]. However, due to the varying size of
sequence composition, the stated methods are problematic
towards extracting the features, which is significant. A sub-
field of machine learning stated that deep learning incorpo-
rates neural architectures to extract expeditious high-level
features while considering social media data classification.
Also, techniques based on neural networks are increasingly
utilized to solve the problems associated with supervised as
well as unsupervised learning [12–14].

Deep learning methodologies assure researchers that the
use of neural networks empowers extracting features devoid
of involving the complex engineering of features [15, 16].
Feature extraction and classification are carried out through
a sequence of words by multiplying with related weight as a
one-hot vector or matrix [17]. The succession of a respective
word is interpreted by way of continuous vector space
initializing to neural architecture using several layers for
prediction. This impacts the learning set to increase the
classification evaluation metrics such as accuracy defined
in [18]. Among neural architectures, convolutional neural

networks have attained adequate results to classify sentences
obtained from social media [19, 20]. Multiple distributed
word representations such as Word2Vec [21], GloVe [22],
and FastText [23] can learn through mapping the words
upon lower dimensions. A technique for extracting features
using handcrafted features to classify sentences featuring
convolutional neural networks introduced in [24] cannot
hold long-term dependencies. Relatively, the employment
of the CNN variant as dilated convolution removes the con-
sequences containing information loss owing to traditional
approaches of down sampling in conventional pooling
operations and the stride convolution. Additionally, it scales
receptive fields significantly, devoid of more parameters that
make dilated convolution feasible to hold long-term depen-
dencies and semantics.

Though many research works inadequately coupled
relations regarding social media data ought to be intensified,
this study modifies a deep neural network technique that
automatically specifies social media data engaging a dilated
convolutional neural network architecture in the parallel
mechanism. From our best evaluation, a parallel mechanism
in a dilated convolutional neural network can efficiently
predict appropriate information by learning features from
a contextualized concatenated word representational model
using different embeddings. Beyond the developments,
various hyperparameters employing dilated convolutional
neural networks to analyze social media data sentiments
are reasoned. This paper sets up a new approach for senti-
ment analysis and is utilizable to improve many services.
The following are the contributions of this work:

(i) Contextualized concatenated word representational
(CCWRs) model is utilized to get classifier’s
improved exhibition features compared with many
state-of-the-art techniques

(ii) A parallel mechanism in three dilated convolution
pooling layers featured different dilation rates, and
two fully connected layers in a novel approach are
considered

(iii) Lastly, the work undertakes a deep learning
approach using multiple parameters and hyperpara-
meters to offer intelligent applications using Twitter
data for sentiment analysis to enhance people’s
behavior

The rest of the paper is organized as follows. Section 2
continued with related work. The proposed framework for
sentiment analysis is accessible in Section 3. Section 4 covers
experimental setups and results, while the discussion is in
Section 5. Finally, the paper is concluded in Section 6.

2. Related Work

The continuous social media data maturation has incited an
advanced degree in scientific and sustainable smart urban
explorations. Plenty of tasks have been performed over
sustainability toward smart applications by social media net-
works [25, 26]. Still, the collective signification is not yet
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entirely considered and admired [27]. Social media users
now appreciate the accessibility and necessity of smart
services that imply smart applications’ requirements by
concentrating on social media contexts [28, 29]. These smart
applications activate the combination of social media net-
works and a smart environment for the social user’s opin-
ions, and prospects possess a sound impact, as explained in
[30, 31]. By concentrating on social media networks with
associated information, like hashtags, time, location, and
name, the present work intends to explore how these net-
works fundamentally contribute to elevating the importance
of smart applications. Therefore, social media network users
regarded as smart application sensors together with associ-
ated metainformation can be utilized in many research
works as described by [32–34].

Moreover, the data composed by social users tend to be
syntactically unique and ubiquitous using smartphones,
which can be appropriately collected and analyzed the infor-
mation in a short textual framework [35]. Numerous multi-
ple perspectives, from event detection to disease tracking
and monitoring employing small textual content on social
media, have been proposed in [35–37]. This short textual
content of social media networks such as Twitter is semanti-
cally essential and extensively utilized in heterogeneous
applications related to text classification [38, 39].

A methodology using features (metalevel) considering
emotions from Twitter data for the polarity classification
has been offered [40]. Many methodologies of manual tag-
ging data gathered from Twitter with metainformation
similar to location and social user for training based on con-
ditional random fields as presented in [41, 42]. Similarly,
multiple techniques categorize different topics like joy, fear,
anger, love, and surprise by tagging on Twitter proposed in
[43, 44], to accomplish emotional analysis. To originate
smart applications, Twitter can identify numerous aspects
such as people inferring and trends. However, these aspects
are bound toward noise from nonassociative contents, which
are crucial, as clarified in [45]. Therefore, a filter should be
considered to attain adequate associative information on
mentions, URLs, slang words, and numbers. A set of features
as the evaluation metrics rely on features class.

Machine and deep learning-centered techniques employ-
ing social media data must be essential to mine valuable
insights as presented in [46, 47]. The mining process, such
as social media data, intends to assess people’s opinions in
many prospects, such as gathering data linked to the user
and observing interactions [47]. Overall representation starts
from unstructured to structured data; deep learning per-
forms better than machine learning methods, which are
time-consuming and require complex manual feature engi-
neering processes. These positive aspects in deep learning
methods to mine opinions from enormous social networks
in streaming, multimedia, and textual framework provoked
researchers in numerous works [48–52]. Therefore, extract-
ing opinions from social networks such as Twitter in text
form using unsupervised learning is significantly regarded
for appropriate representation in this work.

Among many neural networks, traditional convolutional
and recurrent neural networks have prominently accom-

plished higher outcomes from social networks for capturing
long-term dependencies and extracting the opinions, such as
sentiment analysis. An optimized version of recurrent neural
network, long-short-term memory utilized to improve the
semantics, is proposed in [53], but the training of mentioned
version was computationally difficult. To extract syntactic
features and perform faster training for text classification
based on social media, convolutional neural networks testi-
fied to be more suitable [54, 55]. Further, a convolutional
neural network as a joint trained task can substantially
extract features as well as classification [56]. Many
researchers are progressively employing convolutional in
recent works with pooling layers for morphological model-
ing [57, 58].

Similarly, to cope with contextual data in character and
sentence-level, two convolutional layers of deep architecture
for the classification of short texts are offered in [59].
However, conventional convolutional architecture requires
multiple layers stacking with the length of text. An improved
form referred to as dilated convolution neural network;
comparatively, a more sensible choice capable of the
increased size of receptive field size adequately overcomes
the issues and utilized in many works [60–62].

Distributed word representation in deep learning trans-
forms words into a continuous vector; likewise, pretrained
learning representation makes an essential impact while
classifying the social data for sentiment analysis. It is also
observed that social data classification augments the learning
toward syntactical, phonological, and sentimental informa-
tion; some of the works attempt to combine pretrained
vectors. But the syntactical and phonological issues are
demanding relationships between the words for the suffi-
cient and actual classification as explained in [63–65],
although the concept of combining varied pretrained repre-
sentations is of significant results concerning different chan-
nels towards the classification of multiple sentences as
presented in [66]. However, the dimensions of combined
representations should be the same, restricting the scope
and usage of pretrained representations due to multiple
dimensions.

Furthermore, CNN has been employed to identify the
actual word events from sentence-level social data by consid-
ering position along with entity explained in [67]. A more
in-depth work focused on social media data pursuance of
sentence-level classification confirms the ubiquity of multi-
ple opinions or events in [68]. In this work, a dynamic mul-
tipooling layer is introduced to extract opinions about events
for improved information. Although CNNs have been in
continuous considerations among researchers, long-term
dependencies regarding semantic features toward input
sequence remain challenging. Also, it has been observed that
CNNs tend to depend on stacking various layers together
with the convolution-pooling to adapt long-term semantic
dependencies. From the best of our knowledge, a dilated
convolution network that adjusts dimension and encom-
passes addition in the receptive field’s size devoid of loss of
detailed information and the problem of long contextual
and semantic dependencies is addressed effectively through
varied dilation rates.
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3. The Proposed Architecture for Sentiment
Analysis Based on CCWRs and 3D-CNN

This section contributes a theoretical model regarding a
potential approach for social media data considering
Twitter for sentiment analysis based on COVID’s per-
spective. Initially, different word representational models
are concatenated, referred to as contextualized concatenated
word representation (CCWRs) Second, the 3D-CNN archi-
tecture in this work is made by utilizing three dilated con-
volution kernels and two fully connected layers to seizure
long-term contextual dependencies concerning semantic
features. We utilized multiple dimensional convolution pro-
cesses to manage additional complexities toward enhanced
performance by initializing the words to the 3D-CNN as
a matrix to extract sufficient features through correspond-
ing weights. Our proposed architecture has subsequent por-
tions: concatenated word representations, three dilated
convolution-pooling layers, two fully connected layers,
and Softmax (as shown in Figure 1).

3.1. Contextualized Concatenated Word Representations
(CCWRs). To represent the words as dense vectors, word
representation models are regarded as essentials for feature
extraction. These word representations are effective and
result in advances toward the execution of social media data
sentiment analysis as described in [69–71]. Many recent
works have considered improved word and feature repre-
sentations by way of different word embedding models
[65, 72, 73]. Though these models diversify in architecture
and pretraining, they still encode the input according to
the surroundings. Words are represented utilizing only a
single pretrained language model.

Further, these representations are unfeasible as a result
of slow training and evaluation. Using pretrained models
trained on multiple datasets exploits the biasness in different
datasets, leading to numerous representations associated
with the same word. On the other hand, the concatenation

of multiple word representational model can produce better
representations devoid of computational complexities com-
pared to a single model nearer to contextualized embeddings.

In this work, different pretrained word representational
models such as Word2vec [21], fastText [23], and GloVe
[22] are concatenated to deal with sentiments regarding con-
textualized and semantic information through the weighted
mechanism. We leverage multiple word representations to
produce a single table for every pretrained model in which
the token of related input is embedded into a single vector
space. Then, the subsequent vectors tend to be concatenated
toward a single vector. Such weighted concatenation suffi-
ciently upgrades the semantics and can handle the most
recent problems identified with the misspelled and out of
vocabulary words. The process of concatenation using asso-
ciated weights assists in exploring better representations and
functionally helps for sentence encoding in pursuance of
feature selection. We utilize GloVe trained on Twitter,
having 2 billion tweets, 27 billion tokens, and 1.2 million
vocabulary, Word2vec 30 million tweets, and google news.
In contrast, fastText on 1-million-word vectors, 16 billion
tokens with subword information on Wikipedia, UMBC
web-based corpus, and http://statmt.org news dataset con-
sidering dimensions range from 100 to 200.

We discard words that lie less than ten times and convert
the characters to lowercase, and the most acceptable size
corresponding to context window size selection is 5. In the
training of CCWRs, we proportionately dropped the learn-
ing rate with the improvement in training. It has been
observed that early regarded text does have an overall impact
on the precession of the model. In this work, we train the
concatenated representations on multiple datasets associated
with different anomalies in the world. The first dataset is
congregated by the use of TAGS and streaming API as
described in [74]. The variety of keywords seemed to be
evolving incessantly over social media. However, to stream
the tweets of contextual perspective, the rational filtering
keywords of our work exhibited in the table accumulated

1-Dilated Conv

Pooling 1

2-Dilated Conv

Pooling 2

3-Dilated Conv

Pooling 3

Classification

Softmax

Contextual Concatenated Word 
Representation (CCWRs)

Three-Dilated Covolutional 
Neural Network

-

Fully Connected Layers

Classification Layer

Figure 1: Structure 3D-CNN with 2 fully connected layers followed by contextualized concatenated word representations.
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from September 2020 to March 2021 are still in use. The
other dataset considers the anomalies in the real world based
on Twitter as utilized in [75].

3.2. Three Dilated Convolutional Neural Network (3D-CNN).
In sentiment analysis based on the textual framework, the
conventional CNN, due to the pooling layer, some signifi-
cant text features are missed during calculation, ending in
the adverse effect in overall network precision. Similarly, to
acquire significant features, CNN architecture is deepened
by stacking more layers, which concerns more parameters
and additional computational resources. Also, the backpro-
pagation of gradient may lead to vanishing gradient while
increasing layers in network, causing performance to reduce
significantly. Further, the limited size of convolutional
kernels causes classical CNN only to hold short-term depen-
dencies of text. To handle stated issues, a process that places
zeros into the primary convolution kernel formed the dilated
convolution kernel as introduced in [60]. This placement by
way of intensifying receptive field size enables capturing
more information and uplifting network’s entire perfor-
mance, for example, Figure 2 by which conventional convo-
lution kernel of 3 × 3 size, a point upon 0 weight placed on
each point in a matrix in Figure 2(a) and then develop in
Figure 2(b); equally, Figure 2(c) exhibits as receptive field
size 3 × 3, 7 × 7, 15 × 15 concerning convolution kernel.

The receptive field size tends to increase as the placed
holes increase. However, it is observed that the parameters
are the same as shown in Figures 2(a)–2(c). The dilated
convolution kernel seems to process the text enabling the
convolution kernel to obtain additional information without
additional computational resources. Therefore, the increase
in receptive field size is essential for many tasks such as
prediction and classification. A three dilated convolutional
layers model is presented in Figure 3 showing the signifi-
cant rise in dilation rate at each layer. The model with a
specific feature map as ðF1, F2,F3, F4Þof dilation convolution
ð1, 2, 3, 4Þ together with the receptive field size of each
element as ðð3 × 3Þ, ð23 − 1Þ × ð23 − 1Þ, ð24 − 1Þ × ð24 − 1ÞÞ
where receptive field size of each element in Fi+1 by way of
ð2i+2 − 1Þ × ð2i+2 − 1Þ can be seen.

To maximize the performance of the dilated CNN over
the traditional CNN model, a novel architecture 3D-CNN
following CCWRs containing three dilated convolution

and pooling layers via two fully connected layers is pro-
posed. The increase in the receptive field size extracts
sufficient linguistics and contextual information without
affecting and extending dimensions and parameters. This
implementation efficiently increases the convolution kernel
considering multiple scales with the aid of dilated operation
while applying distinctive dilation rates as described in [77]
and shown in Figure 4.

The choice of these dilation rates is significant when
designing the structure of 3D-CNN as mentioned in [21]
depends upon:

Di =max Di+1 − 2di,Di+1 − 2 Di+1 − dið Þ, di½ �: ð1Þ

Here, i = 1, 2,⋯, n ; di as dilation rate toward the ith

layer, whereas Di being foremost di in the prescribed layer.
Figure 5(a) has three dilated convolution kernels utilizing
3 ∗ 3 as size with di = 2, similarly, Figure 5(b) using di =
1, 2, and 3.

The considered dilated convolution kernels ð1, 2, 4Þ over
several dilation rates ð1, 2, 4Þ ensure the extraction of each
semantics and not obstinate contextual information while
extracting the feature maps. Our model significantly extracts
the semantics and contextual information for sentiment

(a) (b) (c)

Figure 2: The process of stacking and its effect of dilated convolution kernel [60].

F4

F3

F2

F1

Figure 3: Three dilated convolution layers [76].
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words and sentences by considering multiple dilation rates.
The three dilated convolution-pooling layer calculation for
the extraction of long semantics and contextual information
following CCWRs is presented in the following articulations:

D1
c = RRELU F∗d1

Xx
t

� �
, ð2Þ

Di
c = RRELU F∗di

Di−1
c

� �
, ð3Þ

Dl
c = RRELU F∗dl

Dl−1
c

� �
, ð4Þ

where the dilated convolution is F∗di
in the particular layer.

4. Experiments

This section initially incorporates the datasets, experimenta-
tion, and analysis of the results via different methodologies
compared with multiple datasets. The main goal is to evalu-
ate the proposed novel technique; this work presents an
appropriate classifier including three dilated convolutional
layers accompanied through CCWRs.

4.1. Datasets. To precisely evaluate, we test the proposed
model on two datasets towards suitability, adaptability, and
reliability. The first dataset encompasses various 27 events
in real-world life, such as disasters, emergencies, and inci-
dents that are publicly accessible [78]. The second dataset
is congregated by streaming and TAGS [79]. These API are
considered as interface Twitter search interface, which uti-
lizes the keywords and terms specified by the user. The user
places a query, and TAGS retains the results through a free
google sheet and offers setup tags to update the sheet when-
ever needed. The keywords selected for tweets gathered from
September 2020 to March 2021 are mentioned in Table 1 as
search terms accumulate to 18920. Social media data like
Twitter carry a lot of noise, such as numbers, URL, and user
mentions, to normalize the data and handle redundancy;
some preprocessing techniques, tokenization, and lemmati-
zation are considered described in [80]. Further, tweets fea-

turing only five words as well as the stop words decided to
eliminate. A shuffling in both datasets is determined for reli-
able outcomes, applicability, and appropriate analysis since
all datasets are equal for better performance [81]. Four sets
from the shuffling of selected datasets are acquired in which
each fuses a comparable amount of tweets alluded to ESD1,
ESD2, ESD3, and ESD4 as equally shuffled data.

4.2. Experimental Setup. The experimentations accumulated
using diverse datasets coupled with multiple word represen-
tations language models to provide contextual concatenated
word representation by considering suitable parameters. The
activation functions, optimization algorithm, training, mini-
batch size, filter size, number of hidden layers, the receptive
field size, and the number of epochs incorporated are pre-
sented in Table 1. To deal with the issue of vanishing gradi-
ent in training, the rectified linear unit (Relu) and hyperbolic
tangent (Tanh) are taken into consideration, which generally
sets the output and serves input to neurons in the subse-
quent layer as explained in [82]. For the regular distribution
and to reduce overfitting, a variant of Relu, a randomized
(RRelu), is also considered through which the parameters
with regard to negative impacts are sampled randomly [83].

For training, optimization algorithms such as stochastic
gradient descent SGD, a 0.01 learning rate, and a stochastic
optimization ADAM learning rate of 0.001 are utilized. Fur-
ther, to improve training performance, the root mean
squared propagation (Rmprop) optimizer that calculates
the gradients upon a fixed window is regarded. There is no
conceptualization for a specific choice of neurons in hidden
layers; similarly, the wrong choice of neurons results in
underfitting and overfitting due to few or more neurons that
ultimately influence model’s training [84]. Keeping in mind
the nature of this work, the different choices of neurons 150,
300, and 400 in hidden layers are adequate to evaluate.

Moreover, training in neural architectures is reasonable
using minibatches to split the large datasets into smaller sets.
The minibatch gradient descent is taken into account with
batch sizes of 64, 128, and 256, respectively. On the other
hand, considering 10, 15, and 20 widths of the model since
model’s width is determined by the choices of hidden layers
that impact the entire complexity of the neural network
architecture. Similarly, for generalization, epochs refer to
the number of times a dataset tends to pass through the net-
work and cause the model to under or overfit due to selected
epochs number. The selected number of epochs continues to
be 10 to 100 for best critical analysis by considering men-
tioned hyperparameters. Lastly, varied filter size incorpo-
rates ð2, 2, 3Þ, ð2, 2, 4Þ, ð2, 2, 5Þ, as well as the dilation width
is set to ð1, 2, 4Þ.

4.3. Results and Analysis. We completed experimentations
on numerous assessment metrics on equally shuffled data-
sets by way of baseline and proposed methods. Precession,
recall, classical metric accuracy, and f 1-score to inspect the
symmetry in recall and precision are considered to deal with
the imbalanced data. A 16 core processor of 3000MHZ and
32GB RAM is used to accomplish all the experimentation.
Additionally, ML library “TensorFlow,” an open-sourced

Hidden matrix

Zero padding

Feature matrix
Dilated convolution 

kernel

Figure 4: The dilated convolution operations over multiple dilated
rates ð2 ∗ 2Þ [77].
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[85], is involved in the training and comparing the proposed
framework [85]. We settled the evaluation by including
baseline models, which contained each model and pre-
trained word vectors compared with the proposed frame-
work, with each pretrained vector on similar architecture
involving hyperparameters for the comparative analysis
carried out.

The evaluation metrics for baseline models are accuracy
together with F1-score. The most elevated accuracy accom-
plished in baseline models is 74.04% and F1-score 70.42%
by utilizing FastText and 73.65% and F1-score 70.64%
through GloVe ESD-1, which are presented in Tables 2
and 3 and displayed in Figures 4 and 5.

The accuracy achieved on the proposed model is men-
tioned in Tables 4, 5, 6, and 7, along with hyperparameter
settings selected and shown in Table 8. The employment of
hidden layers seems to have a significant impact on the
improvement of network tuning. Astonishingly, the optimi-
zation algorithm Rmprop attains dependable accuracy of
77.92% on ESD-4 with a batch size of 256, 20 hidden layers,
and 300 neurons using randomized rectified linear units
(RRelu), whereas the selection of other parameters accom-
plished slightly closer accuracy 77.80% on ESD-3 with a
batch size of 256, 15 number of hidden layers, and 150 neu-
rons using rectified linear unit (Relu) through SGD and
76.84% on ESD-4 with a batch size of 128, 15 number
of hidden layers, and 150 neurons using tanh through
ADAM, respectively. Further, the batch sizes from 64,
128, and 256, in our architecture achieved the best accu-
racy on the equally shuffled dataset denying many works
claiming the best performance with 2 to 32 batch size.
The other evaluation metrics for handling imbalanced data
are precision, F1-score, and recall (as shown in Tables 9,
10, 11, and 12).

The most efficient results in consideration of precession
are 79.21% on ESD-1, and recall is 79.08%, while f 1-score
is 76.82%, shown in Figures 6, 7, 8, and 9, which reveals pro-
posed archieture’s significance.

5. Discussion

Deep learning-based methodologies promoted the signifi-
cant availability of word representations models such as
Word2Vev, GloVe, and Fasttext. This work investigates the
quality of the different word representation models to per-
form social media sentiment analysis for intelligent applica-
tions. Our work referred to the collection, selection, and
evaluation of multiple standard metrics and appropriate
hyperparameters mentioned in Table 8. The foremost
challenge during this work is related to dimensions of mul-
tiple word representation models by way of weighted

(a) (b)

Figure 5: The stacking effect of dilated convolution kernels [21].

Table 1: Selected keywords for data selection and gathering.

Period Filtered keywords

September 2020
to March 2021

#corona, #coronavirus, #first wave of Coronavirus, #firstwaveofCoronavirus, #pandemic, pandemic, #epidemic,
epidemic, #handsanitizer, #covid, #covid19, #sarscov2, #ncov2019,#2019-ncov, #vaccination trials

#lockdown, #quarantine, #Socialdistance, #Social Distance, #flattencurve, #flatteningcurve #working from home,
#workfromhome, #second wave of Coronavirus, #secondwave of coronavirus, #huge number of deaths, #deadly virus,

#deadly wave, #againlock down #n95, #K95, #N95, #k95, #Govt Polices on Covid, #Govt relied on Covid.

#Covid Vaccine, #Covid Vaccination, #Pfizer, #Astrazenca, #Astra Zeneca, #side effects of vaccinations, #price of
vaccination # availability of Pfizer, #chinese vaccine #sinopharm

#new variant of Covid, #third wave # third wave of covid #more mutation #Moremutation, # relaxation in lockdown,
#immunity in covid, #vaccination started

Table 2: Accuracy on baseline models.

Methods ESD-1 ESD-2 ESD-3 ESD-4

GloVe-3D-CNN 73.65% 71.98% 70.91% 69.89%

Word2Vec-3D-CNN 71.52% 69.82% 72.47% 70.93%

FastText-3D-CNN 74.04% 73.97% 72.84% 72.76%

Table 3: F1-score on baseline methods.

Methods ESD-1 ESD-2 ESD-3 ESD-4

GloVe-3D-CNN 70.64% 66.80% 69.57% 56.51%

Word2Vec-3D-CNN 71.52% 68.67% 68.49% 60.38%

FastText-3D-CNN 70.42% 69.25% 71.57% 67.2%

7Wireless Communications and Mobile Computing



Table 4: Proposed method accuracy on ESD-1.

Datasets Optimization algorithm Epochs Activation function Neurons Hidden layers Accuracy Batch size

ESD-1 RMprop 10-100 RRelu 300 20 77.34% 256

ESD-1 SGD 10-100 Relu 75 10 76.96% 64

ESD-1 ADAM 10-100 Tanh 150 15 76.35% 128

Table 5: Proposed method accuracy on ESD-2.

Datasets Optimization algorithm Epochs Activation function Neurons Hidden layers Accuracy Batch size

ESD-2 SGD 10-100 Relu 75 10 77.69% 64

ESD-2 RMprop 10-100 RRelu 300 20 75.91% 256

ESD-2 ADAM 10-100 Tanh 150 15 76.46% 128

Table 6: Proposed method accuracy on ESD-3.

Datasets Optimization algorithm Epochs Activation function Neurons Hidden layers Accuracy Batch size

ESD-3 ADAM 10-100 RRelu 300 20 76.77% 64

ESD-3 RMprop 10-100 Tanh 75 10 76.27% 128

ESD-3 SGD 10-100 Relu 150 15 77.80% 256

Table 7: Proposed method accuracy on ESD-4.

Datasets Optimization algorithm Epochs Activation function Neurons Hidden layers Accuracy Batch size

ESD-4 ADAM 10-100 Tanh 150 15 76.84% 128

ESD-4 RMprop 10-100 RRelu 300 20 77.92% 256

ESD-4 SGD 10-100 Relu 75 10 76.98% 64

Table 8: Selected parameters and hyperparameters.

Activation
function

Optimization algorithm Neurons in hidden layer Minibatch Hidden layers Epochs Dilation filter size Dilation width

Relu Rmprop 150 64 10
10
100

2,2,3

1,2,4Tanh ADAM 300 128 15 2,2,4

RRelu SGD 400 256 20 2,2,5

Table 9: Proposed method performance metrics on ESD-1.

Datasets F1-score Recall Precision

ESD-1 76.22% 73.67% 79.21%

ESD-1 76.82% 75.98% 76.37%

ESD-1 76.59% 76.28% 76.91%

Table 10: Proposed method performance metrics on ESD-2.

Datasets F1-score Recall Precision

ESD-2 74.26% 71.90% 76.50%

ESD-2 73.36% 71.88% 75.63%

ESD-2 73.61% 72.41% 77.46%

Table 11: Proposed method performance metrics on ESD-3.

Datasets F1-score Recall Precision

ESD-3 75.72% 72.59% 77.10%

ESD-3 75.28% 76.64% 76.39%

ESD-3 76.81% 73.01% 77.24%

Table 12: Proposed method performance metrics on ESD-4.

Datasets F1-score Recall Precision

ESD-4 75.07% 72.60% 77.84%

ESD-4 76.38% 76.64% 75.93%

ESD-4 75.19% 79.08% 76.14%
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concatenation to produce novel contextual concatenated
word representation (CCWRs). The maturation of dilated
convolution neural network architecture referred to as 3D-
CNN is employed to increase the scale of receptive fields
with different dilation rates to attain long-term contextual

regularities. The 3D-CNN architecture incorporates three
dilated convolutional layers and a pair of fully connected
layers. Following CCWRs, the processing of successive tex-
tual data and the computational time is spatially regulated
by a succession of text [62].

Throughout this work as evident from Figures 10 and 11,
it is observed that merely the stacking process of dilated con-
volution kernels effectively reduces training time and raises
training accuracy to a definite level; however, not satisfactory
enough to enhance the testing accuracy. This happens due to
discontinuation between the dilated convolutions kernels,
which captures minor information causes to neglect the con-
stancy of information. Also, fixed-rate size during the extrac-
tion of feature maps, the big and little size information,
cannot be considered simultaneously. These issues influence
the training as well as testing accuracy of the fixed dilated
convolutional model. In our work, novel CCWRs with 3D-
CNN dilated varying dilation rates in the multiple layers
utilize convolution operations series to capture complete
information devoid of holes or missing. This successfully
avoids information loss and the problem of testing accuracy
using different dilated convolution kernels by increasing
receptive field size.

By correlating the multiple distributed word representa-
tion model and contextual concatenated word representa-
tion model, we acknowledge that the development of
CCWRs is significant despite including the small size of
the corpus. Our experimentation provides the implementa-
tion of 3D-CNN in terms of important revelations such as
(i) multiple word representation models by way of weighted
concatenation for the generation of contextual representa-
tion along with two fully connected layers to classify social
media data utilizing the linguistics regarding social media
for intelligent applications and (ii) comparing and analyzing
the optimization, preference, selection, tuning, and configu-
ration of multiple parameters indicates the significant effect
on the entire structure.

Nowadays, data available on social platforms, such as
Twitter, is frequently used and has exceptional impacts on
making intelligent and informed decisions marking which
can be analyzed concerning people’s opinions toward real-
world events. Though many methodologies have been exam-
ined, it is still unable to mine out of vocabulary, misspelled,
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Figure 6: Baseline models accuracy on ESD-1, ESD-2, ESD-3, and
ESD-4.
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Figure 8: Evaluation metrics on proposed method on ESD-1.
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Figure 9: Evaluation metrics on proposed method on ESD-2.
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and simple words to analyze social insights and the utiliza-
tion of new neural architectures for intelligent applications.
This work is also essential to social media textual data min-
ing algorithm to consider real-word situations like disasters
and current COVID-19 that entails well-timed effective
techniques by observing people’s impulses to assist the gov-
ernment in policy and strategic decisions.

Further, this paper is a significant source of accessibility
of authentic, powerful, and evolving techniques concerning
authorities necessary to consider the varying situation of
the world with multiple variants of COVID-19. More in-
depth, the idea can also extend to empower smart cities
by contributing new methods through professionals by
developing intelligent applications in epidemic situations
towards the robustness of techniques and interpretations.
To institutionalize intelligent applications regarded as an
essential means, there is a need for propositions to use
social media textual data mining algorithms in an intelli-
gent environment involving a rapidly increasing social
media textual data size. We can say that the development
of the proactive, responsive, and cost-effective intelligent
application will remain inadequate while performing with-
out inheriting the significance of deep learning approaches
and, more importantly, mining of insights of social media
data.

6. Conclusion

The significance of social media data established an essential
mean to realize people’s attitudes to improve service. This
paper uniquely formulates several hyperparameter tuning,
selection, and configurations towards maximum model opti-
mization on different valuation metrics. Proposing contex-
tual concatenated word representations (CCWRs) trained
on streamed social media data effectively surpasses various
word representation models and overcomes out of vocabu-
lary (OOV) words problem to some extent. Also, a novel
proposition of three dilated convolution layers (3D-CNN)
upon different dilated convolution kernels at each layer
instead of stacking convolutional layers is utilized via a series
of experimentations and verifications on multiple datasets.
The proposed architecture as the augmentation of CCWRs
and (3D-CNN) in the manner above accurately performs
with many views such as avoiding loss of detailed, informa-
tive messages and capturing the long contextual informa-
tion. However, it has been concluded that specific extensive
training social media data can be helpful to extend evalua-
tion metrics. Further, in our method, the imbalanced train-
ing data and subject-based collection of social media data
from Twitter through relevant keywords is still a challenge
that can be dilated in future work.
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The rapid growth of the Internet of Medical Things (IoMT) has led to the ubiquitous home health diagnostic network. Excessive
demand from patients leads to high cost, low latency, and communication overload. However, in the process of parameter
updating, the communication cost of the system or network becomes very large due to iteration and many participants.
Although edge computing can reduce latency to some extent, there are significant challenges in further reducing system
latency. Federated learning is an emerging paradigm that has recently attracted great interest in academia and industry. The
basic idea is to train a globally optimal machine learning model among all participating collaborators. In this paper, a gradient
reduction algorithm based on federated random variance is proposed to reduce the number of iterations between the
participant and the server from the perspective of the system while ensuring the accuracy, and the corresponding convergence
analysis is given. Finally, the method is verified by linear regression and logistic regression. Experimental results show that the
proposed method can significantly reduce the communication cost compared with the general stochastic gradient descent
federated learning.

1. Introduction

The Internet of Medical Things (IoMT) is using a variety of
communication systems to connect many devices to form
best-in-class systems that can detect, collect, exchange, ana-
lyze, and transmit valuable communications [1, 2], helping
companies manage smarter and deliver faster business solu-
tions. IoMT can build a large number of applications
through various “smart” sensors such as artificial intelli-
gence and machine learning (ML) technology, thereby rev-
olutionizing the ubiquitous computing system [3, 4]. Secure
communications and sensing technologies can leverage a
participatory approach to implement integrated solutions

while establishing new applications relevant to the industry,
particularly healthcare. One of the key applications of 5G-
based IoMT is healthcare, which is aimed at maintaining
patients’ medical information in electronic environments
(such as cloud and edge cloud) systems through the latest
telecom paradigm [5, 6]. For healthcare applications, ML
models are typically trained on enough user data to track
health status information. Traditional machine learning
methods such as support vector machine (SVM), decision
tree (DT), and hidden Markov model (HMM) can be used
in a variety of healthcare applications [7]. Patterns are ana-
lyzed and classified based on the construction of explicit or
implicit models, and its ML method has been used to
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improve the detection rate of malicious data [8]. However,
they still have many problems in detecting new or evolving
malicious data, and the accuracy of unsupervised anomaly
detection used to detect new security is low [9]. As the
number of variants grew, this became a major bottleneck,
mainly because of the amount of work required to gather
enough datasets. In addition, when new features from dif-
ferent network layers need to be combined to deal with
the evolving malicious data, the learned classifier cannot
be directly used to test the data with different feature
spaces [10]. This paper attempts to overcome these chal-
lenges, which involve data aggregation with security and
privacy protection. First, in the real world, data often
exists in separate, decentralized forms. Although there is
a lot of data in different sensors, it is not shared due to
privacy and security concerns [11]. If the same user uses
data from two different sensors, the data stored in differ-
ent clouds cannot be exchanged, making it difficult to
train powerful models with valuable data. Another impor-
tant issue is personalization based on feature data, most of
which are based on a common server model for almost all
users. After capturing enough user data, train a satisfactory
machine learning model, which itself is distributed to all user
devices that can track health information on a daily basis, but
the program lacks personalization. It can be seen that differ-
ent users have different characteristics and daily behavior
models. As a result, general models cannot deliver personal-
ized healthcare. Based on this idea, a federated transfer learn-
ing algorithm is proposed, which is an IoMT-enabled
intelligent healthcare framework named FT-IoMT Health
[12]. FT-IoMT Health can solve the problem of data decen-
tralization and model personalization through federated
learning and homomorphic multiparty encryption methods
[13]. FT-IoMT Health aggregates data from different sys-
tems to build powerful machine learning models and
appropriately protect user privacy. After building the cloud
model, FT-IoMT Health utilizes migration learning to
implement a personalized model for each network entity
[14]. Transfer learning is a novel machine learning technol-
ogy, which utilizes knowledge learned from related training
(source) sets to improve the prediction accuracy of test
(target) sets with almost no label data [15] and enables
the framework to update gradually. FT-IoMT Health is
scalable and used in many healthcare applications, enabling
them to constantly update their learning capabilities every
day.

In short, the main contributions of the paper are as
follows:

(1) This paper proposes an algorithm, FT-IOMT Health,
which is the first federated migration learning mech-
anism based on IoMT. This mechanism aggregates
data from different entities without compromising
privacy and security and obtains relatively personal-
ized models by means of transfer learning

(2) On the basis of known data analysis, transfer learn-
ing technique is used to detect new unknown data
analysis. The use of transfer learning itself is the

main advantage of enhancing the adaptability of
the detection model

(3) This paper validates FT-IoMT Health’s superior per-
formance in identifying human activity on UCI
smartphones. The experimental results show that
FT-IoMT Health greatly improves the recognition
accuracy compared with traditional ML methods

2. Related Work

In traditional healthcare applications, it is important to
note that models are typically built by aggregating all user
data. In practice, however, data is often separated and dif-
ficult to share due to privacy issues, and the models built
by applications lack the characteristics of model personal-
ities. A well-known network data detection technique is
signature-based detection, which is based on the deep
information of the specific characteristics of each detec-
tion. Another technique used for network data detection
is supervised learning [16, 17]. Both studies were less
accurate in detecting new data because they typically relied
on known cases of detection. Federated machine learning
was first proposed by Google [18]; since the phone is dis-
tributed throughout its life cycle, Google trains the machine
learning model on this machine, with the primary purpose
of protecting user data in the program. Federated learning
is a technical approach to solve the problem of data discrete-
ness through the training of privacy models in networks. The
goal of transfer learning is to transfer information from
known related fields to new fields, so as to achieve the pur-
pose of analogical reasoning, and the main goal is to reduce
the distribution differences between different fields. There-
fore, there are two main implementation methods: instance
reweighting [19] and feature matching [20]. Recently, deep
transfer learning technology has made great achievements
in many applications. FT-IoMT Health mostly involves deep
transfer learning. Many methods assume the feasibility of
training data, which is obviously unrealistic. FT-IoMT
Health builds deep migration learning into a federated learn-
ing framework, eliminating the need to access raw user data.
Therefore, this achieves the goal of greater security.

The point of federated transfer learning here is that
samples or features do not have more in common. In
recent years, a number of researchers have begun to dabble
in the field. In [12], Liu et al. put forward a secure federated
transfer learning algorithm in a two-party privacy protec-
tion environment, which paid more attention to data secu-
rity. Most studies also propose a federated domain adaptive
approach, which extends the domain adaptive approach to
federated setting constraints to achieve data privacy and
domain transformation. Although a great deal of research
work continues to develop rapidly, there are still many
challenges in the practical application of federated transfer
learning. The work in this paper is the first federated trans-
fer learning mechanism designed specifically for IoMT
applications and will therefore be extended by a variety of
transfer learning technologies.
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3. System Model

3.1. Problem Definition. Take data from N different users,
the user is represented as fU1,U2,⋯,UNg, and the reading
value of the sensor providing the data is defined as fD1,
D2,⋯DNg. The conventional method trains the general
model MGEN by combining all the data D = fD1 ∪D2 ⋯∪
DNg. All data should have different distributions. In
response to our proposed problem, we aim to gather on all
data to train the federated model MFED, in which no user
Ui will disclose these data Di to each other. If we define
the accuracy as A , the goal of FT-IoMT Health is to guaran-
tee that the accuracy of federated learning is approximately
or better than the accuracy of the following conventional
learning: AFED −AGEN > δ, where δ is a very small positive
real number.

FT-IoMT Health is aimed at leveraging joint transfer
learning technology to obtain accurate personal healthcare
information without compromising user privacy. Figure 1
shows a profile of the mechanism. Suppose there exist N
users (network data) and one server, and then, expand them
to a more general situation. The main components of the
framework are described below. First, train the cloud model
on the server based on a common dataset. Therefore, the
cloud model is distributed to all users so that each user will
train his model on his own dataset. The user model is then
uploaded to the cloud for training the new cloud model
using model aggregation. Finally, each user will implement
personalized models to train users based on cloud models,
network data, and predictive future data. In this process,
due to the large distribution difference between server data
and user data, the transfer learning method is adopted to
make the model more suitable for users, as shown on the
right end of Figure 1. It is important to note that none of
the parameter sharing processes will include user data leaked
through homomorphic encryption.

The federated learning model is an important computa-
tion model for the entire FT-IoMT Health mechanism. Its
role in the whole process is to deal with model construction
and parameter sharing. The server model will be directly
applied to users after the learning and training process.
This is exactly a way based on traditional healthcare appli-
cations applied to model learning. Obviously, the probabil-
ity distribution of the samples in the server and the data
generated by each user is very different. Therefore, it is dif-
ficult for the general model to achieve personalized settings
of the data model. In addition, due to privacy security
issues, the user model cannot easily achieve continuous
model updates.

3.2. Federated Learning. FT-IoMT Health uses the federated
learning paradigm to implement training and sharing of
encryption models, and its steps mainly involve the follow-
ing two key parts: namely, cloud and user model learning.
For FT-IoMT Health, deep neural networks are used to learn
cloud and user models. The deep neural network uses the
original input of user data as the network input for end-to-
end feature learning and classifier training, where f repre-
sents the server model to be learned, and the learning goal is

argminL
θ

= 〠
N

i=1
L yi, f xið Þð Þ, ð1Þ

where Lð∗, ∗Þ indicates network loss function such as
cross-entropy loss for classification tasks, fxi, yig is a sample
of server data, and its size is N . θ represents all the parame-
ters to be learned, namely, weights and bias.

After obtaining the cloud model, distribute it to all
users. From the obstacle in Figure 1, direct sharing of user
info will be prohibited. The process exploits homomorphic
encryption to prevent info leakage. Due to the fact that
encryption is not a subject to be considered, only the pro-
cedure of homomorphic encryption applying the addition
of real numbers is explained. Therefore, this can complete
parameter sharing without leaking any user information.
We apply federated learning to aggregate user data with-
out compromising privacy and security. Therefore, the
learning goal for user u is defined as

argminLu
θu

= 〠
N

i=1
yui , f u xuið Þ: ð2Þ

After completing the training of all user models f u
according to the shared cloud model, upload them to the
server for aggregation. It can be seen from the evaluation
that in the case of shared initialization, the method of fed-
erated averaging [21] can be adopted to average the model
to achieve good performance in reducing loss. Therefore,
following [21], align the user model by the model average
value, and then, perform the cloud model update average
value on b user models in each training round. The
updated cloud model is expressed as

�f wð Þ = 1
B
〠
B

b=1
f ub wð Þ, ð3Þ

where w is the parameter of the network and B is the
number of users. After enough iterations, the updated
server model �f has better generalization capabilities. Then,
new users can join the next round of server model train-
ing. Therefore, FT-IoMT Health has incremental learning
functions.

3.3. Transfer Learning. Apply transfer learning technology to
improve the detection of new network data analysis by
transferring the information learned from known network
data analysis, so as to distinguish between the common
coarse feature model for all users and the fine-grained fea-
ture model for personalized user. The expression source
and target are used to define the training and test datasets
in the machine learning task, respectively. Both source and
target data are represented by normal flow records and
abnormal flow records. The purpose of this transfer learning
is to adapt source data to assist distinguish new detections
from the target, thereby building a personalized model for
each user.
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The transfer learning mechanism is composed of the
following three major processes: (1) feature extraction pro-
cess (obtained from the original network), (2) feature-
based learning process, and (3) supervised classification
process. The first step is to perform data tracking on the
original network to extract features based on the statistical
calculation of network traffic. In the second step, a feature-
based transfer learning algorithm is used to learn the new
feature representation from both the source data and the
target data, and the new representation will be fed to the
general basic classifier.

The data detection is modeled as a binary classification
problem, i.e., the data state is classified as malicious or nor-
mal. Assume a source training instance S = fX ∣ xig, X ∈ Rm

with label LS = yi, and target data T = fZ ∣ zig, Z ∈ Rn, where
X and Z are both users’ data extracted from the network. X
and Z come from different distributions PSðXÞ ≠ PTðXÞ, X
and Z have different dimensions, Rm ≠ Rn. Our goal is to
accurately predict the label on T .

The method is to apply new public latent space
through spectrum transformation, in which the distribu-
tion of malicious examples is similar, but the distance
between discriminatory ones is still very different. The
ultimate purpose is to learn a new representation of the
original data and target data in the k-dimensional latent
semantic space, namely, VS ∈ Rk, VT ∈ Rk, so that it can
use VS and VT instead of the original S and T better
against malicious data sort. Its key purpose is given in
Figure 2, because in the new projected public latent space
(Figure 2(c)), the distribution of malicious A and mali-
cious B are indistinguishable, even though they are in their
original 2D and 3D spaces.

The following discusses how to search the public latent
subspace. The optimal subspace is described in the
following.

3.3.1. Optimization. Based on the given source data S and
target data T , find the best projection of S and T on the best

subspace VS and VT on the basis of the optimization goals
given below:

min
VS,VT

L VS, Sð Þ + L VT , Tð Þ + γ∙D VS, VTð Þ, ð4Þ

where Lð∗, ∗Þ is a distortion function used to evaluate the
difference between the original data and the projection data
and DðVS, VTÞ indicates the projection difference between
the source data and the target data. γ is a trade-off parameter
used to control the resemblance between two datasets.

Therefore, the first two components of (4) can assure
that the projection data is as consistent as possible with the
original data structure. Define Lð∗, ∗Þ as follows:

L S, VSð Þ = S − PS ∗ VSk k, L T , VTð Þ = T − PT ∗VTk k, ð5Þ

where VS and VT are realized via a linear transformation
with linear mapping matrices expressed as RS ∈ Rk×m and
PT ∈ Rk×n to the source data and target data. kXk2 indicates
the Frobenius norm, which is also denoted as the matrix trace
norm. In another point of view, PS′ ∈ Rk×m and PT′ ∈ Rk×n pro-
ject the original data S and T into a k-dimensional space, in

which the projected data are equivalent ðLðS, VSÞ =
kSPS′ −VSk

2Þ. But it can produce trivial solutions PS = 0, VS
= 0. Therefore, Equation (5) will be applied. It is regarded
as matrix factorization, which is a well-known advantageous
tool for extracting latent subspaces while maintaining the
original data structure.

According to Lð∗, ∗Þ to define ΔðVS, VTÞ as

Δ VS, VTð Þ = L VS, VTð Þ, ð6Þ

which represents the difference between the projection target
data and the source data. Therefore, based on the minimized

User A

User B

User N

Data B

Data A

Data N

Model A

Model B

Model N

Cloud
model

Cloud User

Data Data

Model transfer

New user model

Figure 1: Overview of FT-IoMT Health framework.
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difference function (6), the source data and target data con-
straints of the projection are similar.

Substituting (5) and (6) into (4), the following optimiza-
tion goals to minimize with respect to VS, VT , PS, and PT are
as follows:

min
VS′VS = I, VT′VT = I

∇ VS, VT , PS, PTð Þ =
min

VS′VS = I, VT′VT

= I S −VSPSk k2 + T −VTPTk k2 + γ∙ VT − VSk k2� �
:

ð7Þ

Therefore, the loss function of the user model can be
calculated by the following formula:

argminLs
θs

= 〠
N

i=1
L yið , f xið Þ + 〠

Ns

i=1
L ysi , f s xsið Þð Þ + S −VSPSk k2

+ T −VTPTk k2 + γ∙ VT −VSk k2� �
:

ð8Þ

The learning process of FT-IoMT Health is given in
Algorithm 1. The framework will work continuously with
newly emerging user data. When faced with new user data,
FT-IoMT Health can simultaneously update the user
model and the network-based cloud model. Thus, the lon-
ger the user spends data, the more personalize the model.
In addition to transfer learning, other common methods

(e.g., incremental learning) are also implanted in FT-
IoMT Health for personalized settings.

4. Experiments

4.1. Datasets. We employ a public human action recognition
dataset named UCI smartwatch. The dataset involves 6
actions gathered from 35 users who use smartwatch around
their wristband. 10 accelerometer and gyroscope data chan-
nels are gathered at a constant rate of 50Hz. There exist
10,300 cases. To construct the subject status in FT-IoMT
Health, five relevant topic features (content IDS 31-35) are
extracted from them, and they are regarded as independent
users, who will not share data because of privacy security.
The data of the remaining 30 users is used to train the cloud
model. Then, the goal is to use the cloud model and all 5
independent objects to improve the accuracy of the activity
recognition of these 5 objects without compromising
privacy. Consider it is a simplification of the framework in
Figure 2, where there are 5 users.

For the feature transfer learning used in the construction
of the personalized model, we mainly analyze from the
network data detection. The network functions that contains
can be summarized into three groups: here, we focus on
studying the traffic data features, which are generally
extracted by flow analysis tools, and content features, which
need to deal with grouping content.

4.2. Specific Implementation Steps. Both the server and the
user side use CNN for training and testing. The cyber is
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Figure 2: Overview of the proposed feature space transformation form.
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consisted of the following 2 convolutional layers, 2 pooling
layers and 3 fully connected layers, which employ a 1 × 9
convolution size. It is optimized using small batch stochastic
gradient descent (SGD). In the training process, 80% of the
training data is used for model training, and the remaining
20% is used for assessment. Set user B = 5 and fixed. When
the batch size is 64 and the training period is set to 80, the
learning rate α is set to 0.01. Model network data detection
as a binary classification issue to differentiate malicious traf-
fic from normal one.

To effectively assess the transfer learning method, source
and target datasets will be generated as follows. To assess the
performance of the transfer learning method in detecting
unknown model variants in the cloud, so as to construct
personal model, the problem is regarded as a detection that
only exists in the target network but is not visible in the
source network. Suppose there is one data detection in the
source and another detection in the target. Therefore, the
distribution of detection feature value between the source
and the target is different. Therefore, three datasets are
reconstructed, each of which includes a series of randomly
chosen normal cases and a set of detections from one cate-
gory. Here, one of the datasets is set as the target, and the
other dataset is set as the source. Therefore, there are
mainly the following three detection tasks: Seen⟶Unseen
(i.e., source Seen data for training, target Unseen data
(new network) for testing), Seen⟶Detection, and Detec-
tion⟶Unseen. It is presumed that the feature space
between the source and target is the identical. The accuracy
of user u is computed by the following formula: Au = jX
: X ∈Du ∧ ~yðXÞ = yðXÞj/jX : X ∈Duj, where yðXÞ and ~yðXÞ
define the true and predicted labels on X, respectively.
Perform federated learning according to homomorphic
encryption. During the transfer learning period, all convolu-
tion and pooling layers in the network are frozen, and only
the parameters of the fully connected layer are updated
using SGD. To verify the validity of FT-IoMT Health, its
performance was compared with conventional deep learning

(DL). In traditional deep learning, we only use the primary
server model and other conventional machine learning
modes to record each the performance of each subject. The
hyperparameters used in all comparison methods are
adjusted by cross-validation. To achieve a fair study, all
experiments were performed 5 times to record the average
accuracy. Table 1 shows the performance comparison
between the detection technologies proposed based on FT-
IoMT and the benchmark method. Table 2 shows the accu-
racy of activity classification for each topic. Figure 3 indicates
the ROC curve. Figure 4 compares FT-IoMT with other
transfer learning methods. Figure 5 shows the results of
extending FT-IoMT through other transfer learning
methods.

4.3. Evaluation. FT-IoMT achieves the best classification
accuracy for all users. From the outcomes in Tables 1 and
2, it can be concluded that FT-IoMT Health has importantly
enhanced performance in all examples. Compared with DL,
it slightly increases the average result by 5.6%. Mainly due to
the fact that federated learning can be used indirectly for
more info from distributed data model to train better and
applying transfer learning, the model can be more personal-
ized for each user’s features. Compared with traditional
methods such as KNN, SVM, and RF, FT-IoMT Health also
significantly enhances the recognition outcomes. Overall, it
proves the validity of the FT-IoMT Health mechanism. For
activity recognition, the results also show that deep learning
methods (DL and TL-IoMT) attain better outcomes than
conventional modus.

It is controlled by the representation capabilities of deep
neural networks, while conventional modus depend on
manual feature learning. Deep learning also has another
advantage of enabling the online update model to be incre-
mentally updated without retraining, while conventional
modus need further incremental algorithms. The perfor-
mance is very valuable in model reuse and federated transfer
learning. In view of the unseen new network data detection

1: Input:T , S, γ, k, fD1,D2,⋯,DNg, learning rate α, steps = 500
2: Output: f u,VS,VT
3: Construct an initial cloud model f with common datasets applying Equation (1)
4: Distribute f to all users
5: Train user model by Equation (2)
6: All user models are updated to the server through homomorphic multiparty encryption. Perform aggregation on the model
employing Equation (3). Then, the server treats the aggregation model as the updated cloud model �f .
7: Distribute �f to all users and then execute transfer learning on each user to obtain their model f u
Applying Equation (8)
8: while optimized function Equation (7) not converge do
9: Update VT by gradient descent with VT =VT − αð∂∇/∂VTÞ
10: Update VS by gradient descent with VS =VS − αð∂∇/∂VSÞ
11: Update PT by gradient descent with PT = PT − αð∂∇/∂PTÞ
12: Update PS by gradient descent with PS = PS − αð∂∇/∂PSÞ
13: step++
14: end
15: Repeat the above process for new user data constantly appearing

Algorithm 1: The learning process of FT-IoMT Health.
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environment, we will compare the performance of FT-IoMT
Health with common basic classifiers, instead of using the
transfer learning method for the three detection tasks. We
chose random forest (RF), SVM, and KNN as common basic
classifiers. From the ROC curve illustrated in Figure 3, it will
be seen that FT-IoMT Health has improved the detection
rate compared to the baseline. Comparison of IoT-based
transfer learning methods: we have used other feature-
based transfer learning methods (such as HeMap [22] and
CORrelation ALignment (CORAL) [23]) to evaluate FT-
IoMT network data detection tasks. From the outcomes

illustrated as Figure 4, it can be achieved that the perfor-
mance of FT-IoMT is better than other feature-based
methods in all classifiers for network data detection tasks.
There exist two adjustable parameters, the similarity confi-
dence parameter γ and the size of the new feature space k,
which will be set manually or automatically by experiential
research. There are methods for automatically determining
the best parameters, for example, by calculating the similar-
ity degree between the source and the target data to deter-
mine the similarity confidence parameter γ. In this work, a
small labeled dataset (300 labeled) is used in the test set to
search the best parameters.

For the use of other transfer learning methods to expand
FT-IoMT Health, using different transfer learning methods
to analyze the scalability of FT-IoMT Health, it uses two
methods to compare its performance: (1) fine-tune, by only
fine-tune the network on each subject, it will not signifi-
cantly reduce the distribution difference between sets; (2)

Table 1: Classification accuracy of the test objective.

Subject KNN SVM RF DL FT-IoMT Health

P1 82.6 80.8 86.7 93.4 97.6

P2 87.4 95.7 94.6 94.1 97.8

P3 91.8 96.8 87.5 92.6 99.7

P4 84.5 94.8 90.3 94.8 98.9

P5 91.3 97.9 92.1 91.9 99.8

AVG 87.5 93.2 90.2 93.2 99.1

Table 2: Accuracy of unprediction network detection.

Datasets Method SVM KNN RF

Seen→Unseen
No-TL 0.51 0.52 0.54

TL-IoMT 0.82 0.81 0.80

Seen→Detection
No-TL 0.76 0.75 0.65

TL-IoMT 0.87 0.82 0.80

Detection→Unseen
No-TL 0.50 0.52 0.53

TL-IoMT 0.84 0.82 0.81

1.0

1.0

0.8

0.8

0.6

0.6

0.4

0.4

0.2

0.2
0.0

0.0

Tr
ue

 p
os

iti
ve

 ra
te

False positive rate

KNN_FT-IoT (AUC = 0.85)

SVM_FT-IoT (AUC = 0.82)
SVM (AUC = 0.68)

KNN (AUC = 0.0.46)

Figure 3: ROC curve on Seen⟶Unseen.
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MMD (Maximum Mean Difference) is used for transfer, and
MMD loss is used instead of alignment loss. The comparison
outcome is shown in Figure 5. It will be seen from the figure
that in addition to alignment loss, FT-IoMT Health can also
attain desirable outcomes through fine-tuning or MMD.

The outcomes of transfer learning are greatly better
than no transfer in average accuracy. It shows that the
transfer learning process of FT-IoMT Health is very valid
and scalable. Thus, FT-IoMT Health is universal and will
be expanded in many fields by merging other transfer
learning algorithms. In addition, other encryption algo-
rithms can also be used to extend the federated learning,
which may be a future research direction.

5. Application of Assistance in Diagnosis and
Treatment of Neurological Diseases

Parkinson’s disease is generally a neurological disease char-
acterized by some motor symptoms, so biosensors can be
used in IoMT to help diagnose [24]. In addition, patient data
is also a privacy-sensitive problem and must be resolved
through federated learning. Therefore, FT-IoMT Health is
applied to assist in diagnosis and treatment of Parkinson’s
disease and is arranged in hospitals. After training the user
model on the user side, the patient downloads it to the bio-
sensor and connects to the network to update it during the
next access. This allows users to detect and obtain real-
time feedback on their own, so as to more easily obtain dis-
ease status.

Based on this, a biosensing application was developed to
collect the patient’s acceleration and gyroscope signals at a
frequency of 80Hz for symptom testing. The symptom con-
dition test is designed in the following states: arm swing, bal-
ance, walking, postural normal tremor, and resting tremor.
For each test set, each symptom is divided into five levels
from normal to severe. The treating doctor evaluated the

collected symptoms. We collected sensor data from 150
patients aged 18 to 85 years. In the following evaluation pro-
cess, the test data of arm swing and postural normal tremor
are evaluated, and two categories with quite sufficient data
are chosen as references.

Evaluate the classification accuracy of the collected data-
set. The data is gathered from three hospitals, 80% of each
hospital is randomly chosen as the public dataset, the
remaining 20% are randomly selected as 5 users, and K = 5.

Table 3 shows the comparison results. In addition, the
proposed method gives the result of the ideal scheme. Due
to all the data is preserved in one location, it is easier to view
the upper bound of the model performance. From the out-
comes, it will be seen that FT-IoMT Health has achieved
the best classification accuracy, which obviously exceeds
the best comparison means, and has narrowed the gap with
the perfect case. It is fully proved that using federated

Table 3: Classification accuracy of every subject in arm swing and postural normal tremor.

Subject KNN SVM RF DL FT-IoMT Health Upper bound

Arm swing

P1 37.2 41.5 45.1 50.2 74.7 87.9

P2 45.3 47.6 49.2 58.5 91.2 99.4

P3 56.2 55.7 53.4 63.6 86.4 87.5

P4 63.8 62.0 56.7 69.4 94.6 100

P5 84.9 73.6 66.6 71.3 85.7 88.4

AVG 57.5 56.0 54.2 62.6 86.5 92.6

Postural tremor

P1 51.3 46.5 58.3 46.2 84.3 86.2

P2 52.5 58.7 56.9 60.4 75.8 85.9

P3 64.8 54.1 56.1 58.7 68.6 75.6

P4 58.6 59.2 52.7 62.8 71.4 86.8

P5 65.2 53.6 52.0 59.2 69.1 76.4

AVG 58.4 54.5 55.2 57.4 73.8 82.4
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Figure 6: Extending on arm swing test.
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transfer learning technology, the FT-IoMT Health mecha-
nism can achieve effective symptom classification in practi-
cal applications.

Consistent with the experimental setup mentioned
above, Figures 6 and 7 show the scalability results of the
arm swing and normal posture tremor test data, respectively.
It can be shown that in most cases, FT-IoMT Health can
achieve satisfactory results using fine-tuning or MMD,
which also shows that FT-IoMT Health and other transfer
learning algorithms are as effective and scalable in practical
applications.

For the performance of the given model, we further
study ablation analysis (also called sensitivity analysis) to
evaluate the two components of joint learning and transfer
learning. We apply No-TL to mean an average model
without personalize transfer learning. The outcomes are

indicated in Figures 8 and 9. It can be seen from the
results that both federated learning and transfer learning
have made significant achievements to the performance of
FT-IoMT Health. Comparing No-TL with DL, it can be seen
that the model with federated conditions will increase the
classification accuracy, which shows the effectiveness of fed-
erated learning. By further comparing No-TL with our feder-
ated transfer learning mechanism FT-IoMT Health, it can be
seen that integrated with transfer learning technology, each
user model will attain better performance in classification.
The reasons are as follows. (1) Using federated learning, the
server can indirectly aggregate more communication from
multiple users to obtain a more general network cloud model.
(2) Using transfer learning, users will obtain a more person-
alized user data model based on the cyber cloud model.

6. Conclusion

In the paper, we propose FT-IoMT Health, which is a fed-
erated transfer learning mechanism based on IoMT health-
care. FT-IoMT Health aggregates data from different
network users without affecting privacy and security and
realizes the user’s relatively personalized model learning
through transfer learning. The key is feature-based transfer
learning technology to overcome various detection methods
that lead to variants in network performance. Experiments
and applications have verified the validity and accuracy of
the mechanism compared to other benchmark methods.
Meanwhile, the experimental outcomes also indicate that
the transfer learning method enhances the performance of
detecting unseen new network malicious data compared
with the baseline and proves that FT-IoMT Health can sup-
port the detection of new data in different feature spaces. In
the future, we will plan to expand FT-IoMT Health through
incremental learning to achieve a more personalized, flexi-
ble, and efficient healthcare system.
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