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Virtualization is becoming popular and is gaining widespread attention in recent years. However, with its popularity comes the
challenge of securing the virtualized environment. Security measures for virtualized systems cannot always be applied in the same
manner as in physical systems. Virtualized environments may have multiple virtual systems on the same physical machine, so
di�erent levels of security one needed. �e hypervisor is the controlling program that provides the virtual systems’ e�ective
isolation and security. In this article, we present a comprehensive review of the existing security ideas and architectures for
virtualized environment and some of the open issues in virtualization security.

1. Introduction

Since the 1960s, with the advent of the �rst virtual machine-
enabled operating system for mainframes by IBM, virtual-
ization has become very popular [1]. Currently, virtualiza-
tion can be deployed on high end servers, normal personal
computers, or even mobile devices such as mobile phones or
handy tablets [2]. It divides the physical system into multiple
virtual systems and gives the end user an illusion that he is
working on the actual physical system. Nowadays, several
information services and new technology paradigms, such as
in�nite computing (grid computing, cloud computing), web
services, and other on-demand services, use virtualization as
their core technology because of its economy and e�ciency
[3]. Most of the datacenters today rely on this technology for
their functioning. Several big players in the market are
introducing novel features and aspects to this technology on
a continuous basis, such as VMware, Citrix, and KVM [4]. A
report on Server Virtualization MCS 2010, by Kaspersky
(server virtualization shipment forecast 2005 to 2014), stated

that in 2010 more than half of the industry’s installed
workload was virtualized and in 2013 it is expected to
surpass two-thirds of the installed workload [5]. Figure 1
show the tremendous increase in the number VMs (virtual
machines) used in the industry for their di�erent workloads
(development/test/critical).

It is a fallacy to believe that virtualized settings are more
secure than physical ones. Unfortunately, even though this idea
has no basis in fact or logic, it might mislead some organi-
zations into a false feeling of security when it comes to security
requirements for virtualization initiatives. A virtual computer
“looks” and performs exactly like any physical machine from
the perspective of everything that interfaces or interacts with it.
�e hypervisor is usually the only thing that knows the ma-
chine is virtual. As a result, it is a basic fact that virtualized
environments must still deal with all of the possible security
issues that physical environments must deal with.

�e virtualization provider operates, manages, and
controls all components from the bare metal host operating
system and hypervisor virtualization layer down to the
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physical security of the facilities where the services are
provided under the shared responsibility paradigm [6]. It
means that the virtualization provider oversees safeguarding
the global infrastructure that underpins all of the services
provided.

Physical security of datacenters with controlled, need-
based access, location in nondescript facilities with 24/7
security guards, two-factor authentication, access logging
and review, video surveillance, and disc degaussing and
destruction are all things that your virtualization provider is
responsible for. Provider’s hardware infrastructure includes
servers, storage devices, and other appliances. Operating
systems, service applications, and virtualization software are
all hosted on software infrastructure. Routers, switches, load
balancers, �rewalls, and cabling are examples of network
infrastructure. Virtualization provider also keeps an eye on
the network from the outside, safeguards access points, and
o�ers redundant infrastructure with intrusion detection.

While the virtualization infrastructure is secured and
maintained by provider, customers are responsible for se-
curity of everything they put in the cloud.

�e customer is responsible for what is implemented by
using provider services and for the applications that are
connected to AWS. �e security steps that customer must
take depend on the services that they use and the complexity
of the system.

Customer responsibilities include selecting and securing
any instance operating systems, securing the applications
that are launched on virtualization resources, security group
con�gurations, �rewall con�gurations, network con�gura-
tions, and secure account management.

When customers use virtualization services, they
maintain complete control over their content. Customers are
responsible for managing critical content security require-
ments, including

(i) what content they choose to store on infrastructure
(ii) which provider services are used with the content
(iii) in what country that content is stored
(iv) the format and structure of that content and

whether it is masked, anonymized, or encrypted

(v) who has access to that content and how those access
rights are granted, managed, and revoked.

Customers retain control of what security they choose to
implement to protect their own data, environment, appli-
cations, IAM con�gurations, and operating systems.

Along with its bene�ts and increased popularity, vir-
tualization brings with it several security concerns. �ese are
very critical and if not addressed properly the security of
most datacenters and information services are at risk.
Several security protection programs are emerging in re-
search communities and markets, which emphasizes various
aspects of virtualization.

In this paper, we organize these security architectures,
threats, and solutions in a consolidated manner. Section 2
presents a brief overview of virtualization and virtual in-
frastructure. Section 3 discusses the vulnerabilities in a
virtual infrastructure. Section 4 is a discussion on the various
attack surfaces of virtualization. Sections 5 and 6 comprise
brief discussion on the various attacks, mitigation, and other
proposed architectures. Section 7 is an overview of future
trends and various open issues in the virtualization security.

2. Background

In addition to the development and test workloads, orga-
nizations are now in the process of virtualizing even their
most critical workloads. Also, virtualization is the core
technology for many modern computing paradigms such as
cloud computing [7, 8]. Commercial cloud providers use
virtualization to provide and host di�erent cloud services
such as IaaS (Infrastructure as a Service).�is allows users to
bene�t from virtualization in the form of reduced costs, easy
availability, disaster recovery, and greater agility. �ey
however need to realize that there are security risks that
come along with these, such as easy creation/deletion/
modi�cation of VM and the fact that there is an entirely new
infrastructure layer that needs to be secured. Attack on the
virtual infrastructure can result in damage to the business
drastically. �e focus of this paper is to survey the current
security vulnerabilities of virtualization.

2.1. Virtualization. Virtualization is the term commonly
used to de�ne abstraction of the underlying physical re-
sources with logical objects [9]. �is enables running
multiple logical servers on a single physical server. Use of
virtualization saves physical space, reduces power con-
sumption, and saves network and storage cabling. Apart
from this, virtualization also helps in providing hardware
independence to operating systems and applications, dy-
namic provisioning to logical objects (operating systems or
applications), better business continuity, better utilization of
the physical resources, increased e�ciency and respon-
siveness, better platform for legacy applications, and better
isolation from other logical objects. All this is provided by a
layer which lies in between the physical entity and the logical
object known as the Virtual Machine Monitor (VMM). �is
layer decouples the physical resource from the multiple
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logical resources. Mainly three approaches are used to
implement virtualization:

(i) Full Virtualization. In this approach, the logical
object (may be VM) need not be modified to run
over the VMM. Also, the VM or guest OS is not
aware of the virtualization, as the whole physical
system (BIOS, memory, storage, processor, etc.) is
emulated to logical objects.

(ii) Paravirtualization. In this, the guest OS is aware of
the presence of virtualization, as it is modified
before being used in the virtual environment. *is
results in better performance of the guest OS than
that in full virtualization.

(iii) Hardware-Assisted Virtualization. In this approach,
virtualization is enabled at the hardware level. Intel’s
VT-x and AMD’s SVM technology are examples of
this. *is runs the VMM at the higher privilege
mode or ring than that of the guest OS and the
VMM is responsible for all resource allocation and
memory management using extended/nested page
table.

In Figure 2, different types of virtualization techniques
are shown.*ese are represented based on protection ring or
hierarchical protection domains and privileges of different
parts of virtualization.

2.2. Virtual Machine Monitor. Virtual Machine Monitor or
VMM is the software layer used to provide a virtual envi-
ronment [2]. *is control program is responsible for
monitoring andmanaging the virtual machines. VMMkeeps
track of the happenings in the VM such as resource allo-
cation, device redirection, and policy enforcement.*ere are
two types of VMM:

(i) Type 1: this VMM runs directly on the bare metal or
hardware. *is does not require any hosting OS.
Type 1 VMM is popularly called hypervisor [10].
*is type of VMM itself runs as an OS and then
spawns the virtual machine after booting. Citrix
XenServer, KVM, VMware ESX/ESXi, andMicrosoft
Hyper-V are examples of modern hypervisors. Bare
metal architecture in Figure 2 uses type 1 VMM.

(ii) Type 2: this VMM runs on top of the hosting op-
erating system and then spawns the virtual ma-
chines. It relies on the hosting OS for device support
and physical resource management. *is VMM runs
as software inside the hosting OS. VMware Work-
station and VirtualBox are example of this type of
VMM. Hosted architecture shown in Figure 2 uses
type 2 VMM.

2.3. Virtual Machine. *e concept of virtual machine came
into picture when IBMCorporation in the 1960s first created
logical instances of the large mainframe computers for
concurrent access. *is logical instance or virtual machine
gave an environment of the actual physical machine. Virtual

machines are the OS installed in the virtual environment
onto the VMM. VMs are the set of files which are used by the
hypervisor/VMM for giving the end user an illusion of the
physical machine. *ese VMs are easy to move or copy or
manage. VMs provide isolation as the root of a guest virtual
machine cannot access the host OS or host hardware or
other VM.

3. Vulnerabilities

Virtualization improves resource utilization, eases the
management of VM, and provides isolation and greater
agility. At the same time, it adds vulnerabilities to the in-
frastructure. In virtualization, multiple VMs reside on the
same physical host.

*is may lead to compromising the VMs if any of the
VMs or hypervisor or physical infrastructure is compro-
mised, thus putting virtualization at higher risk of attack.
Intra-VM communication is also one of the vulnerabilities,
as the communication is through the hypervisor and does
not need to go through the external network security so-
lutions. Dynamicity of the infrastructure also adds to the
vulnerability as the static security policy enforcement is
uncertain over dynamic provisioning, decommission, and
migration. “VM escape” is also one of the vulnerabilities; if
the attacked VM can bypass the hypervisor and access the
underlying host directly, it can attack at the hardware level in
several ways such as DoS (Denial of Service) as it will get the
root privileges. One of the vulnerabilities is “VM capturing,”
if an attacked VM can access the other VM and attack
through it such as DDoS (Distributed DoS). Modifications to
the hypervisor are also one of the vulnerabilities worth
securing.

4. Attack Surface

Despite providing several benefits to the industry, the vir-
tualization infrastructure also exposes a larger attack surface
to the attacker, which is shown in Figure 3.*e following are
the major attack surfaces:

(i) Hypervisor
(ii) Virtual machine
(iii) Host machine
(iv) Management console.

As the hypervisor is the control point of the virtuali-
zation ecosystem, it has direct access to the underlying
physical hardware and hosted virtual machines. It typically
has full access to the environment which enables it to violate
the security policies, privileges, and aggregation of duties.
*is makes it a crucial attack surface. According to IBM
X-Force’s Trend and Risk report [10], hypervisor is the
largest attack surface. Also, the hypervisor has a very large
number of lines of codes, which somewhat make it more
vulnerable to attacks. Attack on the hypervisor, be it on the
single point of failure gives the attacker root level (highest
privilege) access to the hardware. *is attack is analogous to
the “man-in-the-middle” attack as it gives the attacker place
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between the VMs and/or the hardware. �is enables it to
eavesdrop or modify the communication or system calls or
register’s/memory’s value between VMs and/or hardware as
the attacker. Attack on the hypervisor will also enable the
attacker to attack actively by crashing the hypervisor or
shutting down the VM. It may attack passively by modi-
fying/controlling the VM or enabling the communication
channel between the VMs such that they need not go
through the hypervisor or also by changing resource allo-
cation and usage.

Attack on the VM involves attack on the installed guest
OS. �e attacker may take advantage of the well-known
vulnerabilities of the operating system and exploit them in a
virtualized environment. Also, the unique con�guration of

each OS will have security concerns which if not addressed
strictly may act as a channel for the attack. Even the state
restoring capability of the VMs can be exploited for an
attack; the VM can be restored to the state at which it was
compromised, which will nullify the e�ect of the applied
security patches. �is would also enable the attacker to
performVM to VM attack, which may turn to DDOS attacks
or use them as the attack launcher.

�e host machine provides an attack surface mainly to
the attacker that has direct access to the host, for example,
through SSH, Rlogin, or by having access to the network of
the host machine.�is enables the attacker to launch DOS or
to install the rouge hypervisor or change the network ©ow.
�e management console also provides a signi�cant attack
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surface if it is not hardened properly. *e management
console can be accessed through SSH or web interface or
custom console, which once compromised can control the
hypervisor or the VM or the underlying hardware. Other
than this, there is need to secure Guest operating system
(Virtual Machines (VMs)).

All physical resources are controlled by the VMM, and it
may create multiple logical objects to serve each VM. *ese
logical objects dynamically bound to physical resources are
several other attack surfaces which need to be hardened for a
secure virtual infrastructure, such as attack on the VM Li-
brary which can put the security of the VM image or the
whole repository at risk and attack on the VM in transit
(during VM migration or VM deployment from the VM
library) which also gives way to the man-in-the-middle
attack. *e VM in transit attack may be passive, that is, by
only sniffing the contents of the VMs or creating an ille-
gitimate copy of the VM. Attack may be active, that is, by
modifying the VM state or contents or causing DOS attacks.
An attack surface may have poorly written automation APIs
(Application Program Interface). Virtualization vendor of-
fers customizable APIs for better management, automation,
and customization of the virtual infrastructure according to
the customer’s need. *e APIs, if poorly written, can prove
to be a significant avenue of attack. Besides the mentioned
attack surfaces, there are also ones related to the vulnera-
bilities of the kernel used in the hypervisor.

5. Threat and Mitigation

With increasing reliance on virtualization and the hyper-
visor, cost is reduced, and management is getting easier;
however, the threats are evolving. Most of the known threats
are categorized as “hypothetical” rather than real. Hypo-
thetical threats are those that are realized in the lab con-
sidering the worst-case scenario, while real threats are
operational threats in practical scenarios [11]. A few of the
operational threats or real threats are VM sprawl [12], lack of
visibility [13], separation of duties (of users or devices or
applications) at the virtualization layer, and too many rights
(direct or indirect control of the whole infrastructure is given
at different levels). Operational threats are more challenging
and should be mitigated carefully. However, we cannot
neglect hypothetical threats as they also have got very strong
proof of concept. Here, we categorize different threats
(including hypothetical as well as real) based on core
principles of security.

5.1. Confidentiality. Confidentiality is said to be violated if
information is disclosed to an unauthorized system or
person. In a virtual infrastructure, if the communication
between VMs or between VMs and the host is intercepted or
modified by an unauthorized system, the confidentiality is
said to have been compromised. Multiple VMs can be hosted
on a single physical hardware, which may serve a different
purpose, namely, a web server, a DNS server, or an FTP
server. Such VMsmay need to communicate with each other
and/or the host. *is communication may involve some

common shared memory area or the system calls (hypercalls
otherwise). *is communication channel may also provide a
gate to the attacker for “man-in-the-middle” attack. *e
attacker may modify the common memory area or may
intercept and masquerade the system calls (hypercalls). In
turn, this can result in malicious behavior of the VMs. *e
communication between the VM and the underlying host
may involve hypercalls, which run in a higher privilegemode
than the VM. Modification to these hypercalls can result in
the control of the hardware and can lead to other threats.

*is threat can be mitigated by maintaining isolation
wherever possible. Further mitigation can be ensured by
allowing all communication to happen only through the
hypervisors and managing efficient MAC—Mandatory
Access Control—policies [14] at the hypervisor such as Biba,
Bell-LaPadula, Caernarvon, Type Enforcement, and Chinese
Wall policies (as used in IBM’s sHype [7]). *is also controls
resource sharing (e.g., virtual resource—shared memory,
event channel, local resource—vLANs, vDisks). *is in turn
will monitor and minimize suspicious communication.
Further, security of the communication is ensured by using
HTTPS, TLS, SSH, or encrypted VPNs [15]. Other than the
above mitigation strategies, one more way may be by
conducting all communication through the physical net-
working devices which are already well hardened using
various security policies rather than the virtual network and
vSwitch. *is is however done at the cost of compromising
performance and increased network traffic.

Another well-known threat to confidentiality is the
virtual machine-based rootkit (VMBR) [16] which is pop-
ularly known as the “Blue Pill” attack. Blue Pill attack is an
advanced form of VMBR that installs a VM underneath an
existing operating system and hoists the original operating
system into the virtual machine. In Blue Pill attack, the
running VM is intercepted ormonitored by running it under
the thin hypervisor which is malicious and remains unde-
tected by the VM. *is malicious hypervisor runs in the
lower layer and can control and monitor the higher layers.
*e lower layers comprise the inner ring of the hierarchical
protection rings, which run at the highest privileged level
(kernel level) and can control the hardware. *e malicious
thin hypervisor can intercept any of the system calls of the
VM. At the same time, the OS of the VM can reference all of
its existing system calls, files, or devices and is unable to
detect the presence of any of the rootkit. *is malicious
hypervisor can see all the states and events in the VM, such
as keystrokes, network packets, disk states, and memory
states [16]. Hyperjacking is also one of the attacks, which
involves installing a malicious hypervisor underneath and
taking full control of the server based on the Blue Pill or
VMBR [17].

VMBR can be mitigated only after it has been detected.
VMBR can be detected by using detector software that run
below the VMBR that can view the system (physical memory
or disk) and look for the signatures of the VMBR [16]. Other
ways to control the VMBR are secure boot, use of secure
hardware, use of secure VMM [5], and observing overhead
caused due to VMBR at the native system resources, such as
system clock, paging activity, and virtual I/O device
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behavior. Red Pill [18] is also able to detect the rootkit. Red
Pill detects the presence of a malicious hypervisor by exe-
cuting the nonprivileged instructions like sidt, at the lower
privilege level. GuardHype [17] also provides mitigation
from hyperjacking (hijacking of hypervisor).

VM fingerprinting is also a threat worth considering; an
adversary may know about the VM by analyzing different
registers values, memory dumps, etc. Also, details on older
VMs may be recovered if the allocated memory to the de-
leted VM is not cleared properly, using memory recovery
operations.

5.2. Integrity. Integrity is said to be violated in the context of
virtualization if the modification has been done to the virtual
infrastructure in a manner that is undetectable. In a vir-
tualized environment, if the code of the hypervisor is
modified or else a malicious kernel module is installed in the
hypervisor, the integrity of the hypervisor is compromised.
*e idea behind this attack is to increase the complexity and
size of the OS kernel, which also gives way to the higher
security vulnerabilities. *e main component of the
hypervisor is its kernel, and it installs the other kernel
modules to enable virtualization. *is makes the system
vulnerable as the kernel runs at a high privilege mode and it
can control the whole system, thus compromising the kernel
will bring the whole system’s security at stack. Also, the
compromised hypervisor’s kernel can give up control of the
hypervisor, which can provide a means to launch other
attacks such as VM manipulation (start/stop, allocated re-
sources) and zombie attack (controlling a VM for further
attacks). *is category of attacks is also known as external
modification to the hypervisor [3].

*is threat can be mitigated by only allowing user ap-
proved code in the kernel privilege. *is can be done by
checking all the code against the supplied user policy. *is
also ensures that once approved code cannot be further
modified [15].

Other attacks related to exploiting zero day or other well-
known vulnerability in the kernels are injecting malicious
code and performing kernel buffer flow. Another kind of
attack can be done by controlling the peripheral DMA and
corrupting the kernel memory by frequent DMA writes or
by manipulating IOMMU’s translation. Such attacks are
mitigated or minimized by making use of hardware memory
protection schemes and AMD’s Secure Virtual Machine
(SVM) [15].

5.3. Availability. For any system availability is an important
property. Availability is necessary to meet the requirements
in SLAs and for ensuring continuity of business relationship.
Any type of DoS (Denial of Service) or DDoS (Distributed
Denial of Service) attack is a threat to availability. Such
attacks are the result of vulnerabilities in the system. If the
attacker gets access to the VM or hypervisor, it maymake the
service currently running on the VM unavailable either by
stopping the VM or crashing the hypervisor or deleting the
required files of the VM. Also, the external modification of

the VM can be a threat to its availability. *ese types of
attack are critical as the unavailability of the system can
cause damage to the financial, business, and social reputa-
tion of the industry.

Other types of attack could be improper configuration of
the hypervisor. An improper or careless configuration of the
hypervisor provides one VM to capture all the physical
resources. Suppose a compromised VM consumes all the
processing power or networking resources and makes other
VMs to starve. In such a situation, legitimate VMs will not
have sufficient hardware resource to carry out their tasks.
*is will lead to DOS for users of those VMs. *ese types of
attack can be mitigated by proper security policies at
hypervisor level.

5.4. Authorization. Authorization is said to have been
compromised if the system is able to perform a task that it is
not allowed to. In the context of virtualization, threat to
authorization is huge. If an attacker escalates its privileges
and performs a task that it is not authorized, authorization is
said to have been compromised. *is is the most common
form of attack in virtualized environment.

“VM escape” is one of the major attacks seen in a vir-
tualized environment. In this attack, the VM can completely
bypass the hypervisor and gain direct access to the hardware.
When a program running on the VM gains the root privilege
of the hardware, it may misuse the root access for active
attacks like external modification of VM/hypervisor, or
passive attacks such as VM monitoring from the host. Even
the data cache is susceptible to being monitored and
modified. *is attack can lead to complete collapse of the
security framework [3].

Other attacks along with this principle include obtaining
access to the root in the management console and per-
forming unauthorized tasks, such as VM modification,
monitoring VM externally. *ese can be mitigated by
properly managing different management consoles—local
and web access.

In general, to mitigate various attacks and threats, focus
should be towards hardening the infrastructure, proper
configuration, timely patching, and change management.
Various external tools and technologies may be adopted like
virtualization-aware firewalls/IDS/IPS/antimalware, exter-
nal vSwitch, and Virtual Encryption.

6. Other Secure Architectures

Several breakthroughs and models have been suggested for
securing virtualization environments [19]. We did a com-
parison of various security models with security applied at
the hypervisor level. Security implemented at the hypervisor
level may reduce the resources required. *ese models
comprise varied parameters of security and consider various
threat models, as shown in Figure 4. Table 1 is a tabulation of
these models.
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Table 1: Comparison between di�erent security models for virtualization.

SecVisor [15, 20] sHype [7] NoHype [21] BitVisor [11, 22] Terra [2]
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compromise the

security of other OSes.
�us, secure

cooperation of OS is
needed at hypervisor

layer.

Virtualization layer
gives large attack

surface to adversary.

Eliminating device
drivers and device

models from
hypervisor may

minimize hypervisor
size.

Need for diverse
security requirements

in government,
consumer, and

enterprise application.

Concept

Ensure only user
approved code should
execute with kernel

privilege.

Implementation of
security reference

monitor interface in
hypervisor to enforce
information ©ow

constraints between
VMs.

Elimination of
hypervisor layer and
giving virtualization at
the hardware level

directly.

Minimizing the
hypervisor size by
using the device

drivers of guest OS to
handle devices and I/

O.

Flexible architecture
for trusted computing
with variable security

requirements.

�reat model

(i) Misuse of
modularization
support from the
kernels in the form of
malicious code
injection.
(ii) Exploitation of
software
vulnerabilities in the
kernel code.
(iii) Malicious devices
may corrupt kernel
memory through
DMA writes.

(i) Application set with
con©icting security
requirement may
compromise other’s
security.
(ii) Security above OS
level can be bypassed
by many threats, e.g.,
trap doors, malicious
developers, and boot-
sector viruses.
(iii) Uncontrolled
information ©ow
between VMs.

(i) Large KLOC of
hypervisor may have
more vulnerability.
(ii) Customer may run
any software on the VM
without any restriction.
(iii) Compromised
hypervisor may disturb
the functionality of the
whole infrastructure.

(i) Security of Virtual
Machine Monitors is
crucial if security is
enforced at VMM.
(ii) Vulnerabilities of
hypervisor with large
code may
compromise security
of the whole system.

(i) OS are complex
programs with low
assurance, to provide
trusted computing
base.
(ii) Poor isolation of
di�erent applications
may cause
compromising the
entire platform.
(iii) Absence of
trusted path between
user and application.
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7. Future Trends and Concerns

From the time of IBM’s first virtual machine-enabled
mainframe until today, virtualization is evolving continu-
ously, unfortunately though, so are attacks on virtual en-
vironments. Several sophisticated attacks are still at large and
need to be properly understood and researched. An example
of these attacks is “VM in transit,” VMs when brought from
VM library to the VMMor VMmigration from one VMM to
another VMM [24]. If the network for VM migration is
compromised or, in future, when the customer has the

flexibility to move his VMs between other machines via any
network, attacks on VM in transit will become more
sophisticated.

One other concern is related to the popularity of mobile
phone virtualization. *ough mobile virtualization enables
the user to have two different OSs on the same device, on one
OS personal data may reside, while on the other corporate
data, with efficient separation by virtualization. However,
this road to mobile virtualization is not smooth, because
mobile platforms have several limitations as compared to
servers and desktops, in terms of available resources, real-

Table 1: Continued.

SecVisor [15, 20] sHype [7] NoHype [21] BitVisor [11, 22] Terra [2]

Security
benefits

(i) Reduced code size.
(ii) Reduced attack
surface at kernel
interface.
(iii) Customized
security policy of user.

(i) Strong isolation.
(ii) Better access
control.
(iii) Boot-time and
run-time guarantee.

(i) Confidentiality.
(ii) Availability.
(iii) Integrity.
(iv) Reduced side
channel attacks.

(i) Reduced code size
of hypervisor.
(ii) Improved
reliability of
hypervisor.
(iii) Better I/O device
security.

(i) Secure isolation.
(ii) Better privacy,
confidentiality, and
integrity.
(iii) Better application
security assurance.

Assumptions
in model

(i) Hardware has the
virtualization support
on which model is
running.
(ii) User and kernel
share address spaces.
(iii) Kernel does not
make BIOS calls after
initialization.

sHype was for single
hypervisor

infrastructure and all
the communication
was through virtual
network not real

network.

Hardware has
virtualization

capability; as vendor of
network switches,
multicore memory
controller, IOMMU,

and processors provide
virtualization support.

Hardware has
virtualization support
and also platforms are

equipped with
IOMMU. Disk image
of hypervisor cannot

be modified
externally. Firmware
and BIOS are trusted

entities.

(i) Attestation relies
on security of
standard SSL session
key exchange
protocol.
(ii) Hardware
platform with tamper-
resistance,
virtualization-enabled
technology.

Brief design

SecVisor design based
on mainly two

principles: (i) CPU
only executes the

approved code in the
kernel mode. (ii)

Approved code should
only be modified by
SecVisor and its TCB
(trusted computing
base). For these,
SecVisor used

hardware memory
protections and

properly managing all
kernel mode entries

and exits.

sHype implemented
different policies and
modules; for example,
for isolation, ring-
based security is
implemented. For
access control

enforcement, security
hooks are inserted into
code path inside the
hypervisor, to guard

the access to the virtual
resources. Access

control module (ACM)
is implemented for
policy management,

making policy decision
and other security

decisions.

Implement
virtualization at the
hardware level with

features: (i) one VM per
core. (ii) Hardware
enforced memory
partitioning. (iii)

Dedicated virtual IO
devices to each VM.

*is design ensures that
the working of one VM

does not interrupt
other VMs and isolate
VMs from one another.

BitVisor
implemented

“parapass-through
architecture,” in
which most of the

access to the hardware
from guest device
driver is passed
through the

hypervisor. Part of I/
O accesses are

intercepted to (i)
protect hypervisor

from guest OS and (ii)
enforce security

policy.

Terra design is based
on using a traditional

VMM, to allow
properties like

isolation, extensibility,
efficiency, and

compatibility. Along
with this, some more
additional capabilities

are included for
making trusted VMM:
(i) root secure, (ii)
attestation (using
tamper resistant

hardware), and (iii)
trusted path (using

secure user interface).

Limitations

(i) Only provide
integrity of code but
not the integrity of
control flow.
(ii) Only single CPU
support.
(iii) No measures for
self-modifying codes.

(i) Information leakage
through covert
channel.
(ii) Lack of scalability:
only for single
hypervisor.
(iii) Security of VM in
transit.

(i) Lack of scalability.
(ii) Underutilization.
(iii) Performance may
degrade.
(iv) Security of VM in
transit.

(i) Information
leakage through
covert channels.
(ii) Hypervisor has
limited
functionalities.
(iii) No support for
USB and ethernet
devices.
(iv) Security of VM in
transit.

(i) No measures for
untrusted device
drivers.
(ii) Information
leakage through
covert channel.
(iii) Security of VM in
transit.
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time computation, power limitations, and dependence on
other technologies. Although mobile virtualization is a good
way to provide security at the enterprise level (in form of
BYOD—Bring Your Own Device—security), mobile
virtualization in itself is prone to many challenges, such
as limitation of computing resources, variable connec-
tivity to the network, performance overhead by the
virtualization layer, lost device issues, ruggedized de-
vices, data ownership conflicts, rapid changes in mobile
industries, and foremost jailbreaking, in which warranty
from the vendor may become void owing to the instal-
lation of third-party software.

VMception or “virtualization inside virtualization” is
another issue that needs to be addressed.We noted that most
available measures cater to physical machines, meaning that
models and measures require physical hardware for de-
ployment. However, the attacks in nested virtualized envi-
ronments need a different approach.*e hardware would be
virtual hardware and that too is hosted on a virtual machine,
which will make traditional mechanisms inefficient.

More concrete security guidelines are needed for nested
virtualization and mobile virtualization, which however
would result in a trade-off between security and
performance.

8. Conclusion

In this article, we have articulated various security related
ideas and architectures in context of virtualization. In true
sense, it is a virtualization-aware security implemented over
the virtualized framework. Existing techniques that have
been numbered in the article prove to secure the core of
various information services. *is is however not sufficient
for ensuring security holistically. Computing paradigms
such as cloud computing pose several other vulnerabilities
and require addendum security measures. Also, security
measures must be chosen to balance with the functional
requirement and considerations of “Security vs Performance
vs Economy.”

Virtualization emerges as a powerful yet economic so-
lution to reduce operational expenses in current computing
paradigm. It easily becomes a threat to the environment if
the configuration is not integrated with fine security. A full-
proof virtualization security model to withstand probable
attacks is the need of the hour. As quoted at several instances
through the run of the paper, significantly monitoring new
developments in this domain is important. A summarized
state of the art and projecting newer strategies are the scope
of the work presented in the paper.
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Over the past 20 years, the emergence of social media and its developments have rapidly changed communication and information
technology. Social media plays a necessary part in accessing information and communication. In spite of its many advantages,
users have also been facing many threats on social media platforms. �is research aims to analyze and resolve these threats by
using the new concepts of complex cubic T spherical fuzzy sets (CCuTSFS) that have a broad structure including degrees of
membership, neutral-membership, and non-membership. It does a better job of modeling uncertainty than any other preexisting
structure. Furthermore, we de�ned the concepts of the Cartesian product (CP) between CCuTSFSs, complex cubic T spherical
fuzzy relation (CCuTSFR) and the types of CCuTSFRs with appropriate examples. �is study looked at the relationship between
di�erent types of security and threats on social media for the �rst time in fuzzy set theory. �e proposed methods demonstrate
how to control the e�ects of threats by using valid security methods. Finally, the bene�ts of the presented strategies are explained
in the comparative study.

1. Introduction

Uncertainty is an essential element of life, resulting from a
range of factors ranging from a lack of judgment to a lack of
knowledge.�e nature ofmodeling and computing approaches
is frequently precise, unavoidable, and crisp. In crisp set theory,
a statement has only two options: true or false. �us, decisions
based on crisp knowledge are clear and unambiguous. In-
formation is frequently complicated, uncertain, and confusing
because people cannot deal with uncertainty. Mathematics is
largely concerned with the precise and proper representation of
data. After the introduction of crisp knowledge, some life-
changing novelty in mathematics was made by the introduc-
tion of fuzzy sets and fuzzy logic.

In 1965, Zadeh [1] established the theory of fuzzy sets
(FS) and fuzzy logic, which is one of the most prosperous

theories for representing data uncertainty. Every element in
the set is assigned a level of membership by an FS. �e
membership level is a function that takes values from the [0,
1] unit interval. Klir and Folger [2] introduced relations
between classical sets. �e classical set theory only deals with
yes and no situations, hence a relation of classical sets
enumerates the existence and nonexistence of a relationship.
Mendel et al. [3] proposed the fuzzy relation (FR) for FSs.
Unlike classical relations, FRs are not limited to yes-or-no
problems. Based on their membership level, they can in-
dicate the level, intensity, and degree of good connection
between any two FSs. �e higher the degree of membership,
the better the relationship, whereas the lower the degree of
membership, the worse the relationship. FR is a more
comprehensive concept than a classical relationship because
it deals with issues in both situations. Zadeh [4] introduced
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the idea of an interval-valued fuzzy set (IVFS) in 1975. *e
IVFSs are a more broader version of the FS. *ese sets
describe the membership degree in the form of the subset
from the unit interval. Because it can be difficult for an
expert to accurately explain the level of certainty using a real
number. As a result, an interval that represents the amount
of confidence is a solid option. Bustince and Burillo [5]
invented the interval-valued fuzzy relation (IVFRs), and they
generalized the classical relation and FRs. Deschrijver and
Kerre [6] derived the connection between different exten-
sions of fuzzy set theory. Bustince et al. [7] employed ma-
trices to create IVFSs and used them to detect edges. De
Baets and Kerre [8] defined the application of FRs.

Atanassov [9] proposed the intuitionistic fuzzy set (IFS),
which consists of membership and nonmembership degrees
and satisfies the condition that the sum of the two degrees is
less than or equal to 1. It is the generalization form of FS.
Burillo and Bustince [10] invented the intuitionistic fuzzy
relation (IFR), which studies the relationship between two
IFSs. It is a broader form of the FR. Further, Atanassov [11]
introduced a novelty concept called the interval-valued
intuitionistic fuzzy set (IVIFSs) by showing the degree of
membership and nonmembership of an IFS in the form of
intervals. De et al. [12] used the IFSs in medical diagnosis.
Yager [13] created the notion of the Pythagorean fuzzy set
(PyFS) by changing the constraint of IFSs, which increases
the space of membership and nonmembership by imposing
some new restriction, i.e., the sum of the squares of
membership and nonmembership must be interval,
according to the innovative requirements. Zhou et al. [14]
discussed and implemented a new PyFS divergence measure
in medical diagnosis. Yager [15] recognized the constraints
of assigning degrees to objects in PyFSs and proposed the
concept of q-rung orthopair fuzzy set (qROFSs). By re-
moving the limits imposed by the earlier set theories, these
sets allow professionals and researchers to freely award
membership and nonmembership degrees. *e total of the
nth power of membership and nonmembership degrees in
qROFSs must be in the unit interval, with n being a natural
number.

Cuong and Kreinovich [16] established the concept of
picture fuzzy set (PFS) by the inclusion of a neutral degree
in an IFS. *e membership, neutral, and nonmembership
degrees take on values from the unit interval, and the sum
of all these degrees is accommodated within the unit in-
terval [0,1]. Mahmood et al. [17] flourish the concept of
spherical fuzzy set (SFS) by changing the constraint such
that the sum of squares of membership, neutral, and
nonmembership degrees consists of the unit interval. *ey
also introduced the notion of T SFS (TSFS). *e sum of
membership, neutral, and nonmembership degrees must be
contained in the unit interval in TSFSs when raised to the
power n, where n is a natural number. Guleria and Bajaj
[18] activated the Eigen SFSs in decision making problems.
Ullah et al. [19] defined the similarity measures for TSFS
and applied them in pattern recognition. Ullah et al. [20]
conceive the correlation coefficients for TSFSs and used
them in clustering andmultiattribute decision making. Van
Dinh et al. [21] presented a picture of fuzzy database

applications and theories. Dutta [22] used the PFSs in the
field of medical diagnosis.

After FS, a new theory of complex fuzzy sets (CFSs) was
introduced by Ramot et al. [23], which is a broad form of FS.
*e CFS represents the membership degree in the form of a
complex number. Instead of a real number in the unit in-
terval, the degree of membership in a CFS is a complex
number in a unit circle in the complex plane.*e CFSs make
it easier to represent multidimensional issues, particularly
those that are time dependent. In addition, they defined the
complex fuzzy relation (CFR). Lie et al. [24] investigated the
application of CFSs. Greenfield et al. [25] introduced the
concept of an interval-valued complex fuzzy set by changing
the degree of membership of a CFS from a single number to
an interval (IVCFS). Nasir et al. [26] recently defined in-
terval-valued complex fuzzy relations as a tool for analyzing
relationships between two or more IVCFSs. Alkouri and
Salleh [27] proposed the notion of a complex intuitionistic
fuzzy set (CIFS). In the complex plane, CIFS limit the sum of
the degree of membership and nonmembership to the unit
disc. Jan et al. [28] provide the CIFR which was applied to
cybersecurities and cybercrimes in oil and gas industries.
*e concept of an interval-valued complex intuitionistic
fuzzy set (IVCIFS) was established by Garg and Rani [29].
Using this relationship between two or more IVCFS, Nasir
et al. [30] introduced the idea of interval-valued complex
intuitionistic fuzzy relation (IVCIFR). Dick et al. [31]
suggested the complex Pythagorean fuzzy set (CPyFS) by
modifying the codomain of CIFS. Garg et al. [32] further
expanded on CPyFS to create a complex q-rung orthopair
fuzzy set (CqROFSs). *e complex-valued membership and
nonmembership degrees are assigned to the elements of a set
in CqROFSs, when increased to the power n, the sum of
modulus of membership and nonmembership degrees must
be within the unit interval, where n is a natural number.

Nasir et al. [33] recommended the concept of a complex
picture fuzzy set (CPFS). Ali et al. [34] defined the concepts
of a complex spherical fuzzy set (CSFS) and, in addition,
proposed the concepts of a complex T spherical fuzzy set
(CTSFS) as a generalization of the CSFS. Jun et al. [35]
developed some logic operations of the cubic set and in-
troduced the idea of the cubic fuzzy set (CuFS) by combining
both interval-valued fuzzy numbers and fuzzy numbers.
Cubic fuzzy set is the improved form of both FS and IVFS
because they cover the same set of information. Kaur and
Garg [36] defined the generalization of cubic fuzzy with
t-norm operators. Kim et al. [37] defined the new innovative
results of cubic fuzzy relations (CuFR). Garg and Kaur [38]
concocted the concept of a cubic intuitionistic fuzzy set
(CuIFS), which is expressed by two sections, i.e., an interval-
valued intuitionistic fuzzy set and another by an intui-
tionistic fuzzy set. *e CuIFS includes more information
than the general IVIFS and IFS because it is composed of
both these sets. Talukdar and Dutta [39] developed the cubic
Pythagorean fuzzy set (CuPyFS) with the application of
multicriteria decision making. *ey are the generalization
form of CuIFS. *ey improve the limitation. Zhang et al.
[40] introduced the concept of cubic q-rung orthopair fuzzy
set (CuqROFS).*ey are the generalization form of CuPyFS.
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*e constraint of the CuqROFS increased the space, so the
sum of the power n will be less than or equal to 1. Gumaei
and Hussain [41] proposed a new operator of cubic picture
fuzzy set (CuPFS) with application. *e cubic picture fuzzy
set also includes the neutral degree. *ey are the three levels
of degree, i.e., cubic membership, cubic neutral, and cubic
nonmembership. Devaraj and Aldring [42] developed the
cubic spherical fuzzy set (CuSFSs). *e cubic spherical fuzzy
set solves more complexities. Chinnadurai et al. [43] in-
troduced the notion of a complex cubic fuzzy set (CCuFS).
*e CCuFS covered both sets of information, i.e., the
complex fuzzy set and the cubic set. Zhou et al. [44] used the
CCuFS in multiattribute decision making. Chinnadurai et al.
[45] proposed the idea of the complex cubic intuitionistic
fuzzy set (CCuIFS), which is a combined form of the cubic
membership degree and cubic nonmembership degree.*ey
are covered by both internal and external results. *ey are
investigating the relationship between studying the two or
more Cartesian products (CP) of CuFSs. He [46] gave the
idea of social media security. Social media security is the
more effective way they work to combat the social media
threat.

In this article, we introduced the novel concepts of the
complex cubic T spherical fuzzy set (CCuTSFS) and
CCuTSFR. In addition, the CP between the two or more
CCuTSFSs is considered. In addition, different types of
CCuTSFRs are defined, such as reflexive, irreflexive, sym-
metric, antisymmetric, transitive, equivalence classes, and
many more. Every definition with appropriate examples and
results of CCuTSFRs has also been defined. *e CCuTSFR is
an improved form of the CFR, CCuFR, CIFR, CCuIFR,
CPyFR, CCuPyFR, CqROFR, CCuqROFR, CPFR, CCuPFR,
CSFR, CCuSFR, CTSFR, and CuTSFR.*e CCuTSFR is more
efficient of the Tspherical fuzzy relation (TSFR) and complex
T spherical fuzzy relation (CTSFR) because this structure
covers both the results of the TSFR and IVTSFR. *e
CCuTSFR is discussing all of the three stages; membership,
neutrals, and nonmembership with complex numbers. *e
CCuTSFR is the multidimensional structure that is described
in both amplitude and phase terms. *e phase term is used to
define the time frame or periodicity. *e CCuTSFR increases
the space with the power of n if n � 2 and n � 1, then the
CCuTSFR are converting to the CCuSFR and CCuPFS, re-
spectively. In this manuscript, we examine the relationship
between social media security against particular threats. *e
CCuTSFR, including all of the stages if the neutral will be
equal to zero, then the CCuTSFR are changed to the CCuIFR,
and if the nonmembership will also be equal to zero then the
CCuTSFR are converting to the CCuFR, and the space n � 1.

As a result, the CCuTSFRs are the better framework to use
because it can encompass all aspects of the situation, including
positive, no, and bad effects with time. *e concepts of
CCuTSFR are used to determine the best security methods.
*e novel idea of CCuTSFRs covers the present and the
future. Further, this structure can be extended to other fuzzy
set theory model that can be applied to many other fields such
as economics, statistics, sports, computer science, medical,
information technology, etc.

*e arrangements of this paper are defined as follows.
In Section 2, a few predefined ideas of fuzzy algebra are

described. In Section 3, the new concepts of CCuTSFS,
CCuTSFR, and their types are defined. In Section 4, an
application of the CCuTSFRs to study the relationship be-
tween social media security and threats is proposed. In
Section 5, the proposed methods with the predefined
structures are compared. Section 6 concludes the research.

2. Preliminaries

In this section, we defined some basic definitions of CuFS,
CuFR, CCuFS, CIFS, CIVIFS, CPFS, and CqROFS.

Definition 1 (see [35]). For a non-empty set U, a cubic fuzzy
set (CuFS) _C on U is defined as

_C � ( ţ,D( ţ), �E( ţ)): ţ ∈ U , (1)

where ( ţ) � ( ţ, [ύ−
( ţ), ύ+

( ţ)]): ţ ∈ U  represents the IVFS
defined on U and �E( ţ) � ( ţ,ύ( ţ)): ţ ∈ U  represents the FS.
Moreover, ύ−

( ţ), ύ+
( ţ) are called the lower and upper

degrees of membership respectively, and ύ( ţ) is called
membership degree. Such that ύ( ţ): U⟶ [0, 1], and also
0≤ύ−

( ţ)≤ύ+
( ţ)≤ 1.

*erefore, a CuFS can be written as
_C � ţ, ύ−

( ţ), ύ+
( ţ) , ύ( ţ)( : ţ ∈ U . (2)

Definition 2 (see [37]). Let us take two CuFSs in a nonempty
set U,

j � ( ţ), ά−
j(ύ)( ţ),ά

+
j(ύ)( ţ)  , άj(ύ)( ţ)  : ţ ∈ U  ,

K � (ģ), ά−
K(ύ)(ģ),ά

+
K(ύ)(ģ) , άK(ύ)(ģ)  : ģ ∈ U .

(3)

*en, their CP is defined as

j × K � ( ţ,ģ), ά−
j×K(ύ)( ţ,ģ), ά

+
j×K(ύ)( ţ,ģ)  , άj ×K(ύ)( ţ,ģ)  ,

(4)

where

ά−
j×K(ύ)( ţ,ģ) � min ά−

j(ύ)( ţ),ά
−
K(ύ)(ģ) ,

ά+
j×K(ύ)( ţ,ģ) � min ά+

j(ύ)( ţ),ά
+
K(ύ)(ģ) ,

άj ×K(ύ)( ţ,ģ) � min άj(ύ)( ţ),άK(ύ)( ţ) .

(5)

*e subset of the CP of two CuFS is called a cubic fuzzy
relation (CuFR).

Example 1. Let two CuFSs F and G on U is defined as

F � a, [0.1, 0.5], (0.3)(  , b, [0.2, 0.6], (0.4)(  ,

G � c, [0.3, 0.7] , (0.8)( , d, [0.2, 0.4], (0.1)(  .
(6)

*en, their CP is
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F × G �
((a, c), [0.1, 0.5], (0.3)), ((a, d), [0.1, 0.4], (0.1)),

((b, c), [0.2, 0.6], (0.4)), ((b, d), [0.2, 0.4], (0.1))
 .

(7)

From the subset of F × G is called relation

Ŗ�((a, c), [0.1, 0.5], (0.3)), ((b, d), [0.2, 0.4], (0.1)){ }. (8)

Definition 3 (see [43]). For a nonempty set U, a complex
cubic fuzzy set (CCuFS) _C on U is defined as

_C � ţ, ύ−
c ( ţ), ύ+

c ( ţ) , ύc( ţ)( ( : ţ ∈ U , (9)

where ύ−
c ( ţ), ύ+

c ( ţ) represent the lower and upper degrees of
membership, respectively. *us, ύ−

c ( ţ) � ά−
ύ( ţ)e

2πiη−
ύ

( ţ), ύ+
c ( ţ) � ά+

ύ( ţ)e
2πiη+

ύ( ţ) such that 0 ≤ |ύ−
c ( ţ)| ≤

|ύ+
c ( ţ)| ≤ 1, and ύc( ţ) � άύ( ţ)e2πiηύ( ţ). Moreover,
ά−
ύ ,ά

+
ύ ,άύ ∈ [0, 1] are called the amplitude term of mem-

bership degree, and satisfy the inequalities ά−
ύ ≤ά

+
ύ , and η−

ύ ,
η+
ύ , ηύ ∈ [0, 1] are called the phase term of degree of

membership, and satisfy the inequality. η−
ύ ≤ η

+
ύ .

Definition 4 (see [27]). For a nonempty set U, a complex
intuitionistic fuzzy set (CIFS) _C on U is defined as

_C( ţ) � ţ, ύc( ţ), ņc( ţ)( : ţ ∈ U , (10)

where ύc( ţ) � ņc( ţ) is a complex-valued mapping i.e.,
ύc, ņc: U⟶ Z : Z ∈ C an d |Z| ≤ 1{ }, which represents
the membership and nonmembership degree of the CIFS,
respectively. Where C is the set of complex numbers. *us,

ύc( ţ) � άύ( ţ)e2πηύ( ţ)i and ņc( ţ) � άņ( ţ)e
2πηņ( ţ)

. Moreover,
άύ, άņ ∈ [0, 1] are called amplitude term of themembership
and nonmembership degree, respectively, and
ηύ, ηņ ∈ [0, 1] are called phase term of the membership and
nonmembership degree, respectively. On condition that
0 ≤ άύ( ţ) + άņ( ţ)≤ 1 and 0 ≤ ηύ( ţ) + ηņ( ţ) ≤ 1.

Definition 5 (see [29]). For a nonempty set U, a complex
interval-valued intuitionistic fuzzy set (CIVIFS) _C on U is
defined as

_C( ţ) � ţ, ύc( ţ), ņc( ţ)( : ţ ∈ U , (11)

where ύc( ţ) � [ύ−
c ( ţ), ύ+

c ( ţ)], ņc( ţ) � [ņc
−( ţ), ņc

+( ţ)], and
ύ−

c ( ţ), ύ+
c ( ţ) are called the lower and upper membership

degrees, while ņc
−( ţ), ņc

+( ţ) are called the lower and upper
nonmembership degrees. ύ−

c ( ţ) � ά−
c ( ţ)e2πη−

c ( ţ)i, ύ+
c ( ţ) �

ά+
c ( ţ)e2πη+

c ( ţ )i, ņc
−( ţ) � ά−

c ( ţ)e2πη−
c ( ţ)i and ņc

+( ţ) � ά+
c ( ţ)

e2πη
+
c ( ţ)i, given that,

0 ≤ ύ+
c ( ţ)


 + ņc

+
( ţ)


 ≤ 1. (12)

Equivalently, CIVIFS can be written as

_C( ţ) � ţ, ά−
ύ( ţ),ά

+
ύ( ţ) e

2π η−
ύ ( ţ),η+

ύ( ţ) i
, ά−

ņ( ţ),ά+

ņ( ţ) e
2π η−

ņ
( ţ),η+

ņ
( ţ) i

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

⎫⎪⎪⎪⎬

⎪⎪⎪⎭

. (13)

Definition 6 (see [32]). For a nonempty set U, a complex
q-rung orthopair fuzzy set (CqROFS) _C on U is defined as

_C( ţ) � ţ,ύc( ţ), ņc( ţ)( : ţ ∈ U , (14)

where ύc( ţ), ņc( ţ) is a complex-valued mapping i.e.,
ύc, ņc: U⟶ Z : Z ∈ C an d |Z| ≤ 1{ }, which represents
the membership and nonmembership degree of the qROFS,
respectively. Where C is the set of complex numbers. *us,

ύc( ţ) � άύ( ţ)e2πηύ( ţ)i and ņc( ţ) � άņ( ţ)e
2πηņ( ţ)

. More-
over, άύ, άņ ∈ [0, 1] are called amplitude terms of the
membership and nonmembership degree, respectively, and
ηύ, ηņ ∈ [0, 1] are called phase terms of the membership
and nonmembership degree, respectively. On condition that,
0 ≤ (άύ( ţ))n + (άņ( ţ))n ≤ 1 and 0 ≤ (ηύ( ţ))

n + ( ηņ( ţ))n ≤
1, nN.

Definition 7 (see [33]). For a nonempty set U, a complex
picture fuzzy set (CPFS) _C on U is defined as

_C( ţ) � ţ, ύc( ţ),Pc( ţ), ņc( ţ)( : ţ ∈ U , (15)

where ύc( ţ) , Pc( ţ), ņc( ţ) is a complex-valued mapping i.e.,
ύc, pc, ņc: U⟶ Z : Z ∈ C an d |Z| ≤ 1{ }, which

represents the membership, neutral, and nonmembership
degree of the CPFS, respectively. *us, ύc( ţ) � άύ( ţ)e2πηύ

( ţ)i, pc( ţ) � άP( ţ)e2πηP(ţ), and ņc( ţ) � άņ( ţ)e
2πηņ( ţ)

.

Moreover, άύ, άP,άņ ∈ [0, 1] are called amplitude term of
the membership, neutral, and nonmembership degree, re-
spectively, and ηύ, ηP, ηņ ∈ [0, 1] are called phase term of
the membership, neutral, and nonmembership degree, re-
spectively. On condition that 0 ≤άύ( ţ) + άP( ţ) + άņ( ţ)≤ 1
and 0 ≤ ηύ( ţ) + ηP( ţ) + ηņ( ţ)≤ 1.

3. Complex Cubic T Spherical Fuzzy Relation

*is section introduces the novel concepts of cubic T
spherical fuzzy set (CuTSFS), complex cubic T spherical
fuzzy set (CCuTSFS), the CP of two CCuTSFS, complex
cubic T spherical fuzzy relation (CCuTSFR), and its types.

Definition 8. For a nonempty set U, a cubic Tspherical fuzzy
set (CuTSFS) _C on U is defined as

_C � ( ţ,F( ţ),G( ţ)), ţ ∈ U , (16)

4 Scientific Programming



where F( ţ) � ( ţ, [ύ−
 ( ţ), ύ+

( ţ)], [P− ( ţ), P+( ţ)], [ņ− ( ţ),
ņ+( ţ)]): ţ ∈ U} represent the interval-valued TSFS and
G( ţ) � ( ţ, ύ( ţ),P( ţ), ņ( ţ): ţ ∈ U )  represent the TSFS
of U. Where ύ( ţ),P( ţ), ņ( ţ) are called the membership,
neutral, and nonmembership degrees, respectively. Such that
0 ≤ ύ−

( ţ) ≤ ύ+
( ţ) ≤ 1, 0 ≤ P− ( ţ) ≤P+( ţ) ≤ 1, and 0 ≤

ņ− ( ţ) ≤ ņ+( ţ) ≤ 1. Moreover, ύ( ţ),P( ţ), ņ( ţ) ∈ [0, 1], on
condition that 0 ≤ | ύ( ţ)|n + |P( ţ)|n + |ņ( ţ)|n ≤1, n ∈N.

Definition 9. For a nonempty set U, a complex cubic
T-spherical fuzzy set _C on U is defined as

_C � ţ, ύ−
c ( ţ), ύ+

c ( ţ) , P−
c ( ţ), P+

c ( ţ) , ņc
−
( ţ), ņc

+
( ţ) ( ( , ύc( ţ), Pc( ţ), ņc( ţ)( : ţ ∈ U , (17)

where ύ−
c ( ţ), ύ+

c ( ţ),P−
c ( ţ), P+

c ( ţ), , ņc
−( ţ), ņc

+ are called the
lower and upper membership, neutral, and nonmembership
degrees, respectively, while ύc( ţ),Pc( ţ), ņc( ţ) are called
membership, neutral, and nonmembership degrees defined
as ύc( ţ): U⟶ Zύ: Zύ ∈ _C an d |Zύ| ≤ 1 , Pc( ţ): U

⟶ ZP: ZP ∈ _Can d |ZP| ≤ 1}, ņc( ţ): U⟶ Zņ:

Zņ ∈ _Can d |Zņ| ≤ 1}. _C is the set of complex numbers and
the complex numbers can be written as ύc( ţ) � άύ
( ţ)eηύ( ţ)2πi,Pc( ţ) � άP( ţ)eηP( ţ)2πi, and ņc( ţ) � άņ
( ţ)e

ηņ( ţ)2πi

. *erefore, CCuTSFS can be expressed as

_C � ţ,

ά−
ύ( ţ),ά

+
ύ( ţ) e

2π η−
ύ ,η+
ύ[ ]i

,

ά−
P( ţ),ά+

P( ţ) e
2π η−

P ,η+
P[ ]i

,

ά−

ņ( ţ),ά+

ņ( ţ) e
2π η−

ņ
,η+

ņ i

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

άύ( ţ)e
2πiηύ( ţ)

,

άP( ţ)e2πiηP( ţ)
,

άņ( ţ)e
2πiηņ( ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

. (18)

Moreover, ά−
ύ( ţ),ά

+
ύ( ţ), άύ( ţ), η−

ύ( ţ)
, η+

ύ( ţ)
, ηύ( ţ)

:

U⟶ [0,1] are the elements of membership degree,
ά−
P( ţ),ά+

P( ţ), άP( ţ), η−
P, η+

P, ηP( ţ): U⟶ [0,1] are the ele-
ments of neutral degree, ά−

ņ( ţ),ά+

ņ( ţ), άņ( ţ), η−

ņ, η+

ņ, ηņ
: U⟶ [0,1] are the elements of nonmembership degree,

such that 0 ≤ (άύ( ţ))
n + (άP( ţ))n + (άņ( ţ))n ≤ 1 and

0 ≤ (ηύ( ţ))
n + (ηP( ţ))n + (ηņ( ţ))n ≤ 1 n ∈∈N.

Definition 10. Let us take two CCuTSFSs in a nonempty set
U,

j � ( ţ),

ά−
j(ύ)( ţ)e

2πiη−
j(ύ)( ţ)

,ά+
j(ύ)( ţ)e

2πη+
j(ύ)( ţ)i

 ,

ά−
j(P)( ţ)e

2πiη−
j(P)

( ţ)
,ά+

j(P)( ţ)e
2πη+

j(P)
( ţ)i

 ,

ά−

j(ņ)
( ţ)e

2πiη−

j(ņ)

( ţ)

,ά+

j(ņ)
( ţ)e

2πη+

j(ņ)

( ţ)i
⎡⎢⎣ ⎤⎥⎦,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

άj(ύ)( ţ)e
2πiηj(ύ)( ţ)

,

άj(P)( ţ)e
2πiηj(P)(ţ)

,

ά
j(ņ)

( ţ)e
2πiη

j(ņ)
( ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

: ţ ∈ U

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

and,

K � (ģ),

ά−
K(ύ)(ģ)e

2πiη−
K(ύ)(ģ),ά+

K(ύ)(ģ)e
2πη+

K(ύ)(ģ)i ,

ά−
K(P)(ģ)e

2πiη−
K(P)

(ģ)
,ά+

K(P)(ģ)e
2πη+

K(P)
(ģ)i

 ,

ά−

K(ņ)
(ģ)e

2πiη−

K(ņ)

(ģ)
,ά+

K(ņ)
(ģ)e

2πη+

K(ņ)

(ģ)i
 ,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

άK(ύ)(ģ)e
2πiηK(ύ)(ģ),

άK(P)(ģ)e
2πiηK(P)(ģ),

ά
K(ņ)

(ģ)e
2πiη

K(ņ)
(ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

: ģ ∈ U

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

(19)

*en, their CP is defined as
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j × K � ( ţ,ģ),

ά−
j×K(ύ)( ţ,ģ)e

2πiη−
j×K(ύ)( ţ,ģ)

,ά+
j×K(ύ)( ţ,ģ)e

2πη+
j×K(ύ)( ţ,ģ)i

 ,

ά−
j×K(P)( ţ,ģ)e

2πiη−
j×K(P)

( ţ,ģ)
,ά+

j×K(P)( ţ,ģ)e
2πη+

j×K(P)
( ţ,ģ)i

 ,

ά−

j ×K(ņ)
( ţ,ģ)e

2πiη−

j ×K(ņ)

( ţ,ģ)
,ά+

j ×K(ņ)
( ţ,ģ)e

2πη+

j ×K(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

άj ×K(ύ)( ţ,ģ)e2πiηj ×K(ύ)( ţ,ģ)
,

άj ×K(P)( ţ,ģ)e2πiηj ×K(P)( ţ,ģ)
,

ά
j ×K(ņ)

( ţ,ģ)e
2πiη

j ×K(ņ)
(ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

(20)

where

ά−
j×K(ύ)( ţ,ģ)e

2πiη−
j×K(ύ)( ţ,ģ)

� min ά−
j(ύ)( ţ),ά

−
K(ύ)(ģ) e

min η−
j(ύ)( ţ),η−

K(ύ)(ģ) 2πi
,

ά+
j×K(ύ)( ţ,ģ)e

2πη+
j×K(ύ)( ţ,ģ)i

� min ά+
j(ύ)( ţ),ά

+
K(ύ)(ģ) e

min η+
j(ύ)( ţ)i,η+

K(ύ)(ģ) 2πi
,

ά−
j×K(P)( ţ,ģ)e

2πiη−
j×K(P)

( ţ,ģ)
� min ά−

j(P)( ţ),ά
−
K(P)(ģ) e

min η−
j(P)

( ţ), η−
K(P)

(ģ) 2πi
,

ά+
j×K(P)( ţ,ģ)e

2πη+
j×K(P)

( ţ,ģ)i
� min ά+

j(P)( ţ),ά
+
K(P)(ģ) e

min η+
j(P)

( ţ),η+
K(P)

(ģ) 2πi
,

ά−

j ×K(ņ)
( ţ,ģ)e

2πiη−

j ×K(ņ)

( ţ,ģ)
� max ά−

j(ņ)
( ţ), ά−

K(ņ)
(ģ) e

max η−

j(ņ)

( ţ),η−

K(ņ)

(ģ) 2πi

,

ά+

j ×K(ņ)
( ţ,ģ)e

2πη+

j ×K(ņ)

( ţ,ģ)i
� max ά+

j(ņ)
( ţ), ά+

K(ņ)
(ģ) e

max η+

j(ņ)

( ţ),η+

K(ņ)

(ģ) 2πi

.

(21)

Example 2. Let two CCuTSFSs S and T for n � 5 on U is
defined as

S �

a, [0.2, 0.6]e
2πi[0.3,0.6]

, [0.4, 0.8]e
2πi[0.2,0.4]

, [0.5, 0.6]e
2πi[0.8.0.9]

 ,

0.5e
(0.4)2πi

, 0.3e
(0.7)2πi

, 0.5e
(0.3)2πi

 

⎛⎜⎝ ⎞⎟⎠ ,

b, [0.3, 0.7]e
2πi[0.1,0.2]

, [0.3, 0.6]e
2πi[0.3,0.5]

, [0.6, 0.9]e
2πi[0.3,0.8]

 ,

0.3e
(0.2)2πi

, 0.2e
(0.1)2πi

, 0.7e
(0.5)2πi

 

⎛⎜⎝ ⎞⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

,

T �

c, [0.4, 0.7]e
2πi[0.3,0.5]

, [0.2, 0.7]e
2πi[0.3,0.5]

, [0.5, 0.8]e
2πi[0.4,0.6]

  ,

0.4e
2πi(0.2)

, 0.6e
2πi(0.8)

, 0.5e
2πi(0.3)

 

⎛⎜⎝ ⎞⎟⎠,

d, [0.4, 0.5]e
2πi[0.5,0.7]

, [0.3, 0.6]e
2πi[0.5,0.9]

, [0.1, 0.3]e
2πi[0.4,0.7]

 ,

0.5e
2πi(0.2)

, 0.4e
2πi(0.4)

, 0.8e
2πi(0.3)

 

⎛⎜⎝ ⎞⎟⎠ ,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

.

(22)

*en, their CP is
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S × T �

(a, c),
[0.2, 0.6]e

2πi[0.3,0.5]
, [0.2, 0.7]e

2πi[0.2,0.4]
, [0.5, 0.8]e

[0.8.0.9]
 ,

0.4e
(0.2)2πi

, 0.3e
(0.7)2πi

, 0.5e
(0.3)2πi

 

⎛⎜⎝ ⎞⎟⎠,

(a, d),
[0.2, 0.5]e

2πi[0.3,0.6]
, [0.3, 0.6]e

2πi[0.2,0.4]
, [0.5, 0.6]e

[0.8.0.9]
 ,

0.5e
(0.2)2πi

, 0.3e
(0.4)2πi

, 0.8e
(0.3)2πi

 

⎛⎜⎝ ⎞⎟⎠,

(b, c),
[0.3, 0.7]e

2πi[0.1,0.2]
, [0.2, 0.6]e

2πi[0.3,0.5]
, [0.6, 0.9]e

3πi[0.4,0.8]
 ,

0.3e
(0.2)2πi

, 0.2e
(0.1)2πi

, 0.7e
(0.5)2πi

 

⎛⎜⎝ ⎞⎟⎠,

(b, d),
[0.3, 0.5]e

2πi[0.1,0.2]
, [0.3, 0.6]e

2πi[0.3,0.5]
, [0.6, 0.9]e

2πi[0.4,0.7]
 ,

0.3e
2πi(0.2)

, 0.2e
2πi(0.1)

, 0.8e
2πi(0.5)

 

⎛⎜⎝ ⎞⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (23)

Definition 11. A complex cubic T spherical fuzzy relation
(CCuTSFR) denoted by Ŗ is a subset of the CP of two
complex cubic T spherical fuzzy sets (CCuTSFSs).

Example 3. From equation (23), the subset of S × T is

Ŗ�

(a, d),
[0.2, 0.5]e

2πi[0.3,0.6]
, [0.3, 0.6]e

2πi[0.2,0.4]
, [0.5, 0.6]e

[0.8.0.9]
 ,

0.5e
(0.2)2πi

, 0.3e
(0.4)2πi

, 0.8e
(0.3)2πi

 

⎛⎜⎝ ⎞⎟⎠,

(b, c),
[0.3, 0.7]e

2πi[0.1,0.2]
, [0.2, 0.6]e

2πi[0.3,0.5]
, [0.6, 0.9]e

3πi[0.4,0.8]
 ,

0.3e
(0.2)2πi

, 0.2e
(0.1)2πi

, 0.7e
(0.5)2πi

 

⎛⎜⎝ ⎞⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

. (24)

Definition 12. Let Ŗ be a CCuTSFR on a CCuTSFS _C

( ţ),

ά−
(ύ)( ţ)e

2πiη−
(ύ)( ţ)

,ά+
(ύ)( ţ)e

2πη+
(ύ)( ţ)i

 ,

ά−
(p)( ţ)e

2πiη−
(p)

( ţ)
,ά+

(p)( ţ)e
2πη+

(p)
( ţ)i

 ,

ά−

(ņ)
( ţ)e

2πiη−

(ņ)

( ţ)

,ά+

(ņ)
( ţ)e

2πη+

(ņ)

( ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ)e
2πiη(ύ)( ţ)

,

ά(p)( ţ)e
2πiη(p)( ţ)

,

ά
(ņ)

( ţ)e
2πiη

(ņ)
( ţ)

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(ģ),

ά−
(ύ)(ģ)e

2πiη−
(ύ)(ģ),ά+

(ύ)(ģ)e
2πη+

(ύ)(ģ)i ,

ά−
(p)(ģ)e

2πiη−
(p)

(ģ)
,ά+

(p)(ģ)e
2πη+

(p)
(ģ)i

 ,

ά−

(ņ)
(ģ)e

2πiη−

(ņ)

(ģ)
,ά+

(ņ)
(ģ)e

2πη+

(ņ)

(ģ)i
 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

ά(ύ)(ģ)e
2πiη(ύ)(ģ),

ά(p)(ģ)e
2πiη(p)(ģ),

ά
(ņ)

(ģ)e
2πiη

(ņ)
(ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(z),

ά−
(ύ)(z)e

2πiη−
(ύ)(z),ά+

(ύ)(z)e
2πη+

(ύ)(z)i ,

ά−
(p)(z)e

2πiη−
(p)

(z)
,ά+

(p)(z)e
2πη+

(p)
(z)i

 ,

ά−

(ņ)
(z)e

2πiη−

(ņ)

(z)
,ά+

(ņ)
(z)e

2πη+

(ņ)

(z)i
 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(z)e
2πiη(ύ)(z),

ά(p)(z)e
2πiη(p)(z),

ά
(ņ)

(z)e
2πiη

(ņ)
(z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, ∈ Ć.

(25)

(i) A CCuTSFR Ŗ is said to be reflexive, if

Scientific Programming 7



∀ ( ţ),

ά−
(ύ)( ţ)e

2πiη−
(ύ)( ţ)

,ά+
(ύ)( ţ)e

2πη+
(ύ)(ţ)i

 ,

ά−
(P)( ţ)e

2πiη−
(P)

( ţ)
,ά+

(P)( ţ)e
2πη+

(P)
( ţ)i

 ,

ά−

(ņ)
( ţ)e

2πiη−

(ņ)

( ţ)

,ά+

(ņ)
( ţ)e

2πη+

(ņ)

( ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ)e
2πiη(ύ)( ţ)

,

ά(P)( ţ)e
2πiη(P)( ţ)

,

ά
(ņ)

( ţ)e
2πiη

(ņ)
( ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ C_,

implies ( ţ, ţ),

ά−
(ύ)( ţ, ţ)e

2πiη−
(ύ)( ţ, ţ)

,ά+
(ύ)( ţ, ţ)e

2πη+
(ύ)( ţ, ţ)i

 ,

ά−
(P)( ţ, ţ)e

2πiη−
(P)

( ţ,ţ)
,ά+

(P)( ţ, ţ)e
2πη+

(P)
( ţ,ţ)i

 ,

ά−

(ņ)
( ţ, ţ)e

2πiη−

(ņ)

( ţ)

,ά+

(ņ)
( ţ, ţ)e

2πη+

(ņ)

( ţ, ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, ţ)e
2πiη(ύ)( ţ,ţ)

,

ά(P)( ţ, ţ)e
2πiη(P)( ţ, ţ)

,

ά
(ņ)

( ţ, ţ)e
2πiη

(ņ)
( ţ,ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ.

(26)

(ii) A CCuTSFR Ŗ is said to be irreflexive, if

∀ ( ţ),

ά−
(ύ)( ţ)e

2πiη−
(ύ)( ţ)

,ά+
(ύ)( ţ)e

2πη+
(ύ)( ţ)i

 ,

ά−
(P)( ţ)e

2πiη−
(P)

( ţ)
,ά+

(P)( ţ)e
2πη+

(P)
( ţ)i

 ,

ά−

(ņ)
( ţ)e

2πiη−

(ņ)

( ţ)

,ά+

(ņ)
( ţ)e

2πη+

(ņ)

( ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ)e
2πiη(ύ)( ţ)

,

ά(P)( ţ)e
2πiη(P)( ţ)

,

ά
(ņ)

( ţ)e
2πiη

(ņ)
( ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ _C. (27)

Implies

( ţ, ţ),

ά−
(ύ)( ţ, ţ)e

2πiη−
(ύ)( ţ,ţ)

,ά+
(ύ)( ţ, ţ)e

2πη+
(ύ)( ţ, ţ)i

 ,

ά−
(P)( ţ, ţ)e

2πiη−
(P)

( ţ,ţ)
,ά+

(P)( ţ, ţ)e
2πη+

(P)
( ţ, ţ)i

 ,

ά−

(ņ)
( ţ, ţ)e

2πiη−

(ņ)

( ţ)

,ά+

(ņ)
( ţ, ţ)e

2πη+

(ņ)

( ţ,ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, ţ)e
2πiη(ύ)( ţ, ţ)

,

ά(P)( ţ, ţ)e
2πiη(P)( ţ, ţ)

,

ά
(ņ)

( ţ,ţ)e
2πiη

(ņ)
( ţ, ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∉ Ŗ. (28)

(iii) A CCuTSFR Ŗ is said to be symmetric, if
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∀ ( ţ),

ά−
(ύ)( ţ)e

2πiη−
(ύ)( ţ)

,ά+
(ύ)( ţ)e

2πη+
(ύ)( ţ)i

 ,

ά−
(P)( ţ)e

2πiη−
(P)

( ţ)
,ά+

(P)( ţ)e
2πη+

(P)
( ţ)i

 ,

ά−

(ņ)
( ţ)e

2πiη−

(ņ)

(ţ)

,ά+

(ņ)
( ţ)e

2πη+

(ņ)

( ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ)e
2πiη(ύ)( ţ)

,

ά(P)( ţ)e
2πiη(P)( ţ)

,

ά
(ņ)

( ţ)e
2πiη

(ņ)
( ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

(ģ),

ά−
(ύ)(ģ)e

2πiη−
(ύ)(ģ),ά+

(ύ)(ģ)e
2πη+

(ύ)(ģ)i ,

ά−
(P)(ģ)e

2πiη−
(P)

(ģ)
,ά+

(P)(ģ)e
2πη+

(P)
(ģ)i

 ,

ά−

(ņ)
(ģ)e

2πiη−

(ņ)

(ģ)
,ά+

(ņ)
(ģ)e

2πη+

(ņ)

(ģ)i
 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ)e
2πiη(ύ)(ģ),

ά(P)(ģ)e
2πiη(P)(ģ),

ά
(ņ)

(ģ)e
2πiη

(ņ)
(ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ C_,

( ţ, ģ),

ά−
(ύ)( ţ,ģ)e

2πiη−
(ύ)( ţ,ģ)

,ά+
(ύ)( ţ, ģ)e2πη

+
(ύ)( ţ,ģ)i

 ,

ά−
(P)( ţ, ģ)e

2πiη−
(P)

( ţ,ģ)
,ά+

(P)( ţ, ģ)e
2πη+

(P)
(ţ,ģ)i

 ,

ά−

(ņ)
( ţ, ģ)e

2πiη−

(ņ)

( ţ,ģ)
,ά+

(ņ)
( ţ,ģ)e

2πη+

(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ,ģ)e
2πiη(ύ)( ţ,ģ)

,

ά(P)( ţ,ģ)e
2πiη(P)( ţ,ģ)

,

ά
(ņ)

( ţ,ģ)e
2πiη

(ņ)
( ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ,And

(ģ, ţ),

ά−
(ύ)(ģ, ţ)e

2πiη−
(ύ)(ģ, ţ)

,ά+
(ύ)(ģ, ţ)e

2πη+
(ύ)(ģ,ţ)i

 ,

ά−
(P)(ģ, ţ)e

2πiη−
(P)

(ģ, ţ)
,ά+

(P)(ģ, ţ)e
2πη+

(P)
(ģ,ţ)i

 ,

ά−

(ņ)
(ģ, ţ)e

2πiη−

(ņ)

(ģ,ţ)

,ά+

(ņ)
(ģ, ţ)e

2πη+

(ņ)

(ģ, ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, ţ)e
2πiη(ύ)(ģ,ţ)

,

ά(P)(ģ, ţ)e
2πiη(P)(ģ, ţ)

,

ά
(ņ)

(ģ, ţ)e
2πiη

(ņ)
(ģ,ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ.

(29)

(iv) A CCuTSFR Ŗ is said to be antisymmetric, if
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∀ ( ţ),

ά−
(ύ)( ţ)e

2πiη−
(ύ)( ţ)

,ά+
(ύ)( ţ)e

2πη+
(ύ)( ţ)i

 ,

ά−
(P)( ţ)e

2πiη−
(P)

(ţ)
,ά+

(P)( ţ)e
2πη+

(P)
( ţ)i

 ,

ά−

(ņ)
( ţ)e

2πiη−

(ņ)

(ņ)

,ά+

(ņ)
( ţ)e

2πη+

(ņ)

( ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ)e
2πiη(ύ)( ţ)

,

ά(P)( ţ)e
2πiη(P)( ţ)

,

ά
(ņ)

( ţ)e
2πiη

(ņ)
( ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

(ģ),

ά−
(ύ)(ģ)e

2πiη−
(ύ)(ģ),ά+

(ύ)(ģ)e
2πη+

(ύ)(ģ)i ,

ά−
(P)(ģ)e

2πiη−
(P)

(ģ)
,ά+

(P)(ģ)e
2πη+

(P)
(ģ)i

 ,

ά−

(ņ)
(ģ)e

2πiη−

(ņ)

(ģ)
,ά+

(ņ)
(ģ)e

2πη+

(ņ)

(ģ)i
 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ)e
2πiη(ύ)(ģ),

ά(P)(ģ)e
2πiη(P)(ģ),

ά
(ņ)

(ģ)e
2πiη

(ņ)
(ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ C_,

( ţ, ģ),

ά−
(ύ)( ţ, ģ)e

2πiη−
(ύ)( ţ,ģ)

,ά+
(ύ)( ţ,ģ)e

2πη+
(ύ)( ţ,ģ)i

 ,

ά−
(P)( ţ,ģ)e

2πiη−
(P)

( ţ,ģ)
,ά+

(P)( ţ,ģ)e
2πη+

(P)
( ţ,ģ)i

 ,

ά−

(ņ)
( ţ,ģ)e

2πiη−

(ņ)

( ţ,ģ)
,ά+

(ņ)
( ţ, ģ)e

2πη+

(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, ģ)e
2πiη(ύ)( ţ,ģ)

,

ά(P)( ţ, ģ)e
2πiη(P)( ţ,ģ)

,

ά
(ņ)

( ţ, ģ)e
2πiη

(ņ)
( ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ,

And (ģ, ţ),

ά−
(ύ)(ģ, ţ)e

2πiη−
(ύ)(ģ,ţ)

,ά+
(ύ)(ģ, ţ)e

2πη+
(ύ)(ģ, ţ)i

 ,

ά−
(P)(ģ, ţ)e

2πiη−
(P)

(ģ, ţ)
,ά+

(P)(ģ, ţ)e
2πη+

(P)
(ģ, ţ)i

 ,

ά−

(ņ)
(ģ, ţ)e

2πiη−

(ņ)

(ģ, ţ)

,ά+

(ņ)
(ģ, ţ)e

2πη+

(ņ)

(ģ, ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, ţ)e
2πiη(ύ)(ģ, ţ)

,

ά(P)(ģ, ţ)e
2πiη(P)(ģ,ţ)

,

ά
(ņ)

(ģ, ţ)e
2πiη

(ņ)
(ģ, ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ.Then,

( ţ,ģ),

ά−
(ύ)( ţ, ģ)e

2πiη−
(ύ)( ţ,ģ)

,ά+
(ύ)( ţ, ģ)e

2πη+
(ύ)( ţ,ģ)i

 ,

ά−
P( ţ,ģ)e2πiη−

(P)
( ţ,ģ)

,ά+
(P)( ţ, ģ)e

2πη+
(P)

( ţ,ģ)i
 ,

ά−

(ņ)
( ţ, ģ)e

2πiη−

(ņ)

( ţ,ģ)
,ά+

(ņ)
( ţ,ģ)e

2πη+

(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, ģ)e
2πiη(ύ)( ţ,ģ)

,

ά(P)( ţ,ģ)e
2πiη(P)( ţ,ģ)

,

ά
(ņ)

( ţ,ģ)e
2πiη

(ņ)
( ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

� (ģ, ţ),

ά−
(ύ)(ģ, ţ)e

2πiη−
(ύ)(ģ ţ)

,ά+
(ύ)(ģ, ţ)e

2πη+
(ύ)(ģ, ţ)i

 ,

ά−
(P)(ģ, ţ)e

2πiη−
(P)

(ģ, ţ)
,ά+

(P)(ģ, ţ)e
2πη+

(P)
(ģ, ţ)i

 ,

ά−

(ņ)
(ģ, ţ)e

2πiη−

(ņ)

(ģ, ţ)

,ά+

(ņ)
(ģ, ţ)e

2πη+

(ņ)

(ģ,ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, ţ)e
2πiη(ύ)(ģ, ţ)

,

ά(P)(ģ, ţ)e
2πiη(P)(ģ, ţ)

,

ά
(ņ)

(ģ, ţ)e
2πiη

(ņ)
(ģ, ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

(30)

(v) A CCuTSFR Ŗ is said to be transitive, if
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∀ ( ţ),

ά−
(ύ)( ţ)e

2πiη−
(ύ)( ţ)

,ά+
(ύ)( ţ)e

2πη+
(ύ)( ţ)i

 ,

ά−
(P)( ţ)e

2πiη−
(P)

( ţ)
,ά+

(P)( ţ)e
2πη+

(P)
( ţ)i

 ,

ά−

(ņ)
( ţ)e

2πiη−

(ņ)

( ţ)

,ά+

(ņ)
( ţ)e

2πη+

(ņ)

( ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ)e
2πiη(ύ)( ţ)

,

ά(P)( ţ)e
2πiη(P)( ţ)

,

ά
(ņ)

( ţ)e
2πiη

(ņ)
( ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

(ģ),

ά−
(ύ)(ģ)e

2πiη−
(ύ)(ģ),ά+

(ύ)(ģ)e
2πη+

(ύ)(ģ)i ,

ά−
(P)(ģ)e

2πiη−
(P)

(ģ)
,ά+

(P)(ģ)e
2πη+

(P)
(ģ)i

 ,

ά−

(ņ)
(ģ)e

2πiη−

(ņ)

(ģ)
,ά+

(ņ)
(ģ)e

2πη+

(ņ)

(ģ)i
 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ)e
2πiη(ύ)(ģ),

ά(P)(ģ)e
2πiη(P)(ģ),

ά
(ņ)

(ģ)e
2πiη

(ņ)
(ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

(z),

ά−
(ύ)(z)e

2πiη−
(ύ)(z),ά+

(ύ)(z)e
2πη+

(ύ)(z)i ,

ά−
(P)(z)e

2πiη−
(P)

(z)
,ά+

(P)(z)e
2πη+

(P)
(z)i

 ,

ά−

(ņ)
(z)e

2πiη−

(ņ)

(z)
,ά+

(ņ)
(z)e

2πη+

(ņ)

(z)i
 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(z)e
2πiη(ύ)(z),

ά(P)(z)e
2πiη(P)(z),

ά
(ņ)

(z)e
2πiη

(ņ)
(z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

∈ C_,

( ţ, ģ),

ά−
(ύ)( ţ,ģ)e

2πiη−
(ύ)( ţ,ģ)

,ά+
(ύ)( ţ,ģ)e

2πη+
(ύ)( ţ,ģ)i

 ,

ά−
(P)( ţ,ģ)e

2πiη−
(P)

( ţ,ģ)
,ά+

(P)( ţ, ģ)e
2πη+

(P)
( ţ,ģ)i

 ,

ά−

(ņ)
( ţ,ģ)e

2πiη−

(ņ)

( ţ,ģ)
,ά+

(ņ)
( ţ, ģ)e

2πη+

(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, ģ)e
2πiη(ύ)( ţ,ģ)

,

ά(P)( ţ,ģ)e
2πiη(P)( ţ,ģ)

,

ά
(ņ)

( ţ,ģ)e
2πiη

(ņ)
( ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ and,

(ģ, z),

ά−
(ύ)(ģ, z)e

2πiη−
(ύ)(ģ,z),ά+

(ύ)(ģ, z)e
2πη+

(ύ)(ģ,z)i ,

ά−
(P)(ģ, z)e

2πiη−
(P)

(ģ,z)
,ά+

(P)(ģ, z)e
2πη+

(P)
(ģ,z)i

 ,

ά−

(ņ)
(ģ, z)e

2πiη−

(ņ)

(ģ,z)
,ά+

(ņ)
(ģ, z)e

2πη+

(ņ)

(ģ,z)i
 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, z)e
2πiη(ύ)(ģ,z)

,

ά(P)(ģ, z)e
2πiη(P)(ģ,z)

,

ά
(ņ)

(ģ, z)e
2πiη

(ņ)
(ģ,z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ implies,

( ţ, z),

ά−
(ύ)( ţ, z)e

2πiη−
(ύ)( ţ, z)

,ά+
(ύ)( ţ, z)e

2πη+
(ύ)( ţ,z)i

 ,

ά−
(P)( ţ, z)e

2πiη−
(P)

( ţ, z)
,ά+

(P)( ţ, z)e
2πη+

(P)
( ţ,z)i

 ,

ά−

(ņ)
( ţ, z)e

2πiη−

(ņ)

( ţ, z)
,ά+

(ņ)
( ţ, z)e

2πη+

(ņ)

( ţ,z)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, z)e
2πiη(ύ)( ţ,z)

,

ά(P)( ţ, z)e
2πiη(P)( ţ,z)

,

ά
(ņ)

( ţ, z)e
2πiη

(ņ)
( ţ,z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ.

(31)

(vi) A CCuTSFR Ŗ is said to be equivalence, if it is

(1) Reflexive
(2) Symmetric
(3) Transitive

(vii) A CCuTSFR Ŗ is said to be preorder, if it is

(1) Reflexive
(2) Transitive

(viii) A CCuTSFR Ŗ is said to be partial order, if it is

(1) Reflexive
(2) Antisymmetric
(3) Transitive

(ix) A CCuTSFR Ŗ is said to be CCuTS strict order, if it
is

(1) Irreflexive
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(2) Transitive (x) Let Ŗ1 and Ŗ2 be two CCuTSFRs. *en, Ŗ1 ∘ Ŗ2 is
composite relation if

( ţ, ģ),

ά−
(ύ)( ţ,ģ)e

2πiη−
(ύ)( ţ,ģ)

,ά+
(ύ)( ţ,ģ)e

2πη+
(ύ)( ţ,ģ)i

 ,

ά−
(P)( ţ, ģ)e

2πiη−
(P)

( ţ,ģ)
,ά+

(P)( ţ,ģ)e
2πη+

(P)
( ţ,ģ)i

 ,

ά−

(ņ)
( ţ, ģ)e

2πiη−

(ņ)

( ţ,ģ)
,ά+

(ņ)
( ţ, ģ)e

2πη+

(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, ģ)e
2πiη(ύ)( ţ,ģ)

,

ά(P)( ţ, ģ)e
2πiη(P)( ţ,ģ)

,

ά
(ņ)

( ţ, ģ)e
2πiη

(ņ)
( ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ1 and,

(ģ, z),

ά−
(ύ)(ģ, z)e

2πiη−
(ύ)(ģ,z),ά+

(ύ)(ģ, z)e
2πη+

(ύ)(ģ,z)i ,

ά−
(P)(ģ, z)e

2πiη−
(P)

(ģ,z)
,ά+

(P)(ģ, z)e
2πη+

(P)
(ģ,z)i

 ,

ά−

(ņ)
(ģ, z)e

2πiη−

(ņ)

(ģ,z)
,ά+

(ņ)
(ģ, z)e

2πη+

(ņ)

(ģ,z)i
 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, z)e
2πiη(ύ)(ģ,z),

ά(P)(ģ, z)e
2πiη(P)(ģ,z),

ά
(ņ)

(ģ, z)e
2πiη

(ņ)
(ģ,z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ2 implies,

Ŗ1 ∘ Ŗ2 � ( ţ, z),

ά−
(ύ)( ţ, z)e

2πiη−
(ύ)( ţ,z)

,ά+
(ύ)( ţ, z)e

2πη+
(ύ)( ţ,z)i

 ,

ά−
(P)( ţ, z)e

2πiη−
(P)

( ţ,z)
,ά+

(P)( ţ, z)e
2πη+

(P)
( ţ,z)i

 ,

ά−

(ņ)
( ţ, z)e

2πiη−

(ņ)

( ţ,z)
,ά+

(ņ)
( ţ, z)e

2πη+

(ņ)

( ţ,z)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, z)e
2πiη(ύ)( ţ,z)

,

ά(P)( ţ, z)e
2πiη(P)( ţ,z)

,

ά
(ņ)

( ţ, z)e
2πiη

(ņ)
( ţ,z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

(32)

(xi) A CCuTSFR Ŗ is said to be CCuTS linear order, if it
is

(1) Reflexive
(2) Antisymmetric

(3) Transitive
(4) Complete

Example 4. Let a CCuTSFS Ă on U is defined as

A
⌣

�

ţ, [0.3, 0.4]e
[0.2,0.7]2πi

, [0.1, 0.2]e
[0.1,0.4]2πi

, [0.5, 0.6]e
[0.3,0.5]2πi

 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.5)

, 0.1e
2πi(0.2)

 

⎛⎜⎝ ⎞⎟⎠,

ģ, [0.2, 0.6]e
[0.1,0.5]2πi

, [0.3, 0.5]e
[0.2,0.7]2πi

, [0.5, 0.9]e
[0.1,0.9]2πi

 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

z, [0.7, 0.9]e
[0.2,0.5]2πi

, [0.2, 0.3]e
[0.1,0.4]2πi

, [0.5, 0.7]e
[0.4,0.9]2πi

 ,

0.9e
2πi(0.6)

, 0.4e
2πi(0.2)

, 0.7e
2πi(0.3)

 

⎛⎜⎝ ⎞⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (33)

*en, its self-CP is
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Ă × Ă �

( ţ,ţ),
[0.3, 0.4]e[0.2,0.7]2πi

, [0.1, 0.2]e[0.1,0.4]2πi
, [0.5, 0.6]e[0.3,0.5]2πi

 ,

0.2e2πi(0.3)
, 0.4e2πi(0.5)

, 0.1e2πi(0.2)
 

⎛⎜⎝ ⎞⎟⎠,

( ţ,ģ),
[0.2, 0.4]e[0.1,0.5]2πi

, [0.1, 0.2]e[0.1,0.4]2πi
, [0.5, 0.9]e[0.3,0.9]2πi

 ,

0.2e2πi(0.3)
, 0.2e2πi(0.1)

, 0.7e2πi(0.7)
 

⎛⎜⎝ ⎞⎟⎠,

( ţ, z),
[0.3, 0.4]e[0.2,0.5]2πi

, [0.1, 0.2]e[0.1,0.4]2πi
, [0.5, 0.7]e[0.4,0.9]2πi

 ,

0.2e2πi(0.3)
, 0.4e2πi(0.2)

, 0.7e2πi(0.3)
 

⎛⎜⎝ ⎞⎟⎠,

(ģ, ţ),
[0.2, 0.4]e[0.1,0.5]2πi

, [0.1, 0.2]e[0.1,0.4]2πi
, [0.5, 0.9]e[0.3,0.9]2πi

 ,

0.2e2πi(0.3)
, 0.2e2πi(0.1)

, 0.7e2πi(0.7)
 

⎛⎜⎝ ⎞⎟⎠,

(ģ,ģ),
[0.2, 0.6]e[0.1,0.5]2πi

, [0.3, 0.5]e[0.2,0.7]2πi
, [0.5, 0.9]e[0.1,0.9]2πi

 ,

0.4e2πi(0.5)
, 0.2e2πi(0.1)

, 0.7e2πi(0.7)
 

⎛⎜⎝ ⎞⎟⎠,

(ģ, z),
[0.2, 0.6]e[0.1,0.5]2πi

, [0.2, 0.3]e[0.1,0.3]2πi
, [0.5, 0.9]e[0.4,0.9]2πi

 ,

0.4e2πi(0.5)
, 0.2e2πi(0.1)

, 0.7e2πi(0.7)
 

⎛⎜⎝ ⎞⎟⎠,

(z, ţ),
[0.3, 0.4]e[0.2,0.5]2πi

, [0.1, 0.2]e[0.1,0.4]2πi
, [0.5, 0.7]e[0.4,0.9]2πi

 ,

0.2e2πi(0.3)
, 0.4e2πi(0.2)

, 0.7e2πi(0.3)
 

⎛⎜⎝ ⎞⎟⎠,

(z,ģ),
[0.2, 0.6]e[0.1,0.5]2πi

, [0.2, 0.3]e[0.1,0.3]2πi
, [0.5, 0.9]e[0.4,0.9]2πi

 ,

0.4e2πi(0.5)
, 0.2e2πi(0.1)

, 0.7e2πi(0.7)
 

⎛⎜⎝ ⎞⎟⎠,

(z, z)
[0.7, 0.9]e[0.2,0.5]2πi

, [0.2, 0.3]e[0.1,0.4]2πi
, [0.5, 0.7]e[0.4,0.9]2πi

 ,

0.9e2πi(0.6)
, 0.4e2πi(0.2)

, 0.7e2πi(0.3)
 

⎛⎜⎝ ⎞⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (34)

(1) *e reflexive relation Ŗ 1 is

Ŗ 1 �

( ţ, ţ),
[0.3, 0.4]e

[0.2,0.7]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.6]e

[0.3,0.5]2πi
 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.5)

, 0.1e
2πi(0.2)

 

⎛⎜⎝ ⎞⎟⎠,

(ģ, ģ),
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.3, 0.5]e

[0.2,0.7]2πi
, [0.5, 0.9]e

[0.1,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(z, z),
[0.7, 0.9]e

[0.2,0.5]2πi
, [0.2, 0.3]e

[0.1,0.4]2πi
, [0.5, 0.7]

[0.4,0.9]2πi
 ,

0.9e
2πi(0.6)

, 0.4e
2πi(0.2)

, 0.7e
2πi(0.3)

 

⎛⎜⎝ ⎞⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (35)

(2) *e symmetric relation Ŗ 2 is
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R2 �

( ţ, ţ),
[0.3, 0.4]e

[0.2,0.7]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.6]e

[0.3,0.5]2πi
 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.5)

, 0.1e
2πi(0.2)

 

⎛⎜⎝ ⎞⎟⎠,

( ţ,z),
[0.3, 0.4]e

[0.2,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.7]e

[0.4,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.2)

, 0.7e
2πi(0.3)

 

⎛⎜⎝ ⎞⎟⎠,

(z, ţ),
[0.3, 0.4]e

[0.2,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.7]e

[0.4,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.2)

, 0.7e
2πi(0.3)

 

⎛⎜⎝ ⎞⎟⎠,

(ģ, z),
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.2, 0.3]e

[0.1,0.3]2πi
, [0.5, 0.9]e

[0.4,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(ģ,ģ),
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.3, 0.5]e

[0.2,0.7]2πi
, [0.5, 0.9]e

[0.1,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(z,ģ),
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.2, 0.3]e

[0.1,0.3]2πi
, [0.5, 0.9]e

[0.4,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (36)

(3) *e transitive relation Ŗ 3 is

Ŗ 3 �

( ţ, ģ),
[0.2, 0.4]e

[0.1,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.9]e

[0.3,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(ģ, z),
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.2, 0.3]e

[0.1,0.3]2πi
, [0.5, 0.9]e

[0.4,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

( ţ, z),
[0.3, 0.4]e

[0.2,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.7]e

[0.4,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.2)

, 0.7e
2πi(0.3)

 

⎛⎜⎝ ⎞⎟⎠,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (37)

(4) *e equivalence relation Ŗ 4 is

Ŗ4 �

( ţ, ţ),
[0.3, 0.4]e

[0.2,0.7]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.6]e

[0.3,0.5]2πi
 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.5)

, 0.1e
2πi(0.2)

 

⎛⎜⎝ ⎞⎟⎠,

( ţ,ģ),
[0.2, 0.4]e

[0.1,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.9]e

[0.3,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(ģ, ţ),
[0.2, 0.4]e

[0.1,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.9]e

[0.3,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(ģ,ģ)
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.3, 0.5]e

[0.2,0.7]2πi
, [0.5, 0.9]e

[0.1,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(z, z),
[0.7, 0.9]e

[0.2,0.5]2πi
, [0.2, 0.3]e

[0.1,0.4]2πi
, [0.5, 0.7]e

[0.4,0.9]2πi
 ,

0.9e
2πi(0.6)

, 0.4e
2πi(0.2)

, 0.7e
2πi(0.3)

 

⎛⎜⎝ ⎞⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (38)
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(5) *e partial order relation Ŗ 5 is

Ŗ5 �

( ţ, ţ),
[0.3, 0.4]e

[0.2,0.7]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.6]e

[0.3,0.5]2πi
 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.5)

, 0.1e
2πi(0.2)

 

⎛⎜⎝ ⎞⎟⎠,

( ţ,ģ),
[0.2, 0.4]e

[0.1,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.9]e

[0.3,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

( ţ,z),
[0.3, 0.4]e

[0.2,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.7]e

[0.4,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.2)

, 0.7e
2πi(0.3)

 

⎛⎜⎝ ⎞⎟⎠,

(ģ,ģ),
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.3, 0.5]e

[0.2,0.7]2πi
, [0.5, 0.9]e

[0.1,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(z,ģ)
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.2, 0.3]e

[0.1,0.3]2πi
, [0.5, 0.9]e

[0.4,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(z, z),
[0.7, 0.9]e

[0.2,0.5]2πi
, [0.2, 0.3]e

[0.1,0.4]2πi
, [0.5, 0.7]e

[0.4,0.9]2πi
 ,

0.9e
2πi(0.6)

, 0.4e
2πi(0.2)

, 0.7e
2πi(0.3)

 

⎛⎜⎝ ⎞⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (39)

(6) *e relation Ŗ 6 is a CCuTS composite fuzzy relation
between CCuTSFR Ŗa and Ŗb.

Ŗb �

(ģ, ţ),
[0.2, 0.4]e

[0.1,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.9]e

[0.3,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(z,ģ),
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.2, 0.3]e

[0.1,0.3]2πi
, [0.5, 0.9]e

[0.4,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(ģ,ģ),
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.3, 0.5]e

[0.2,0.7]2πi
, [0.5, 0.9]e

[0.1,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

Ŗa ∘ Ŗb �

( ţ, ţ),
[0.3, 0.4]e

[0.2,0.7]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.6]e

[0.3,0.5]2πi
 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.5)

, 0.1e
2πi(0.2)

 

⎛⎜⎝ ⎞⎟⎠,

( ţ, ģ),
[0.2, 0.4]e

[0.1,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.9]e

[0.3,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠,

(z, ţ),
[0.3, 0.4]e

[0.2,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.7]e

[0.4,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.2)

, 0.7e
2πi(0.3)

 

⎛⎜⎝ ⎞⎟⎠,

(z, ģ),
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.2, 0.3]e

[0.1,0.3]2πi
, [0.5, 0.9]e

[0.4,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 

⎛⎜⎝ ⎞⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

(40)

Definition 13. *e equivalence class ţ of modulo Ŗ is written
as
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R[t] �

(ģ),

ά−
(ύ)(ģ)e

2πiη−
(ύ)(ģ),ά+

(ύ)(ģ)e
2πη+

(ύ)(ģ)i ,

ά−
(p)(ģ)e

2πiη−
(p)

(ģ)
,ά+

(p)(ģ)e
2πη+

(p)
(ģ)i

 ,

ά−

(ņ)
(ģ)e

2πiη−

(ņ)

(ģ)
,ά+

(ņ)
(ģ)e

2πη+

(ņ)

(ģ)i
 ,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ)e
2πiη(ύ)(ģ),

ά(p)(ģ)e
2πiη(p)(ģ),

ά
(ņ)

(ģ)e
2πη

(ņ)
(ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

:

(ģ, ţ),

ά−
(ύ)(ģ, ţ)e

2πiη−
(ύ)(ģ,ţ)

,ά+
(ύ)(ģ, ţ)e

2πη+
(ύ)(ģ,ţ)i

 ,

ά−
(p)(ģ, ţ)e

2πiη−
(p)

(ģ,ţ)
,ά+

(p)(ģ, ţ)e
2πη+

(p)
(ģ, ţ)i

 ,

ά−

(ņ)
(ģ, ţ)e

2πiη−

(ņ)

(ģ, ţ)

,ά+

(ņ)
(ģ, ţ)e

2πη+

(ņ)

(ģ, ţ)i
⎡⎢⎣ ⎤⎥⎦,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, ţ)e
2πiη(ύ)(ģ), ţ ,

ά(p)(ģ, ţ)e
2πiη(p)(ģ, ţ)

,

ά
(ņ)

(ģ, ţ)e
2πη

(ņ)
(ģ, ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

∈ Ŗ

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (41)

Example 5. *e CCuTSF equivalence relation Ŗ is given

Ŗ�

( ţ,ţ),
[0.3, 0.4]e

[0.2,0.7]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.6]e

[0.3,0.5]2πi
 ,

0.2e
2πi(0.3)

, 0.4e
2πi(0.5)

, 0.1e
2πi(0.2)

 
⎛⎝ ⎞⎠,

( ţ, ģ),
[0.2, 0.4]e

[0.1,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.9]e

[0.3,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 
⎛⎝ ⎞⎠,

(ģ, t),
[0.2, 0.4]e

[0.1,0.5]2πi
, [0.1, 0.2]e

[0.1,0.4]2πi
, [0.5, 0.9]e

[0.3,0.9]2πi
 ,

0.2e
2πi(0.3)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 
⎛⎝ ⎞⎠,

(ģ, ģ),
[0.2, 0.6]e

[0.1,0.5]2πi
, [0.3, 0.5]e

[0.2,0.7]2πi
, [0.5, 0.9]e

[0.1,0.9]2πi
 ,

0.4e
2πi(0.5)

, 0.2e
2πi(0.1)

, 0.7e
2πi(0.7)

 
⎛⎝ ⎞⎠,

(z, z),
[0.7, 0.6]e

[0.2,0.5]2πi
, [0.2, 0.3]e

[0.1,0.4]2πi
, [0.5, 0.7]e

[0.4,0.9]2πi
 ,

0.9e
2πi(0.6)

, 0.4e
2πi(0.1)

, 0.7e
2πi(0.3)

 
⎛⎝ ⎞⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (42)

Now, their equivalence classes are

Ŗ[ ţ] �

ţ,
[0.3, 0.4]e

[0.2,0.7]2πi
,

[0.1, 0.2]e
[0.1,0.4]2πi

,

[0.5, 0.6]e
[0.3,0.5]2πi

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠,

0.2e
2πi(0.3)

,

0.4e
2πi(0.5)

,

0.1e
2πi(0.2)

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠,

ģ,
[0.2, 0.6]e

[0.1,0.5]2πi
,

[0.3, 0.5]e
[0.2,0.7]2πi

,

[0.5, 0.9]e
[0.1,0.9]2πi

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠,

0.4e
2πi(0.5)

,

0.2e
2πi(0.1)

,

0.7e
2πi(0.7)

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

Ŗ[ģ] �

ţ,
[0.3, 0.4]e

[0.2,0.7]2πi
,

[0.1, 0.2]e
[0.1,0.4]2πi

,

[0.5, 0.6]e
[0.3,0.5]2πi

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠,

0.2e
2πi(0.3)

,

0.4e
2πi(0.5)

,

0.1e
2πi(0.2)

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠,

ģ,
[0.2, 0.6]e

[0.1,0.5]2πi
,

[0.3, 0.5]e
[0.2,0.7]2πi

,

[0.5, 0.9]e
[0.1,0.9]2πi

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠,

0.4e
2πi(0.5)

,

0.2e
2πi(0.1)

,

0.7e
2πi(0.7)

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

Ŗ[z] � z,
[0.7, 0.9]e

[0.2,0.5]2πi
,

[0.2, 0.3]e
[0.1,0.4]2πi

,

[0.5, 0.7]e
[0.4,0.9]2πi

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠,

0.9e
2πi(0.6)

,

0.4e
2πi(0.2)

,

0.7e
2πi(0.3)

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
.

(43)
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Theorem 1. A CCuTSFR Ŗ is a CCuTS symmetric fuzzy
relation on a CCuTSFS _C if and only if Ŗ � Ŗ− 1.

Proof: Suppose that Ŗ is a CCuTS symmetric fuzzy relation
on a CCuTSFS _C, then

∀ ( ţ, ģ),

ά−
(ύ)( ţ,ģ)e

2πiη−
(ύ)( ţ,ģ)

,ά+
(ύ)( ţ, ģ)e

2πη+
(ύ)( ţ,ģ)i

 ,

ά−
(p)( ţ, ģ)e

2πiη−
(p)

( ţ,ģ)
,ά+

(p)( ţ,ģ)e
2πη+

(p)
( ţ,ģ)i

 ,

ά−

(ņ)
( ţ,ģ)e

2πiη−

(ņ)

( ţ,ģ)
,ά+

(ņ)
( ţ, ģ)e

2πη+

(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ,ģ)e
2πiη(ύ)( ţ,ģ)

,

ά(p)( ţ, ģ)e
2πiη(p)( ţ,ģ)

,

ά
(ņ)

( ţ, ģ)e
2πiη

(ņ)
( ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ,

And ( ģ, ţ),

ά−
(ύ)(ģ, ţ)e

2πiη−
(ύ)(ģ,ţ)

,ά+
(ύ)(ģ, ţ)e

2πη+
(ύ)(ģ,ţ)i

 ,

ά−
(P)(ģ, ţ)e

2πiη−
(P)

(ģ,ţ)
,ά+

(P)(ģ, ţ)e
2πη+

(P)
(ģ, ţ)i

 ,

ά−

(ņ)
(ģ, ţ)e

2πiη−

(ņ)

(ģ, ţ)

,ά+

(ņ)
(ģ, ţ)e

2πη+

(ņ)

(ģ, ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, ţ)e
2πiη(ύ)(ģ, ţ)

,

ά(P)(ģ, ţ)e
2πiη(P)(ģ, ţ)

,

ά
(ņ)

(ģ, ţ)e
2πiη

(ņ)
(ģ, ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ.

(44)

But

(ģ, ţ),

ά−
(ύ)(ģ, ţ)e

2πiη−
(ύ)(ģ, ţ)

,ά+
(ύ)(ģ, ţ)e

2πη+
(ύ)(ģ,ţ)i

 ,

ά−
(P)(ģ, ţ)e

2πiη−
(P)

(ģ, ţ)
,ά+

(P)(ģ, ţ)e
2πη+

(P)
(ģ, ţ)i

 ,

ά−

(ņ)
(ģ, ţ)e

2πiη−

(ņ)

(ģ,ţ)

,ά+

(ņ)
(ģ, ţ)e

2πη+

(ņ)

(ģ, ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, ţ)e
2πiη(ύ)(ģ, ţ)

,

ά(P)(ģ, ţ)e
2πiη(P)(ģ, ţ)

,

ά
(ņ)

(ģ, ţ)e
2πiη

(ņ)
(ģ,ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ− 1
. (45)

Hence, Ŗ�Ŗ−1. Conversely, suppose that Ŗ� Ŗ− 1, then

∀ ( ţ,ģ)

ά−
(ύ)( ţ,ģ)e

2πiη−
(ύ)( ţ,ģ)

,ά+
(ύ)( ţ,ģ)e

2πη+
(ύ)( ţ,ģ)i

 ,

ά−
(P)( ţ,ģ)e

2πiη−
(P)

( ţ,ģ)
,ά+

(P)( ţ, ģ)e
2πη+

(P)
( ţ,ģ)i

 ,

ά−

(ņ)
( ţ,ģ)e

2πiη−

(ņ)

( ţ,ģ)
,ά+

(ņ)
( ţ,ģ)e

2πη+

(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ,ģ)e
2πiη(ύ)( ţ,ģ)

,

ά(P)( ţ, ģ)e
2πiη(P)( ţ,ģ)

,

ά
(ņ)

( ţ,ģ)e
2πiη

(ņ)
( ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ,we have,

(ģ, ţ),

ά−
(ύ)(ģ, ţ)e

2πiη−
(ύ)(ģ, ţ)

,ά+
(ύ)(ģ, ţ)e

2πη+
(ύ)(ģ,ţ)i

 ,

ά−
(P)(ģ, ţ)e

2πiη−
(P)

(ģ, ţ)
,ά+

(P)(ģ, ţ)e
2πη+

(P)
(ģ, ţ)i

 ,

ά−

(ņ)
(ģ, ţ)e

2πiη−

(ņ)

(ģ,ţ)

,ά+

(ņ)
(ģ, ţ)e

2πη+

(ņ)

(ģ, ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, ţ)e
2πiη(ύ)(ģ,ţ)

,

ά(P)(ģ, ţ)e
2πiη(P)(ģ, ţ)

,

ά
(ņ)

(ģ, ţ)e
2πiη

(ņ)
(ģ,ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ− 1
,

(ģ, ţ),

ά−
(ύ)(ģ, ţ)e

2πiη−
(ύ)(ģ, ţ)

,ά+
(ύ)(ģ, ţ)e

2πη+
(ύ)(ģ,ţ)i

 ,

ά−
(P)(ģ, ţ)e

2πiη−
(P)

(ģ, ţ)
,ά+

(P)(ģ, ţ)e
2πη+

(P)
(ģ, ţ)i

 ,

ά−

(ņ)
(ģ, ţ)e

2πiη−

(ņ)

(ģ,ţ)

,ά+

(ņ)
(ģ, ţ)e

2πη+

(ņ)

(ģ, ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, ţ)e
2πiη(ύ)(ģ,ţ)

,

ά(P)(ģ, ţ)e
2πiη(P)(ģ, ţ)

,

ά
(ņ)

(ģ, ţ)e
2πiη

(ņ)
(ģ,ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ.

(46)
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So, Ŗ is a CCuTS symmetric fuzzy relation on _C. □

Theorem 2. A CCuTSFR Ŗ is a CCuTS transitive fuzzy
relation on a CCuTSFS _C if and only if Ŗ ∘ Ŗ⊆ Ŗ.

Proof: Suppose that Ŗ is a CCuTS transitive fuzzy relation
on a CCuTSFS _C, assume that

( ţ, z),

ά−
(ύ)( ţ, z)e

2πiη−
(ύ)( ţ,z)

,ά+
(ύ)( ţ, z)e

2πη+
(ύ)( ţ,z)i

 ,

ά−
(P)( ţ, z)e

2πiη−
(P)

( ţ,z)
,ά+

(P)( ţ, z)e
2πη+

(P)
( ţ,z)i

 ,

ά−

(ņ)
( ţ, z)e

2πiη−

(ņ)

( ţ,z)
,ά+

(ņ)
( ţ, z)e

2πη+

(ņ)

( ţ,z)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, z)e
2πiη(ύ)( ţ,z)

,

ά(P)( ţ, z)e
2πiη(P)( ţ,z)

,

ά
(ņ)

( ţ, z)e
2πiη

(ņ)
( ţ,z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ ∘ Ŗ, (47)

there exists an element ģ ∈∈ Ŗ, *en, by the transitivity of Ŗ

( ţ, ģ),

ά−
(ύ)( ţ, ģ)e

2πiη−
(ύ)( ţ,ģ)

,ά+
(ύ)( ţ, ģ)e

2πη+
(ύ)( ţ,ģ)i

 ,

ά−
(P)( ţ, ģ)e

2πiη−
(P)

( ţ,ģ)
,ά+

(P)( ţ, ģ)e
2πη+

(P)
( ţ,ģ)i

 ,

ά−

(ņ)
( ţ, ģ)e

2πiη−

(ņ)

( ţ,ģ)
,ά+

(ņ)
( ţ,ģ)e

2πη+

(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, ģ)e
2πiη(ύ)( ţ,ģ)

,

ά(P)( ţ,ģ)e
2πiη(P)( ţ,ģ)

,

ά
(ņ)

( ţ,ģ)e
2πiη

(ņ)
( ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ, and

(ģ, z)

ά−
(ύ)(ģ, z)e

2πiη−
(ύ)(ģ,z),ά+

(ύ)(ģ, z)e
2πη+

(ύ)(ģ,z)i ,

ά−
(P)(ģ, z)e

2πiη−
(P)

(ģ,z)
,ά+

(P)(ģ, z)e
2πη+

(P)
(ģ,z)i

 ,

ά−

(ņ)
(ģ, z)e

2πiη−

(ņ)

(ģ,z)
,ά+

(ņ)
(ģ, z)e

2πη+

(ņ)

(ģ,z)i
 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, z)e
2πiη(ύ)(ģ,z),

ά(P)(ģ, z)e
2πiη(P)(ģ,z),

ά
(ņ)

(ģ, z)e
2πiη

(ņ)
(ģ,z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ. Implies,

( ţ, z),

ά−
(ύ)( ţ, z)e

2πiη−
(ύ)( ţ,z)

,ά+
(ύ)( ţ, z)e

2πη+
(ύ)( ţ,z)i

 ,

ά−
(P)( ţ, z)e

2πiη−
(P)

( ţ,z)
,ά+

(P)( ţ, z)e
2πη+

(P)
( ţ,z)i

 ,

ά−

(ņ)
( ţ, z)e

2πiη−

(ņ)

( ţ,z)
,ά+

(ņ)
( ţ, z)e

2πη+

(ņ)

( ţ,z)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, z)e
2πiη(ύ)( ţ,z)

,

ά(P)( ţ, z)e
2πiη(P)( ţ,z)

,

ά
(ņ)

( ţ, z)e
2πiη

(ņ)
( ţ,z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ.

(48)

Hence, Ŗ ∘ Ŗ⊆ Ŗ.

Conversely, let us assume that Ŗ ∘ Ŗ⊆ Ŗ, then the
composition of CCuTSFR implies that,
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( ţ, ģ),

ά−
(ύ)( ţ,ģ)e

2πiη−
(ύ)( ţ,ģ)

,ά+
(ύ)( ţ,ģ)e

2πη+
(ύ)( ţ,ģ)i

 ,

ά−
(P)( ţ, ģ)e

2πiη−
(P)

( ţ,ģ)
,ά+

(P)( ţ, ģ)e
2πη+

(P)
( ţ,ģ)i

 ,

ά−

(ņ)
( ţ, ģ)e

2πiη−

(ņ)

( ţ,ģ)
,ά+

(ņ)
( ţ,ģ)e

2πη+

(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, ģ)e
2πiη(ύ)( ţ,ģ)

,

ά(P)( ţ,ģ)e
2πiη(P)( ţ,ģ)

,

ά
(ņ)

( ţ, ģ)e
2πiη

(ņ)
( ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ,and

(ģ, z),

ά−
(ύ)( ģ, z)e

2πiη−
(ύ)( ģ,z),ά+

(ύ)(ģ, z)e
2πη+

(ύ)( ģ,z)i ,

ά−
(P)( ģ, z)e

2πiη−
(P)

( ģ,z)
,ά+

(P)(ģ, z)e
2πη+

(P)
( ģ,z)i

 ,

ά−

(ņ)
(ģ, z)e

2πiη−

(ņ)

( ģ,z)
,ά+

(ņ)
(ģ, z)e

2πη+

(ņ)

( ģ,z)i
 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, z)e
2πiη(ύ)( ģ,z),

ά(P)(ģ, z)e
2πiη(P)( ģ,z),

ά
(ņ)

(ģ, z)e
2πiη

(ņ)
( ģ,z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ,then

( ţ, z),

ά−
(ύ)( ţ, z)e

2πiη−
(ύ)( ţ,z)

,ά+
(ύ)( ţ, z)e

2πη+
(ύ)( ţ,z)i

 ,

ά−
(P)( ţ, z)e

2πiη−
(P)

( ţ,z)
,ά+

(P)( ţ, z)e
2πη+

(P)
( ţ,z)i

 ,

ά−

(ņ)
( ţ, z)e

2πiη−

(ņ)

( ţ,z)
,ά+

(ņ)
( ţ, z)e

2πη+

(ņ)

(ţ,z)i
⎡⎢⎣ ⎤⎥⎦,
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, z)e
2πiη(ύ)( ţ,z)

,

ά(P)( ţ, z)e
2πiη(P)( ţ,z)

,

ά
(ņ)

( ţ, z)e
2πiη

(ņ)
( ţ,z)
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ ∘ Ŗ ,

Ŗ ∘ Ŗ⊆ Ŗ,

( ţ, z),

ά−
(ύ)( ţ, z)e

2πiη−
(ύ)( ţ,z)

,ά+
(ύ)( ţ, z)e

2πη+
(ύ)( ţ,z)i

 ,

ά−
(P)( ţ, z)e

2πiη−
(P)

( ţ,z)
,ά+

(P)( ţ, z)e
2πη+

(P)
( ţ,z)i

 ,

ά−

(ņ)
( ţ, z)e

2πiη−

(ņ)

( ţ,z)
,ά+

(ņ)
( ţ, z)e

2πη+

(ņ)

(ţ,z)i
⎡⎢⎣ ⎤⎥⎦
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, z)e
2πiη(ύ)( ţ,z)

,

ά(P)( ţ, z)e
2πiη(P)( ţ,z)

,

ά
(ņ)

( ţ, z)e
2πiη

(ņ)
( ţ,z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ.

(49)

Hence, Ŗ is CCuTS transitive FR. □

Theorem 3. If Ŗ is a CCuTS equivalence FR on a CCuTSFS
_C, then Ŗ ∘ Ŗ� Ŗ.

Proof: As Ŗ is a CCuTS equivalence FR on a CCuTSFS C_,

For ( ţ, ģ),

ά−
(ύ)( ţ, ģ)e

2πiη−
(ύ)( ţ,ģ)

,ά+
(ύ)( ţ, ģ)e2πη

+
(ύ)( ţ,ģ)i

 ,

ά−
(P)( ţ,ģ)e

2πiη−
(P)

( ţ,ģ)
,ά+

(P)( ţ, ģ)e2πη
+
(P)

(ţ,ģ)i
 ,

ά−

(ņ)
( ţ,ģ)e

2πiη−

(ņ)

( ţ,ģ)
,ά+

(ņ)
( ţ, ģ)e

2πη+

(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ,ģ)e
2πiη(ύ)( ţ,ģ)

,

ά(P)( ţ,ģ)e
2πiη(P)( ţ,ģ)

,

ά
(ņ)

( ţ,ģ)e
2πiη

(ņ)
( ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ. (50)

*e CCuTS symmetric FR implies that

(ģ, ţ ),

ά−
(ύ)(ģ, ţ )e

2πiη−
(ύ)(ģ,ţ )

,ά+
(ύ)(ģ, ţ )e

2πη+
(ύ)(ģ, ţ )i

 ,

ά−
(P)(ģ, ţ )e

2πiη−
(P)

(ģ,ţ )
,ά+

(P)(ģ, ţ )e
2πη+

(P)
(ģ,ţ )i

 ,

ά−

(ņ)
(ģ, ţ )e

2πiη−

(ņ)

(ģ, ţ )

,ά+

(ņ)
(ģ, ţ )e

2πη+

(ņ)

(ģ, ţ )i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, ţ )e
2πiη(ύ)(ģ, ţ )

,

ά(P)(ģ, ţ )e
2πiη(P)(ģ, ţ )

,

ά
(ņ)

(ģ, ţ )e
2πiη

(ņ)
(ģ,ţ )

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ. (51)
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*e CCuTS transitive FR implies that

( ţ, ţ),

ά−
(ύ)( ţ, ţ)e2πiη−

(ύ)( ţ, ţ)
,ά+

(ύ)( ţ, ţ)e2πη
+
(ύ)( ţ, ţ)i

 ,

ά−
(P)( ţ, ţ)e2πiη−

(P)
( ţ, ţ)

,ά+
(P)( ţ, ţ)e2πη

+
(P)

( ţ, ţ)i
 ,

ά−

(ņ)
( ţ, ţ)e

2πiη−

(ņ)

( ţ)

,ά+

(ņ)
( ţ, ţ)e

2πη+

(ņ)

( ţ, ţ)i
⎡⎢⎣ ⎤⎥⎦,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, ţ)e2πiη(ύ)( ţ, ţ)
,

ά(P)( ţ, ţ)e2πiη(P)( ţ, ţ)
,

ά
(ņ)

( ţ, ţ)e
2πiη

(ņ)
( ţ, ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ. (52)

Also, the CCuTS composite FR implies that

( ţ, ţ),

ά−
(ύ)( ţ, ţ)e

2πiη−
(ύ)( ţ, ţ)

,ά+
(ύ)( ţ, ţ)e

2πη+
(ύ)( ţ, ţ)i

 ,

ά−
(P)( ţ, ţ)e

2πiη−
(P)

( ţ,ţ)
,ά+

(P)( ţ, ţ)e
2πη+

(P)
( ţ, ţ)i

 ,

ά−

(ņ)
( ţ, ţ)e

2πiη−

(ņ)

( ţ, ţ)

,ά+

(ņ)
( ţ, ţ)e

2πη+

(ņ)

( ţ,ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, ţ)e
2πiη(ύ)( ţ, ţ)

,

ά(P)( ţ, ţ)e
2πiη(P)( ţ,ţ)

,

ά
(ņ)

( ţ, ţ)e
2πiη

(ņ)
( ţ, ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ ∘ Ŗ. (53)

*erefore, Ŗ⊆ Ŗ ∘ Ŗ (1). Conversely, suppose that

( ţ, z),

ά−
(ύ)( ţ, z)e

2πiη−
(ύ)( ţ, z)

,ά+
(ύ)( ţ, z)e

2πη+
(ύ)( ţ, z)i

 ,

ά−
(P)( ţ, z)e

2πiη−
(P)

( ţ, z)
,ά+

(P)( ţ, z)e
2πη+

(P)
( ţ, z)i

 ,

ά−

(ņ)
( ţ, z)e

2πiη−

(ņ)

( ţ, z)
,ά+

(ņ)
( ţ, z)e

2πη+

(ņ)

( ţ, z)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, z)e
2πiη(ύ)( ţ, z)

,

ά(P)( ţ, z)e
2πiη(P)( ţ, z)

,

ά
(ņ)

( ţ, z)e
2πiη

(ņ)
( ţ, z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ ∘ Ŗ, (54)

*en there exists an element ģ in

( ţ, ģ),

ά−
(ύ)( ţ, ģ)e

2πiη−
(ύ)( ţ,ģ)

,ά+
(ύ)( ţ, ģ)e

2πη+
(ύ)( ţ,ģ)i

 ,

ά−
(P)( ţ, ģ)e

2πiη−
(P)

( ţ,ģ)
,ά+

(P)( ţ,ģ)e
2πη+

(P)
( ţ,ģ)i

 ,

ά−

(ņ)
( ţ, ģ)e

2πiη−

(ņ)

( ţ,ģ)
,ά+

(ņ)
( ţ, ģ)e

2πη+

(ņ)

( ţ,ģ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ,ģ)e
2πiη(ύ)(ţ,ģ)

,

ά(P)( ţ, ģ)e
2πiη(P)( ţ,ģ)

,

ά
(ņ)

( ţ, ģ)e
2πiη

(ņ)
( ţ,ģ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ,

(ģ, ţ),

ά−
(ύ)(ģ, ţ)e

2πiη−
(ύ)(ģ, ţ)

,ά+
(ύ)(ģ, ţ)e

2πη+
(ύ)(ģ,ţ)i

 ,

ά−
(P)(ģ, ţ)e

2πiη−
(P)

(ģ, ţ)
,ά+

(P)(ģ, ţ)e
2πη+

(P)
(ģ, ţ)i

 ,

ά−

(ņ)
(ģ, ţ)e

2πiη−

(ņ)

(ģ,ţ)

,ά+

(ņ)
(ģ, ţ)e

2πη+

(ņ)

(ģ,ţ)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)(ģ, ţ)e
2πiη(ύ)(ģ,ţ)

,

ά(P)(ģ, ţ)e
2πiη(P)(ģ, ţ)

,

ά
(ņ)

(ģ, ţ)e
2πiη

(ņ)
(ģ,ţ)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ.

(55)

since Ŗ is a CCuTS equivalence FR. Hence, the CCuTS
transitive FR Ŗ implies that
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( ţ, z),

ά−
(ύ)( ţ, z)e

2πiη−
(ύ)( ţ,z)

,ά+
(ύ)( ţ, z)e

2πη+
(ύ)(ţ,z)i

 ,

ά−
(P)( ţ, z)e

2πiη−
(P)

( ţ,z)
,ά+

(P)( ţ, z)e
2πη+

(P)
( ţ,z)i

 ,

ά−

(ņ)
( ţ, z)e

2πiη−

(ņ)

( ţ,z)
,ά+

(ņ)
( ţ, z)e

2πη+

(ņ)

( ţ,z)i
⎡⎢⎣ ⎤⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

ά(ύ)( ţ, z)e
2πiη(ύ)(ţ,z)

,

ά(P)( ţ, z)e
2πiη(P)( ţ,z)

,

ά
(ņ)

( ţ, z)e
2πiη

(ņ)
( ţ,z)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

∈ Ŗ. (56)

*erefore, Ŗ ∘ Ŗ⊆ Ŗ. (2).
Equations (23) and (56) prove that Ŗ ∘ Ŗ� Ŗ. □

4. Application

In this section, the application of the proposed concepts is
discussed.*eCCuTSFS, CCuTSFR, and their types are used
in this study of social media applications. We observe
cybersecurity and cyber threats on social media.

4.1. Security of SocialMedia Platforms. Social media security
is a critical aspect of modern business or personal success. It
encompasses a wide range of technologies, strategies, and
procedures. Social media has been constructed by the re-
lations between users and bodies on the basis of modern
Internet technology and platform carriers. Social media
security has enabled organizations to safeguard the infor-
mation that is shared over the network. All industries, or-
ganizations, and businesses require some kind of social
media security clarification to save them from increasing
cyber threats in today’s wild world. In the following sections,
we discussed some threats that are faced by social media and
the social media security methods. *e flow diagram for the
application activity is shown in Figure 1.

*e above flowchart can be explained as

(i) Collect the securities and threats methods.

(ii) Give the values of every set of securities and threats.
(iii) Find the CP between two CCuTSFS.
(iv) Read the information.

4.1.1. <reats. *e different types of social media platforms
attract a variety of threats towards them, which tend to steal
users’ identities or attack their privacy. Some threats are
discussed that are prominent over social media. *e ob-
jective of an attacker influences how they tackle a social
media threat. Furthermore, each threat has been allocated to
the membership, neutral, and nonmembership degrees. *e
membership degree is assigned to the professional according
to their performance. *e membership degree of threats
shows the weakness, neutral degree demonstrates the neutral
effect of threats and nonmembership degree indicates the
strength of the threats. *e different types of social media
threats are shown in Table 1.

(1) Identity <eft (IT). Personal information becomes
registered on one or more social media sites. *is
data become important as hackers and identity
thieves use this information to reorganize passwords,
claim for loans, or other various goals.

IT, [0.3, 0.5]e
πi[0.3,0.4]

, [0.1, 0.3]e
πi[0.2,0.5]

, 0.1, 0.2]e
πi[0.2,0.3]

  , 0.2e
πi(0.4)

, 0.4e
πi(0.5)

, 0.3e
πi(0.2)

  . (57)

(2) Phishing Attacks (PA). Phishing happens when
someone conveys a fraudulent message sketch to
trick a human victim into providing sensitive

personal information like passwords or credit card
numbers.

PA, [0.2, 0.4]e
πi[0.1,0.3]

, [0.4, 0.7]e
πi[0.3,0.8]

, 0.3, 0.5]e
πi[0.2,0.5]

  , 0.3e
πi(0.2)

, 0.4e
πi(0.6)

, 0.5e
πi(0.7)

  . (58)

(3) Social Engineering (SE). Employees may be contacted
by attackers in an attempt to persuade them to give
personal details, prove credentials, or send money to
the attacker. In a more sophisticated approach, an

attacker can mimic a high-ranking executive to
persuade the intended victim to send money to the
attacker’s accounts.

SE, [0.3, 0.5]e
πi[0.1,0.2]

, [0.2, 0.6]e
πi[0.1,0.5]

, 0.4, 0.5]e
πi[0.2,0.4]

  , 0.2e
πi(0.3)

, 0.4e
πi(0.1)

, 0.3e
πi(0.4)

  . (59)
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(4) Malware Attacks (MA). *ey are becoming in-
creasingly popular on social media platforms these
days. When criminals create malicious software and

install it on someone else’s device without their
consent, in order to steal personal details or cause
device destruction for financial gain.

MA, [0.1, 0.4]e
πi[0.2,0.3]

, [0.3, 0.5]e
πi[0.3,0.5]

, 0.2, 0.5]e
πi[0.2,0.4]

  , 0.3e
πi(0.1)

, 0.2e
πi(0.4)

, 0.5e
πi(0.3)

  . (60)

(5) Image Retrieval and Analysis (IRA). *e attackers
here use several face and image identification
technologies to learn more about the target and its
correlated description. It not only affects the target

but also his or her friends and family. *e aim of this
attack is to accumulate photographs and videos from
the target.

IR&A, [0.4, 0.7]e
πi[0.2,0.5]

, [0.1, 0.3]e
πi[0.3,0.5]

, 0.3, 0.4]e
πi[0.1,0.2]

  , 0.7e
πi(0.5)

, 0.3e
πi(0.4)

, 0.2e
πi(0.3)

  . (61)

(6) Celebrity Name Misuse (CNM). *is is one of the
most widely used social media platforms for threats
nowadays. In several cases, hackers have been known
to create a new account in the name of a celebrity.

Fake accounts like this can be used to propagate false
information.

CNM, [0.3, 0.6]e
πi[0.2,0.6]

, [0.1, 0.2]e
πi[0.3,0.4]

, 0.2, 0.3]e
πi[0.1,0.4]

  , 0.5e
πi(0.6)

, 0.2e
πi(0.3)

, 0.3e
πi(0.2)

  . (62)

*erefore, the CCuTSFS G summarizing the threat is
given as follows:

Collection of
Securities

Assign Degrees
to Securities

Collection of
Threats

Assign Degrees
to Threats

Cartesian
Product 

Read the
Information

Figure 1: Flowchart for the process being followed.

Table 1: Details of threats.

*reats Abbreviations Membership Neutral Nonmembership
Identity theft IT ([0.3, 0.5]eπi[0.3,0.4]), (0.2eπi(0.4)) ([0.1, 0.3]eπi[0.2,0.5]), (0.4eπi(0.5)) ([0.1, 0.2]eπi[0.2,0.3]), (0.3eπi(0.2))

Phishing attempts PA ([0.2, 0.4]eπi[0.1,0.3]), (0.3eπi(0.2)) ([0.4, 0.7]eπi[0.3,0.8]), (0.4eπi(0.6)) ([0.3, 0.5]eπi[0.2,0.5]), (0.5eπi(0.7))

Social engineering SE ([0.3, 0.5]eπi[0.1,0.2]), (0.2eπi(0.3)) ([0.2, 0.6]eπi[0.1,0.5]), (0.4eπi(0.1)) ([0.4, 0.5]eπi[0.2,0.4]), (0.3eπi(0.4))

Malware attacks MR ([0.1, 0.4]eπi[0.2,0.3]), (0.3eπi(0.1)) ([0.3, 0.5]eπi[0.3,0.5]), (0.2eπi(0.4)) ([0.2, 0.5]eπi[0.2,0.4]), (0.5eπi(0.3))

Image retrieval and
analysis IRA ([0.4, 0.7]eπi[0.2,0.5]), ( 0.7eπi(0.5)) ([0.1, 0.3]eπi[0.3,0.5]), (0.3eπi(0.4)) ([0.3, 0.4]eπi[0.1,0.2]), (0.2eπi(0.3))

Celebrity name
misuse CNM ([0.3, 0.6]eπi[0.2,0.6]), (0.5eπi(0.6)) ([0.1, 0.2]eπi[0.3,0.4]), (0.2eπi(0.3)) ([0.2, 0.3]eπi[0.1,0.4]), (0.3eπi(0.2))
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G �

IT, [0.3, 0.5]e
πi[0.3,0.4]

, [0.1, 0.3]e
πi[0.2,0.5]

, 0.1, 0.2]e
πi[0.2,0.3]

  , 0.2e
πi(0.4)

, 0.4e
πi(0.5)

, 0.3e
πi(0.2)

  ,

PA, [0.2, 0.4]e
πi[0.1,0.3]

, [0.4, 0.7]e
πi[0.3,0.8]

, 0.3, 0.5]e
πi[0.2,0.5]

  , 0.3e
πi(0.2)

, 0.4e
πi(0.6)

, 0.5e
πi(0.7)

  ,

SE, [0.3, 0.5]e
πi[0.1,0.2]

, [0.2, 0.6]e
πi[0.1,0.5]

, 0.4, 0.5]e
πi[0.2,0.4]

  , 0.2e
πi(0.3)

, 0.4e
πi(0.1)

, 0.3e
πi(0.4)

  ,

MA, [0.1, 0.4]e
πi[0.2,0.3]

, [0.3, 0.5]e
πi[0.3,0.5]

, 0.2, 0.5]e
πi[0.2,0.4]

  , 0.3e
πi(0.1)

, 0.2e
πi(0.4)

, 0.5e
πi(0.3)

  ,

IRA, [0.4, 0.5]e
πi[0.2,0.3]

, [0.1, 0.3]e
πi[0.3,0.5]

, 0.3, 0.5]e
πi[0.3,0.4]

  , 0.4e
πi(0.5)

, 0.3e
πi(0.4)

, 0.2e
πi(0.3)

  ,

CNM, [0.3, 0.6]e
πi[0.2,0.6]

, [0.1, 0.2]e
πi[0.3,0.4]

, 0.2, 0.3]e
πi[0.1,0.4]

  , 0.5e
πi(0.6)

, 0.2e
πi(0.3)

, 0.3e
πi(0.2)

  

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (63)

4.1.2. Security. *e social media techniques, procedures,
and applications against threats are discussed. *e social
media security platform was built to protect the channels
that are most important to your organization. Employees
who openly share too much personal and corporate infor-
mation on social media are the source of the bulk of social
media threats. Because these accounts are personal, cor-
porations cannot prevent users from using social media.
Consumers, on the other hand, maybe educated on the best
ways to protect their data and credentials. Avoiding social
media risks requires education. *e values of membership,
neutrality, and nonmembership are assigned to each security
mechanism. *e strength is determined by the security’s
membership degree. *us, a higher amplitude term and a
higher phase term value of its membership degree indicate
better security; no effect of amplitude term with a phase term
value of its neutral degree indicates no effect of security; and

lower amplitude term and phase term values of its non-
membership degree indicate lower security. Some of the
major social media security methods are explained with their
fuzzy grades. *e different types of social media security are
shown in Table 2.

(1) Unique Password (UP). Make sure that each of your
social media accounts have its own password. Make
account passwords long and strong. Do not utilize
the information shared on social media accounts to
create a password. A strong password is one that is
easy to remember but difficult for others to guess.
Employees should not share passwords with another
people. It is essential to not use the same passwords
for Twitter as for Facebook, Instagram, and other
social media tools.

UP, [0.3, 0.7]e
πi[0.2,0.7]

, [0.2, 0.4]e
πi[0.1,0.3]

, [0.1, 0.2]e
πi[0.1,0.2]

 , 0.6e
πi(0.4)

, 0.4e
πi(0.3)

, 0.2e
πi(0.1)

  . (64)

(2) Enable Multifactor Authentication (MFA). *is
should be standard security procedure for everybody
who uses the Internet today. Anyone attempting to

log into an account is required to provide a code
transmitted to an external device.

MFA, [0.2, 0.7]e
πi[0.1,0.4]

, [0.3, 0.4]e
πi[0.3,0.5]

, [0.1, 0.3]e
πi[0.2,0.4]

 , 0.3e
πi(0.3)

, 0.3e
πi(0.2)

, 0.4e
πi(0.1)

  . (65)

(3) Update Security Settings (USS). Update the security
framework on all digital and social channels con-
sistently. *ere are many fantastic step-by-step
privacy instructions available online to assist with

setting up secure. *ey are often renovated, so revise
them from time to time to make sure that nothing
has changed.

USS, [0.4, 0.5]e
πi[0.3,0.6]

, [0.3, 0.6]e
πi[0.2,0.4]

, [0.2, 0.4]e
πi[0.3,0.5]

 , 0.7e
πi(0.5)

, 0.1e
πi(0.4)

, 0.3e
πi(0.3)

  . (66)

(4) Use the Block Button (UBB). *e links sent by
spammers should be ignored. Always report the
account as spam for the sake of others who are less
knowledgeable. *e social networking service will

monitor it and, if enough people take the same
actions, remove the account. Use ad blockers on
corporate devices. *e most immature method is to
block that person on social media.
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UBB, [0.5, 0.8]e
πi[0.3,0.9]

, [0.3, 0.5]e
πi[0.2,0.3]

, [0.2, 0.3]e
πi[0.1,0.3]

 , 0.8e
πi(0.5)

, 0.2e
πi(0.4)

, 0.3e
πi(0.2)

  . (67)

(5) Declining Friend Request (FR). Friend’s invitations
from known people should be accepted. *e request
should be declined even if the users have several

mutual friends. By looking for verified accounts, it is
critical to identify the genuine social media profiles
of celebrities, public figures, and businesses.

FR, [0.4, 0.5]e
πi[0.5,0.7]

, [0.1, 0.4]e
πi[0.1,0.2]

, [0.2, 0.6]e
πi[0.2,0.4]

 , 0.5e
πi(0.4)

, 0.1e
πi(0.4)

, 0.3e
πi(0.5)

  . (68)

*erefore, the CCuTSFS H summarizing the security is
given as follows:

H �

UP, [0.3, 0.7]e
πi[0.2,0.7]

, [0.2, 0.4]e
πi[0.1,0.3]

, [0.1, 0.2]e
πi[0.1,0.2]

 , 0.6e
πi(0.4)

, 0.4e
πi(0.3)

, 0.2e
πi(0.1)

  ,

MFA, [0.2, 0.7]e
πi[0.1,0.4]

, [0.3, 0.4]e
πi[0.3,0.5]

, [0.1, 0.3]e
πi[0.2,0.4]

 , 0.3e
πi(0.3)

, 0.3e
πi(0.2)

, 0.4e
πi(0.1)

  ,

USS, [0.4, 0.5]e
πi[0.3,0.6]

, [0.3, 0.6]e
πi[0.2,0.4]

, [0.2, 0.4]e
πi[0.3,0.5]

 , 0.7e
πi(0.5)

, 0.1e
πi(0.4)

, 0.3e
πi(0.3)

  ,

UBB, [0.5, 0.8]e
πi[0.3,0.9]

, [0.3, 0.5]e
πi[0.2,0.3]

, [0.2, 0.3]e
πi[0.1,0.3]

 , 0.8e
πi(0.5)

, 0.2e
πi(0.4)

, 0.3e
πi(0.2)

  ,

FR, [0.4, 0.5]e
πi[0.5,0.7]

, [0.1, 0.4]e
πi[0.1,0.2]

, [0.2, 0.6]e
πi[0.2,0.4]

 , 0.5e
πi(0.4)

, 0.1e
πi(0.4)

, 0.3e
πi(0.5)

  

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (69)

4.1.3. Calculations. We use the following mathematics to
examine the effectiveness and ineffectiveness of every social
media security measure and threat. We have the following
two CCuTSFSsG andH, corresponding to the set of security
and threats, respectively.

Table 2: Details of security.

Security Abbreviations Membership Neutral Nonmembership

Unique password UP ([0.3, 0.7]eπi[0.2,0.7]),

(0.6eπi(0.4))

([0.2, 0.4]eπi[0.1,0.3]),

(0.4eπi(0.3))

([0.1, 0.2]eπi[0.1,0.2]),

(0.2eπi(0.1))

Multifactor authentication MFA ([0.2, 0.7]eπi[0.1,0.4]),

(0.3eπi(0.3))

([0.3, 0.4]eπi[0.3,0.5]),

(0.3eπi(0.2))

([0.1, 0.3]eπi[0.2,0.4]),

(0.4eπi(0.1))

Update security settings USS ([0.4, 0.5]eπi[0.3,0.6]),

(0.7eπi(0.5))

([0.3, 0.6]eπi[0.2,0.4]),

(0.1eπi(0.4))

([0.2, 0.4]eπi[0.3,0.5]),

(0.3eπi(0.3))

Use block button UBB ([0.5, 0.8]eπi[0.3,0.9]),

(0.8eπi(0.5))

([0.3, 0.5]eπi[0.2,0.3]),

(0.2eπi(0.4))

([0.2, 0.3]eπi[0.1,0.3]),

(0.3eπi(0.2))

Do not accept friend
request FR ([0.4, 0.5]eπi[0.5,0.7]),

(0.5eπi(0.4))

([0.1, 0.4]eπi[0.1,0.2]),

(0.1eπi(0.4))
[0.2, 0.6]eπi[0.2,0.4], (0.3eπi(0.5))
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G �

IT, [0.3, 0.5]e
πi[0.3,0.4]

, [0.1, 0.3]e
πi[0.2,0.5]

, 0.1, 0.2]e
πi[0.2,0.3]

  , 0.2e
πi(0.4)

, 0.4e
πi(0.5)

, 0.3e
πi(0.2)

  ,

PA, [0.2, 0.4]e
πi[0.1,0.3]

, [0.4, 0.7]e
πi[0.3,0.8]

, 0.3, 0.5]e
πi[0.2,0.5]

  , 0.3e
πi(0.2)

, 0.4e
πi(0.6)

, 0.5e
πi(0.7)

  ,

SE, [0.3, 0.5]e
πi[0.1,0.2]

, [0.2, 0.6]e
πi[0.1,0.5]

, 0.4, 0.5]e
πi[0.2,0.4]

  , 0.2e
πi(0.3)

, 0.4e
πi(0.1)

, 0.3e
πi(0.4)

  ,

MA, [0.1, 0.4]e
πi[0.2,0.3]

, [0.3, 0.5]e
πi[0.3,0.5]

, 0.2, 0.5]e
πi[0.2,0.4]

  , 0.3e
πi(0.1)

, 0.2e
πi(0.4)

, 0.5e
πi(0.3)

  ,

IRA, [0.4, 0.5]e
πi[0.2,0.3]

, [0.1, 0.3]e
πi[0.3,0.5]

, 0.3, 0.5]e
πi[0.3,0.4]

  , 0.4e
πi(0.5)

, 0.3e
πi(0.4)

, 0.2e
πi(0.3)

  ,

CNM, [0.3, 0.6]e
πi[0.2,0.6]

, [0.1, 0.2]e
πi[0.3,0.4]

, 0.2, 0.3]e
πi[0.1,0.4]

  , 0.5e
πi(0.6)

, 0.2e
πi(0.3)

, 0.3e
πi(0.2)

  

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

H �

UP, [0.3, 0.7]e
πi[0.2,0.7]

, [0.2, 0.4]e
πi[0.1,0.3]

, [0.1, 0.2]e
πi[0.1,0.2]

 , 0.6e
πi(0.4)

, 0.4e
πi(0.3)

, 0.2e
πi(0.1)

  ,

MFA, [0.2, 0.7]e
πi[0.1,0.4]

, [0.3, 0.4]e
πi[0.3,0.5]

, [0.1, 0.3]e
πi[0.2,0.4]

 , 0.3e
πi(0.3)

, 0.3e
πi(0.2)

, 0.4e
πi(0.1)

  ,

USS, [0.4, 0.5]e
πi[0.3,0.6]

, [0.3, 0.6]e
πi[0.2,0.4]

, [0.2, 0.4]e
πi[0.3,0.5]

 , 0.7e
πi(0.5)

, 0.1e
πi(0.4)

, 0.3e
πi(0.3)

  ,

UBB, [0.5, 0.8]e
πi[0.3,0.9]

, [0.3, 0.5]e
πi[0.2,0.3]

, [0.2, 0.3]e
πi[0.1,0.3]

 , 0.8e
πi(0.5)

, 0.2e
πi(0.4)

, 0.3e
πi(0.2)

  ,

FR, [0.4, 0.5]e
πi[0.5,0.7]

, [0.1, 0.4]e
πi[0.1,0.2]

, [0.2, 0.6]e
πi[0.2,0.4]

 , 0.5e
πi(0.4)

, 0.1e
πi(0.4)

, 0.3e
πi(0.5)

  

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.
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For each social media threat and security, we assign degrees
of membership, neutral, non-membership and interval-valued
degrees of membership, neutral, and nonmembership. *ese
functions in the set G and H represent both the present and
future influences of each threat and security. *e CP between
theCCuTSFSH andG is used to define the effectiveness of each
security method against a particular threat. Table 3, shows the
CP between the CCuTSFS H and G.

*e CPH × G describes the relationship between each set
of elements, i.e., the condition and impact of a security on a
threat. *e levels of a membership indicate how effective a
social media security system is in detecting a specific threat
over a period of time.*e level of abstinence reflects whether a
security system has no effect or has a neutral effect in the face
of a threat over a time period. *e degree of nonmembership
levels denotes a security inefficiency in the face of a certain
threat with a time period. For example, the ordered pair

(UP, IRA),
[0.3, 0.7]e

πi[0.2,0.5]
,

[0.1, 0.3]e
πi[0.1,0.3]

,

[0.3, 0.4]e
πi[0.1,0.2]

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠,
0.6e

πi(0.4)
,

0.3e
πi(0.3)

,

0.2e
πi(0.3)

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ de-

scribes the unique password against image retrieval and
analysis. *e UP protects the IRA because of this reason that
unauthorized person does not access to the user’s device.
Furthermore, it explains the present and future effects and
impact of the ordered pair. *e UP overcomes the threat of
the IRA in the present because security effectiveness is better

than the degree of ineffectiveness. A given ordered pair
predicts the future security in the form of an interval.

5. Comparative Analysis

In this part, we compare the presented structure of
CCuTSFR with some other preexisting structures such as
FR, CuFR, CCuFR, IFR, CuIFR, CCuIFR, PyFR, CuPyFR,
CCuPyFR, qROFR, CuqROFR, CCuqROFR, PFR, CuPFR,
CCuPFR, SFR, CuSFR, CCuSFR, TSFR, and CuTSFR.

5.1. Comparison of FR, CuFR, and CCuFR with CCuTSFRs.
*e structure of FR and CuFR discuss only the membership
degree with only one dimension. *ey are not capable of
solving the multidimensional problem. *e CuFR expressed
the membership degree in both the present and future, but
the FR described the membership degree only present as-
pect. *ese structures are unable to model periodicity. *e
structures of CCuFR discuss only the membership degree,
which only shows the effectiveness of security measures on
the threats. Consequently, they cannot offer a complete
solution to the problem. *e CCuTSFR examines all three
levels, i.e., membership, neutral, and nonmembership with a
complex number. *ey are capable to solve the periodicity.
We consider the following two CCuFSs G and H, which
represent the threat and security sets, respectively.

G �

IT, [0.3, 0.5]e
πi[0.3,0.4]

 , 0.2e
πi(0.4)

  , PA, [0.2, 0.4]e
πi[0.1,0.3]

 , 0.3e
πi(0.2)

 

SE, [0.3, 0.5]e
πi[0.1,0.2]

 , 0.2e
πi(0.3)

  , MA, [0.1, 0.4]e
πi[0.2,0.3]

 , 0.3e
πi(0.1)

 

IRA, [0.4, 0.7]e
πi[0.2,0.5]

 , 0.7e
πi(0.5)

  , CNM, [0.3, 0.6]e
πi[0.2,0.6]

 , 0.5e
πi(0.6)

  

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

⎫⎪⎪⎪⎬

⎪⎪⎪⎭

,

H �

UP, [0.3, 0.7]e
πi[0.2,0.7]

 , 0.6e
πi(0.4)

  , MFA, [0.2, 0.7]e
πi[0.1,0.4]

 , 0.3e
πi(0.3)

  

USS, [0.4, 0.5]e
πi[0.3,0.6]

 , 0.7e
πi(0.5)

  , UBB, [0.5, 0.8]e
πi[0.3,0.9]

 , 0.8e
πi(0.5)

  

FR, [0.4, 0.5]e
πi[0.5,0.7]

 , 0.5e
πi(0.4)

  

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

⎫⎪⎪⎪⎬

⎪⎪⎪⎭

.
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Table 3: CP of two CCuTSFSs.

Relation element Complex T spherical fuzzy set Complex interval-valued T spherical fuzzy set

(UP, IT) (0.2eπi(0.4), 0.2eπi(0.3), 0.3eπi(0.2)) [0.3, 0.5]e
πi[0.2,0.4]

, [0.1, 0.3]e
πi[0.1,0.3]

, [0.1, 0.2]e
πi[0.2,0.3] 

(UP,PA) (0.3eπi(0.2), 0.4eπi(0.3), 0.5eπi(0.7))
[0.2, 0.4]e

πi[0.1,0.3]
, [0.2, 0.4]e

πi[0.1,0.3]
,

[0.3, 0.5]e
πi[0.2,0.5] 

(UP, SE) (0.2eπi(0.3), 0.4eπi(0.1), 0.3eπi(0.4))
[0.3, 0.5]e

πi[0.1,0.2]
, [0.2, 0.4]e

πi[0.1,0.3]
,

[0.4, 0.5]e
πi[0.2,0.4] 

(UP,MA) (0.3eπi(0.1), 0.2eπi(0.3), 0.5eπi(0.3))
[0.1, 0.4]e

πi[0.2,0.3]
, [0.2, 0.4]e

πi[0.1,0.3]
,

[0.2, 0.5]e
πi[0.2,0.4] 

(UP, IRA) (0.6eπi(0.4), 0.3eπi(0.3), 0.2eπi(0.3))
[0.3, 0.7]e

πi[0.2,0.5]
, [0.1, 0.3]e

πi[0.1,0.3]
,

[0.3, 0.4]e
πi[0.1,0.2] 

(UP,CNM) (0.5eπi(0.4), 0.2eπi(0.3), 0.3eπi(0.2))
[0.3, 0.6]e

πi[0.2,0.6]
, [0.1, 0.2]e

πi[0.1,0.3]
,

[0.2, 0.5]e
πi[0.1,0.4] 

(MFA, IT) (0.2eπi(0.3), 0.3eπi(0.2), 0.4eπi(0.2))
[0.2, 0.5]e

πi[0.1,0.4]
, [0.1, 0.3]e

πi[0.2,0.5]
,

[0.1, 0.3]e
πi[0.2,0.4] 

(MFA, PA) (0.3eπi(0.2), 0.3eπi(0.2), 0.5eπi(0.7))
[0.2, 0.4]e

πi[0.1,0.3]
, [0.3, 0.4]e

πi[0.3,0.5]
,

[0.3, 0.5]e
πi[0.2,0.5] 

(MFA, SE) (0.2eπi(0.3), 0.3eπi(0.1), 0.4eπi(0.4))
[0.2, 0.5]e

πi[0.1,0.2]
, [0.2, 0.4]e

πi[0.1,0.5]
,

[0.4, 0.5]e
πi[0.2,0.4] 

(MFA,MA) (0.3eπi(0.1), 0.2eπi(0.2), 0.5eπi(0.3))
[0.1, 0.4]e

πi[0.1,0.3]
, [0.3, 0.4]e

πi[0.3,0.5]
,

[0.2, 0.5]e
πi[0.2,0.4] 

(MFA, IRA) (0.3eπi(0.3), 0.3eπi(0.2), 0.4eπi(0.3))
[0.2, 0.5]e

πi[0.2,0.3]
, [0.1, 0.3]e

πi[0.3,0.5]
,

[0.3, 0.5]e
πi[0.3,0.4] 

(MFA,CNM) (0.3eπi(0.3), 0.2eπi(0.2), 0.4eπi(0.2))
[0.2, 0.6]e

i[0.1,0.4]
, [0.1, 0.2]e

πi[0.3,0.4]
,

[0.2, 0.3]e
πi[0.2,0.4] 

(USS, IT) (0.2eπi(0.4), 0.1eπi(0.4), 0.3eπi(0.3))
[0.3, 0.5]e

πi[0.3,0.4]
, [0.1, 0.3]e

πi[0.2,0.4]
,

[0.2, 0.4]e
πi[0.3,0.5] 

(USS,PA) (0.3eπi(0.2), 0.1eπi(0.4), 0.5eπi(0.7))
[0.2, 0.4]e

πi[0.1,0.3]
, [0.3, 0.6]e

πi[0.2,0.4]
,

[0.3, 0.5]e
πi[0.3,0.5] 

(USS, SE) (0.2eπi(0.3), 0.4eπi(0.1), 0.3eπi(0.4))
[0.3, 0.5]e

πi[0.1,0.2]
, [0.2, 0.6]e

πi[0.1,0.5]
,

[0.4, 0.5]e
πi[0.3,0.5] 

(USS,MA) (0.3eπi(0.1), 0.2eπi(0.4), 0.5eπi(0.3)) ([0.1, 0.4]eπi[0.2,0.3], [0.3, 0.5]eπi[0.3,0.5] , [0.2, 0.5]eπi[0.3,0.5])

(USS, IRA) (0.4eπi(0.5), 0.3eπi(0.4), 0.3eπi(0.3)) ([0.4, 0.5]eπi[0.2,0.3], [0.1, 0.3]eπi[0.3,0.5] , [0.3, 0.4]eπi[0.3,0.5])

(USS,CNM) (0.5eπi(0.6) , 0.2eπi(0.3), , 0.3eπi(0.3)) ([0.3, 0.6]eπi[0.2,0.6], [0.1, 0.2]eπi[0.3,0.4] , [0.2, 0.4]eπi[0.3,0.5]))

UBB, IT 0.2eπi(0.4) , 0.4eπi(0.5), 0.3eπi(0.2) (π[0.3, 0.5]eπi[0.3,0.4], [0.1, 0.3]eπi[0.2,0.5], [0.2, 0.3]eπi[0.2,0.3])

(UBB,PA) (0.3eπi(0.2), 0.4eπi(0.6), 0.5eπi(0.7)) ([0.2, 0.4]eπi[0.1,0.3], [0.4, 0.7]eπi[0.3,0.8] , [0.3, 0.5]eπi[0.2,0.5])

(UBB, SE) (0.2eπi(0.3), 0.4eπi(0.1), 0.3eπi(0.4)) ([0.3, 0.5]eπi[0.1,0.2], [0.2, 0.6]eπi[0.1,0.5] , [0.4, 0.5]eπi[0.2,0.4])

(UBB,MA) (0.3eπi(0.1), 0.2eπi(0.4), 0.5eπi(0.3)) ([0.1, 0.4]eπi[0.2,0.3], [0.3, 0.5]eπi[0.3,0.5] , [0.2, 0.5]eπi[0.2,0.4])

UBB, IRA (0.4eπi(0.5), 0.3eπi(0.4), 0.3eπi(0.3)) ([0.4, 0.5]eπi[0.2,0.3], [0.1, 0.3]eπi[0.3,0.5] , [0.3, 0.4]eπi[0.1,0.3])

UBB,CNM (0.5eπi(0.6), 0.2eπi(0.3), 0.3eπi(0.2)) ([0.3, 0.6]eπi[0.2,0.6], [0.1, 0.2]eπi[0.3,0.4] , [0.2, 0.6]eπi[0.1,0.4])

(FR, IT) (0.2eπi(0.4), 0.4eπi(0.5), 0.3eπi(0.5)) ([0.3, 0.5]eπi[0.3,0.4], [0.1, 0.3]eπi[0.2,0.5] , [0.2, 0.6]eπi[0.2,0.4])

(FR, PA) (0.3eπi(0.2), 0.4eπi(0.6), 0.5eπi(0.7)) ([0.2, 0.4]eπi[0.1,0.3], [0.4, 0.7]eπi[0.3,0.8] , [0.3, 0.6]eπi[0.2,0.5])

(FR, SE) (0.2eπi(0.3), 0.4eπi(0.1), 0.3eπi(0.5)) ([0.3, 0.5]eπi[0.1,0.2], [0.2, 0.6]eπi[0.1,0.5] , [0.4, 0.6]eπi[0.2,0.4])

(FR,MA) (0.3eπi(0.1), 0.2eπi(0.4), 0.5eπi(0.5)) ([0.1, 0.4]eπi[0.2,0.3], [0.3, 0.5]eπi[0.3,0.5] , [0.2, 0.6]eπi[0.2,0.4])

(FR, IRA) (0.4eπi(0.5), 0.3eπi(0.4), 0.3eπi(0.5)) ([0.4, 0.5]eπi[0.2,0.3], [0.1, 0.3]eπi[0.3,0.5], [0.3, 0.6]eπi[0.2,0.4] )

(FR,CNM) (0.5eπi(0.6), 0.2eπi(0.3), 0.3eπi(0.5)) ([0.3, 0.6]eπi[0.2,0.6], [0.1, 0.2]eπi[0.3,0.4] , [0.2, 0.6]eπi[0.2,0.4])
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*e CP of H × G

H × G �

(UP, IT), [0.3, 0.5]e
πi[0.2,0.4]

  0.2e
πi(0.4)

 , (UP, PA), [0.2, 0.4]e
πi[0.1,0.3]

 , 0.3e
πi(0.2)

  ,

(UP, SE), [0.3, 0.5]e
πi[0.1,0.2]

  0.2e
πi(0.3)

 , (UP, MA), [0.1, 0.4]e
πi[0.2,0.3]

 , 0.3e
πi(0.1)

  ,

(UP, IRA), [0.3, 0.7]e
πi[0.2,0.5]

  0.6e
πi(0.4)

 , (UP, CNM), [0.3, 0.6]e
πi[0.2,0.6]

 , 0.5e
πi(0.4)

  ,

(MFA, IT), [0.2, 0.5]e
πi[0.1,0.4]

  0.2e
πi(0.3)

 , (MFA, PA), [0.2, 0.4]e
πi[0.1,0.3]

 , 0.3e
πi(0.2)

  ,

(MFA, SE), [0.2, 0.5]e
πi[0.1,0.2]

  0.2e
πi(0.3)

 , (MFA, MA), [0.1, 0.4]e
πi[0.1,0.3]

 , 0.3e
πi(0.1)

  ,

(MFA, IRA), [0.2, 0.5]e
πi[0.2,0.3]

  0.3e
πi(0.1)

 , (MFA, CNM), [0.2, 0.6]e
πi[0.1,0.4]

 , 0.3e
πi(0.3)

  ,

(USS, IT), [0.3, 0.5]e
πi[0.3,0.4]

  0.2e
πi(0.4)

 , (USS, PA), [0.2, 0.4]e
πi[0.1,0.3]

 , 0.3e
πi(0.2)

  ,

(USS, SE), [0.3, 0.5]e
πi[0.1,0.2]

  0.2e
πi(0.3)

 , (USS, MA), [0.1, 0.4]e
πi[0.2,0.3]

 , 0.3e
πi(0.1)

  ,

(USS, IRA), [0.4, 0.5]e
πi[0.2,0.3]

  0.4e
πi(0.5)

 , (USS, CNM), [0.3, 0.5]e
πi[0.2,0.6]

 , 0.5e
πi(0.5)

  ,

(UBB, IT), [0.3, 0.5]e
πi[0.3,0.4]

  0.2e
πi(0.4)

 , (UBB, PA), [0.2, 0.4]e
πi[0.1,0.3]

 , 0.3e
πi(0.2)

  ,

(UBB, SE), [0.3, 0.5]e
πi[0.1,0.2]

  0.2e
πi(0.3)

 , (UBB, MA), [0.1, 0.4]e
πi[0.2,0.3]

 , 0.3e
πi(0.1)

  ,

(UBB, IRA), [0.4, 0.5]e
πi[0.2,0.3]

  0.4e
πi(0.5)

 , (UBB, CNM), [0.3, 0.6]e
πi[0.2,0.6]

 , 0.5e
πi(0.5)

  ,

(FR, IT), [0.3, 0.5]e
πi[0.3,0.4]

  0.2e
πi(0.4)

 , (FR, PA), [0.2, 0.4]e
πi[0.1,0.3]

 , 0.3e
πi(0.2)

  ,

(FR, SE), [0.3, 0.5]e
πi[0.1,0.2]

  0.2e
πi(0.3)

 , (FR, MA), [0.1, 0.4]e
πi[0.2,0.3]

 , 0.3e
πi(0.1)

  ,

(FR, IRA), [0.4, 0.5]e
πi[0.2,0.3]

  0.4e
πi(0.4)

 , (FR, CNM), [0.3, 0.5]e
πi[0.2,0.6]

 , 0.5e
πi(0.4)

  

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (72)

CCuFR shows only the effectiveness of security against a
particular threat. *e membership grade effect of the first
element on the second element in an ordered pair. As a
result, these structures have limitations and consequently
provide restricted information. Meanwhile, the CCuTSFR
gives the complete information.

5.2. Comparison of IFR, CuIFR, and CCuIFR with CCuTSFR.
*e structures of IFR, CuIFR, and CCuIFR discuss the
membership degree and nonmembership degree. *e
membership degree shows the effectiveness of security
measures on the threats, and nonmembership shows the

ineffectiveness of security measures on the particular threat.
*erefore, they cannot show the neutral values of security
measures against the threat. *e IFR and CuIFR can solve
only one-dimensional problems. *e IFR and CuIFR are
unable to multivariable difficulties. But CCuIFR can solve
the periodicity. *e CCuTSFR is superior to this structure
because they are also discussing the neutral effect of the first
element to the other. So, the structure of CCuTSFR discusses
all stages, i.e., membership, neutral, and nonmembership
with both aspects of the present and future. We consider the
two CCuIFSs, G, and H, which describe the threat and se-
curity sets, respectively.

G �

IT, [0.3, 0.5]eπi[0.3,0.4]
, [0.1, 0.3]e

πi[0.2,0.5]
 , 0.2e

πi(0.4)
, 0.4e

πi(0.5)
  ,

PA, [0.2, 0.4]e
πi[0.1,0.3]

, [0.4, 0.7]e
πi[0.3,0.8]

 , 0.3e
πi(0.2)

, 0.4e
πi(0.6)

  ,

SE, [0.3, 0.5]e
πi[0.1,0.2]

, [0.2, 0.6]e
πi[0.1,0.5]

 , 0.2e
πi(0.3)

, 0.4e
πi(0.1)

  ,

MA, [0.1, 0.4]e
πi[0.2,0.3]

, [0.3, 0.5]e
πi[0.3,0.5]

 , 0.3e
πi(0.1)

, 0.2e
πi(0.4)

  ,

IRA, [0.4, 0.5]e
πi[0.2,0.3]

, [0.1, 0.3]e
πi[0.3,0.5]

 , 0.4e
πi(0.5)

, 0.3e
πi(0.4)

  ,

CNM, [0.3, 0.6]e
πi[0.2,0.6]

, [0.1, 0.2]e
πi[0.3,0.4]

 , 0.5e
πi(0.6)

, 0.2e
πi(0.3)

  

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

H �

UP, [0.3, 0.5]e
πi[0.2,0.7]

, [0.2, 0.4]e
πi[0.1,0.3]

 , 0.6e
πi(0.4)

, 0.4e
πi(0.3)

  ,

MFA, [0.2, 0.7]e
πi[0.1,0.4]

, [0.3, 0.4]e
πi[0.3,0.5]

 , 0.3e
πi(0.3)

, 0.3e
πi(0.2)

  ,

USS, [0.4, 0.5]e
πi[0.3,0.6]

, [0.3, 0.6]e
πi[0.2,0.4]

 , 0.7e
πi(0.5)

, 0.1e
πi(0.4)

  ,

UBB, [0.5, 0.8]e
πi[0.3,0.9]

, [0.3, 0.5]e
πi[0.2,0.3]

 , 0.8e
πi(0.5)

, 0.2e
πi(0.4)

  ,

FR, [0.4, 0.5]e
πi[0.5,0.7]

, [0.1, 0.4]e
πi[0.1,0.2]

 , 0.5e
πi(0.4)

, 0.1e
πi(0.4)

  

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

(73)
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*e CP of H × G

H × G �

(UP, IT), [0.3, 0.5]e
πi[0.2,0.4]

 , [0.2, 0.4]e
πi[0.2,0.5] 0.2e

πi(0.4)
, 0.4e

πi(0.5)
  ,

(UP, PA), [0.2, 0.4]e
πi[0.1,0.3]

 , [0.4, 0.7]e
πi[0.3,0.8] 0.3e

πi(0.2)
, 0.4e

πi(0.6)
  ,

(UP, SE), [0.3, 0.5]e
πi[0.1,0.2]

 , [0.2, 0.6]e
πi[0.1,0.5] 0.2e

πi(0.3)
, 0.4e

πi(0.1)
  ,

(UP, MA), [0.1, 0.4]e
πi[0.2,0.3]

 , [0.3, 0.5]e
πi[0.3,0.5] 0.3e

πi(0.1)
, 0.2e

πi(0.4)
  ,

(UP, IRA), [0.3, 0.5]e
πi[0.2,0.7]

 , [0.2, 0.4]e
πi[0.1,0.3] 0.6e

πi(0.4)
, 0.4e

πi(0.3)
  ,

(UP,CNM), [0.3, 0.5] eπi[0.2,0.7]
, [0.2, 0.4]eπi[0.1,0.3]

 , 0.6eπi(0.4)
, 0.4eπi(0.3)

  ,

(MFA, IT), [0.2, 0.7]eπi[0.1,0.4]
, [0.3, 0.4]eπi[0.3,0.5]

 , 0.3eπi(0.3)
, 0.3eπi(0.2)

  ,

(MFA,PA), [0.2, 0.4]eπi[0.1,0.3]
, [0.4, 0.7]eπi[0.3,0.8]

 , 0.3eπi(0.2)
, 0.4eπi(0.6)

  ,

(MFA, SE), [0.2, 0.7]eπi[0.1,0.4]
, [0.3, 0.4]eπi[0.3,0.5]

 , 0.3eπi(0.3)
, 0.3eπi(0.2)

  ,

(MFA.MA), [0.1, 0.4]eπi[0.2,0.3]
, [0.3, 0.5]eπi[0.3,0.5]

 , 0.3eπi(0.1)
, 0.2eπi(0.4)

  ,

(MFA, IRA), [0.2, 0.7]eπi[0.1,0.4]
, [0.3, 0.4]eπi[0.3,0.5]

 , 0.3eπi(0.3)
, 0.3eπi(0.2)

  ,

(MFA,CNM), [0.2, 0.7]eπi[0.1,0.4]
, [0.3, 0.4]eπi[0.3,0.5]

 , 0.3eπi(0.3)
, 0.3eπi(0.2)

  ,

(USS, IT), [0.3, 0.5]eπi[0.3,0.4]
, [0.1, 0.3]eπi[0.2,0.5]

 , 0.2eπi(0.4)
, 0.4eπi(0.5)

  ,

(USS,PA), [0.2, 0.4]eπi[0.1,0.3]
, [0.4, 0.7]eπi[0.3,0.8]

 , 0.3eπi(0.2)
, 0.4eπi(0.6)

  ,

(USS, SE), [0.3, 0.5]eπi[0.1,0.2]
, [0.2, 0.6]eπi[0.1,0.5]

 , 0.2eπi(0.3)
, 0.4eπi(0.1)

  ,

(USS,MA), [0.1, 0.4]eπi[0.2,0.3]
, [0.3, 0.5]eπi[0.3,0.5]

 , 0.3eπi(0.1)
, 0.2eπi(0.4)

  ,

(USS, IRA), [0.4, 0.5]eπi[0.2,0.3]
, [0.1, 0.3]eπi[0.3,0.5]

 , 0.4eπi(0.5)
, 0.3eπi(0.4)

  ,

(USS,CNM), [0.3, 0.6]eπi[0.2,0.6]
, [0.1, 0.2]eπi[0.3,0.4]

 , 0.5eπi(0.6)
, 0.2eπi(0.3)

  ,

(UBB, IT), [0.3, 0.5]eπi[0.3,0.4]
, [0.1, 0.3]eπi[0.2,0.5]

 , 0.2eπi(0.4)
, 0.4eπi(0.5)

  ,

(UBB,PA), [0.2, 0.4]eπi[0.1,0.3]
, [0.4, 0.7]eπi[0.3,0.8]

 , 0.3eπi(0.2)
, 0.4eπi(0.6)

  ,

(UBB, SE), [0.3, 0.5]eπi[0.1,0.2]
, [0.2, 0.6]eπi[0.1,0.5]

 , 0.2eπi(0.3)
, 0.4eπi(0.1)

  ,

(UBB,MA), [0.1, 0.4]eπi[0.2,0.3]
, [0.3, 0.5]eπi[0.3,0.5]

 , 0.3eπi(0.1)
, 0.2eπi(0.4)

  ,

(UBB, IRA), [0.4, 0.5]eπi[0.2,0.3]
, [0.1, 0.3]

eπi[0.3,0.5]
 , 0.4eπi(0.5)

, 0.3eπi(0.4)
  ,

(UBB,CNM), [0.3, 0.6]eπi[0.2,0.6]
, [0.1, 0.2]eπi[0.3,0.4]

 , 0.5eπi(0.6)
, 0.2eπi(0.3)

  ,

(FR, IT), [0.3, 0.5]eπi[0.3,0.4]
, [0.1, 0.3]eπi[0.2,0.5]

 , 0.2eπi(0.4)
, 0.4eπi(0.5)

  ,

(FR, PA), [0.2, 0.4]eπi[0.1,0.3]
, [0.4, 0.7]eπi[0.3,0.8]

 , 0.3eπi(0.2)
, 0.4eπi(0.6)

  ,

(FR, SE), [0.3, 0.5]eπi[0.1,0.2]
, [0.2, 0.6]eπi[0.1,0.5]

 , 0.2eπi(0.3)
, 0.4eπi(0.1)

  ,

(FR,MA), [0.1, 0.4]eπi[0.2,0.3]
, [0.3, 0.5]eπi[0.3,0.5]

 , 0.3eπi(0.1)
, 0.2eπi(0.4)

  ,

(FR, IRA), [0.4, 0.5]eπi[0.2,0.3]
, [0.1, 0.3]eπi[0.3,0.5]

 , 0.4eπi(0.5)
, 0.3eπi(0.4)

  ,

(FR,CNM), [0.3, 0.6]eπi[0.2,0.6]
, [0.1, 0.2]eπi[0.3,0.4]

 , 0.5eπi(0.6)
, 0.2eπi(0.3)

  

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (74)

It is clear from the CCuIFR, that it describes the ef-
fectiveness and ineffectiveness of the security measures

against a certain threat. *ey are not discussing neutral
value.
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5.3. Comparison of PyFR, CuPyFR, and CCuPyFR with
CCuTSFR. *ese structures discuss membership and non-
membership. *ese structures are used to show the effec-
tiveness and ineffectiveness of the security measures against
a certain threat.*ese are the generalization forms of CuIFR.
As the framework of IFS has its limitations in assigning the
membership and nonmembership because their sum ex-
ceeds from [0,1] in many cases. For example, the ordered
pair (0.8, 0.5) cannot be considered as an intuitionistic fuzzy
number (IFN) because their sum exceeds 1, but sum
(0.82, 0.52) � 0.89 ∈ [0, 1]. *is shows that the range of the
Pythagorean fuzzy set (PyFS) is greater than that of IFS. *e
PyFR and CuPyFR are only one-dimensional. *e CCuPyFR
is discussing both amplitude and time frame. *e CuPyFR
and CCuPyFR have certain limitations as compared to the
CCuTSFR because these structures do not describe the
neutral effect.

5.4. Comparison qOFR, CuqOFR, and CCuqOFR with
CCuTSFR. *e qOFR, CuqROFR, and CCuqROFR describe
the only success and failure effects. *ey do not describe the
values of success and failure. CuPyFS improved the limi-
tations that occurred in CuIFS, but there are still some
duplets that cannot be categorized as IFN or PyFN. For
example, the duplet (0.9, 0.6) is neither an IFN nor a PyFN
because sum (0.9, 0.6) � 1.5 ∉ [0, 1] and sum (0.92, 0.62) �

1.17 ∉ [0, 1]. If for N � 3, then their duplet sum exists to the
range of [0,1]. *ese structures are the generalization of
CuPyFR and CCuPyFR, but these structures have certain
limitations as compared to CCuTSFR.

5.5. Comparison of PFR, CuPFR, CCuPFR with CCuTSFR.
*ese structures discuss all values such as membership,
neutral, and nonmembership. *ese structures show the

effectiveness of security measures against the threat; the
neutral structure shows the ordered pair that has no effect;
and nonmembership shows the ineffectiveness of the se-
curity against threat. *e PFR and CuPFR are not showing
the complex value with time frame i.e., PFR and CuPFR are
only single dimensions. *e CCuPFR describes the time
frame or periodicity. *e structure CuPFR and CCuPFR are
using N � 1. So, there are some limitations to selecting the
degree of membership, neutral, and degree of nonmem-
bership because their sum exists to the unit interval of [0, 1].
*e CCuTSFR has improved the limitations to choosing the
membership. neutral, and nonmembership degrees are using
N � n.

5.6. Comparison of SFR, CuSFR, andCCuSFRwith CCuTSFR.
*e structure of SFR, CuSFR, and CCuSFR improve the
limitations of CuPFR using N � 2. A CuSFR based on
membership, neutral, and nonmembership degrees, re-
spectively, with the constraint that the sum of the square
must exceed 1. *e CuSFR increased the range of a CuPFR.
*ese structures, SFR and CuSFR are discussing only one-
dimensionally. *e CCuSFR is the generalization form of a
PFR, CuPFR, and CCuPFR. But the CCuSFR faces some
limitations in choosing the degrees of membership, neutral,
and nonmembership as compared to the CCuTSFR.

5.7. Comparison of TSFR and CuTSFR with CCuTSFR.
*e structure TSFR and CuTSFR improve the limitations of
CuPFR and CuSFR using N� n. *e CuTSFR increased the
range of the CuSFR and CuPFR. *e CCuTSFR is the
generalization form of the CuSFR and CCuSFR. Some or-
dered pairs exist that their sum of the squares exceeds the
unit interval then occurs the CuTSFR for using the pa-
rameter N � n. *ese structures TSFR and CuTSFR are

Table 4: Summary of comparison.

Structure Membership Neutral Non-membership Multidimensional Dual degree Space
FR Yes No No No No n � 1
CuFR Yes No No No Yes n � 1
CCuFR Yes No No Yes Yes n � 1
IFR Yes No Yes No No n � 1
CuIFR Yes No Yes No Yes n � 1
CCuIFR Yes No Yes Yes Yes n � 1
PyFR Yes No Yes No No n � 2
CuPyFR Yes No Yes No Yes n � 2
CCuPyFR Yes No Yes Yes Yes n � 2
qROFR Yes No Yes No No n≥ 1
CuqROFR Yes No Yes No Yes n≥ 1
CCuqROFR Yes No Yes Yes Yes n≥ 1
PFR Yes Yes Yes No No n � 1
CuPFR Yes Yes Yes No Yes n � 1
CCuPFR Yes Yes Yes Yes Yes n � 1
SFR Yes Yes Yes No No n � 2
CuSFR Yes Yes Yes No Yes n � 2
CCuSFR Yes Yes Yes Yes Yes n � 2
TSFR Yes Yes Yes No No n≥ 1
CuTSFR Yes Yes Yes No Yes n≥ 1
CCuTSFR Yes Yes Yes Yes Yes n≥ 1
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discussing only one-dimensional. *ey have not defined the
duration of time. *e CCuTSFR has defined both amplitude
and time frame. *e CCuTSFR is the better form of all the
preexisting frameworks. *e summary of all fuzzy preex-
isting structures is defined in Table 4.

6. Conclusion

In this paper, we explored the novel concepts of the complex
cubic T spherical fuzzy set (CCuTSFS), complex cubic T
spherical fuzzy relation (CCuTSFR), and CP of two
CCuTSFSs. Moreover, numerous types of CCuTSFR are also
discussed, including CCuTS-reflexive-FR, CCuTS-irreflex-
ive-FR, CCuTS-symmetric-FR, CCuTS-transitive FR,
CCuTS-equivalence classes-FR, and many more. *e
CCuTSFS is the generalization form of the TSFR and
IVTSFR. *e novel concept of the CCuTSFRs is the more
generalized form of all the predefined structures. Because
this structure covers all levels i.e., membership, neutral, and
nonmembership with complex number, this structure de-
scribes all levels of both present and future aspects. *ey are
better at dealing with fuzziness. *e goal of these new
frameworks and novel modeling procedures is to solve social
media security problems. *e proposed study is used to
analyze the relationship between various types of security
methods and threats. *ey define the effectiveness, neutral,
and ineffectiveness degrees of both the present and future.
*e advantage of these structures is that they are used to
define all the three stages membership, neutral, and non-
membership with both the amplitude and phase term. *e
presented framework is compared to the other previous
methods. As a result, the CCuTSFR is more advanced than
all the other preexisting structures. In the future, the
CCuTSFR will be used for better outcomes. *is idea can be
used for several interesting and diverse applications.
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�e Internet of �ings (IoT) is commonly employed to detect di�erent kinds of diseases in the health sector. Presently, disease
detection is performed usingMRI images, X-rays, CTscans, and so on for diagnosing the diseases.�emanual detection process is
found to be time-consuming and may result in detection errors that a�ect the diagnosis. Hence, there is a need for an automatic
system for which the deep learning methods gain a major interest. Hence, the idea to combine deep learning and disease
prediction to e�ectively predict the disease is initiated. In this research, the deep learning method is combined with deep learning
for the e�ective prediction of diseases, where the IoTnetwork is employed in the data collection from the patients. �e proposed
cuckoo-based deep convolutional long-short term memory (deep convLSTM) classi�er is employed for disease prediction, where
the cuckoo search optimization is utilized for tuning the deep convLSTM classi�er. �e proposed method is compared with the
conventional methods, and it achieved a training percentage of 97.591%, 95.874%, and 97.094%, respectively, for accuracy,
sensitivity, and speci�city. �e comparative analysis proved that the proposed method obtained higher accuracy than
other methods.

1. Introduction

IoT [9] is an emerging new technology for the upcoming
later generation technology that interconnects speci�c smart
objects with the system. IoT is a combination of various
objects that are �xed invisibly around the globe [5, 10].
Health monitoring (HM) is one of themajor research sectors
in terms of skin attachable electronic devices. Smart HM
means controlling and computing of the remote HM devices
along with IoT [5, 11]. Employing advanced modern
hardware sensors in the medical sector helps to generate a
new technology called the Internet of medical things (IoMT)
[4].�e aim of smart healthcare is the e�cient monitoring of
the patients through e�cient patient information sharing,

emergency servicing, patient monitoring, and so on to re-
duce the risk of the patient’s life. �e smart healthcare �eld
imposes information technology for developing advanced
applications to improve medication and diagnostic proce-
dures [25, 26]. Kumar et al. gave many solutions for
detecting the object from images using machine learning
algorithms [27–30]. Modern methods and research theories
are the majority structures that produce large amounts of
digital information [4]. Diabetes is a long-lasting disease all
over the world, which begins when the human body losses
the capability to synthesize a hormone called insulin. �e
world health organization (WHO) announced that diabetes
was a chronic disease that resulted in 1.6 million deaths in
the year 2016 [6, 7]. Patients a�ected with diabetes produce
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high levels of glucose in the blood that damages the organs of
the body [6]. 'e features of the healthcare models comprise
insufficient medical data, clogged information, warnings in
data, and so on. Hence, to overcome this challenge, skin
attachable sensors that are associated with the Internet of
'ings (IoT) with big data emerged in the present world [3,
8]. When compared to the olden days, nowadays IoTand AI
methods help to predict the various health issues accurately
[6].

In the smart healthcare scenario, the patient’s informa-
tion is stored in the server, and as per the requirement, it can
be retrieved and the necessary diagnosis can be performed.
For the diagnosis of the disease, various deep learning
techniques are implemented on the basis of the structural
data of the anatomical system known as artificial neural
networks (ANNs). Widely known deep learning methods,
such as recurrent neural networks (RNN), deep belief net-
works (DBN), convolutional neural networks (CNN), hybrid
neural networks, and deep neural networks (DNN), are
employed to process the health data. In the last few years,
deep learning methods have gained attention in the field of
IoT to enhance security by finding solutions to threats [2].
'e accuracy of the deep learning techniques can be further
enhanced by using the optimization algorithms such as
cuckoo optimization [17, 20], particle swarm optimization
[18], crow search algorithm [24], and so on.

1.1. Internet of Health ,ings. Recently, IoT (Internet of
'ings) has been said to be one of the promising technol-
ogies from which healthcare received significant benefits, as
illustrated in Figure 1. In such a way, [31] presented a
comprehensive review on IoT in healthcare, which could be
determined as IoHT (Internet of Health 'ings). Further-
more, this study identifies technical advances and its cor-
responding limitations to be overcome. 'e study also
suggested that further studies are more essential in this field
for improvising the current challenges faced by IoHT. Fi-
nally, the study stated that this comprehensive review will be
a great information source to the healthcare providers,
technology specialists, researchers, as well as general pop-
ulation for improvising IoHT. An efficient cryptosystem for
securing the transmission of MRI images in the IoHT
(Internet of Health 'ings) environment has been reported
by [32]. 'is study investigated the dynamic of 2-dimension
trigonometric map, which has infinite solutions. Further-
more, the study utilized phase portrait, bifurcation diagram,
and Lyapunov exponent for demonstrating the complex
dynamics of the map. From the performance analysis of the
suggested cryptosystem, it can be concluded that it is highly
secure and can be utilized in the internet of health things for
the transmission of medical images in a secured manner.

Normally, deep learning techniques are implemented to
improve the performance to predict the security threats in
IoT [2]. 'e PIMA dataset is used for disease prediction,
which is subjected to pre-processing for eliminating the
unwanted noises in the data. 'e preprocessed data are then
fed to the feature extractor for extracting the required
features, which are then passed to the classifier that classifies

the data. 'e biases and weights of the classifier are tuned
optimally using the cuckoo search optimization, which al-
together efficiently predicts the disease.

1.2. Proposed Cuckoo Search-Based Conv LSTM Classifier.
'e proposed disease prediction model is designed based on
the cuckoo search-based deep LSTM classifier such that the
internal modal parameters of the classifier are tuned using
the cuckoo search optimization, which is a nature-inspired
algorithm that chooses the best parameter set for predicting
the diseases.

'e accomplishment of the research is as follows: section
1 enumerates the purpose for the disease prediction, section
2 explains the existing works and the vulnerabilities, section
3 explains the methodology for the proposed method,
section 4 illustrates the results and the comparative analysis
of the proposed over the exiting conventional methods, and
section 5 deliberates the conclusion of the research work.

2. Motivation

In this segment, the reviews of the existing methods and the
vulnerabilities of the existing methods are explained in
detail.

2.1. Literature Review. 'e review of various pieces of re-
search is as follows: Huma Naz and Sachin Ahuja [1]
implemented a machine learning algorithm using the PIMA
dataset. 'is method used different classifiers to predict the
disease accurately but failed to diagnose the disease in the
early stage. Usman Ahmad and others. [2] employed an
artificial neural network (ANN) that effectively predicted the
disease in the case of small datasets. Yet, this method is
ineffective for larger datasets. Nithya Rekha Sivakumar and
Faten Khalid Diaaldin Karim [3] explained the equidistant
heuristic and duplex deep neural network (EH-DDNN) that
enhanced the detection accuracy of diabetics. 'ough this
method outperformed the existing methods, the prediction
time must be lowered. Romany Fouad Mansour and others.
[4] illustrated a new AI and IoT convergence-based disease
diagnosis model for a smart healthcare system. 'is method
had a higher prediction accuracy regarding the diagnoses of
heart diseases and diabetes, however, there is no feature
selection method, and hence, it had complex computations.
Simanta Shekhar Sarmah [5] explained that the deep
learning modified neural network (DLMNN) achieved
higher data security, however, the disease detection rate had
to be enhanced. 'e prediction based on machine learning
using optimization was developed by [17]. 'e developed
method obtained better accuracy in prediction with minimal
computational cost, however, the slow convergence is
considered to be the drawback of the method. 'e fuzzy-
based classification using optimization was developed by
[18] for the pattern classification. 'e minimal computation
time with enhanced classification accuracy was obtained but
failed to consider the preprocessing or postprocessing
technique that enhances the quality of output. Disease
prediction using the fuzzy technique was modeled by [19],
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which obtained better classification accuracy. However, the
updation of the fuzzy rules, and hence, the accuracy of the
prediction is compromised under certain criteria. 'e es-
timation of the properties using the data was modeled by
[20] using the optimization-based deep learning technique
and obtained a more accurate estimation, however, the
feature extraction is not considered, which may enhance the
computational complexity of the system. 'e disease clas-
sification using the digital computer was developed by [21]
using the segmentation and feature extraction with the
support vector machine (SVM) but failed to enhance the
accuracy by tuning the kernel function of the classifier. 'e
ensemble-based classification of the disease was designed by
[22, 23]. 'ey obtained better classification accuracy using
the most significant information selection but failed to
consider the optimization that enhances the accuracy fur-
ther. 'e healthcare monitoring using the IoMT was de-
veloped by [24] for the disease diagnosis. 'ey obtained
enhanced classification accuracy but failed to consider some
of the significant features that may enhance the classification
accuracy. IoT (Internet of things) is a combination of various
communication devices and smart electronics that sense and
communicate with each other. In recent years, IOT devices
brought a revolution in the field of biomedical applications
by looking at several challenges and complications faced in
the past [33]. 'ese IoT devices can generate a significant
amount of biomedical data and also play a vital role in the
development of existing automatic medical-data collection
systems. When IoTdevices are integrated with advanced ML
(machine learning) algorithms, big data is essential for
improvising these health systems in diagnosis, decision
making, and treatment. IOT in biomedical applications has
developed research areas in applications of IOE (Internet of
everything), such as symptomatic treatments, observation of
patients, and monitoring [25]. Additionally, the innovation
of miniaturized healthcare sensors in monitoring the vital
signs of the patient provided more security to the human
healthcare system, and it offers more potential for early

diagnosis and treatment. 'e security issues in IoT devices
are bound to increase gradually because of the expeditious
development and deployment of IoT systems. 'e impor-
tance of security further increases in H-IoT because security
breach in it can lead to the loss of lives. Various pieces of
research are employed for the accurate disease prediction
using IoT devices, however, in a broader perspective, it is
quite difficult to accurately predict the disease most of the
times. Basically, the prediction is performed using the
empirical and dynamic methods. 'e empirical approach
utilizes the previous information or historical prediction,
and this approach is most commonly used in the regression
and artificial neural networks. 'e dynamic approach is
utilized by the physical and statistical methods. 'e ad-
vancement of technology in recent years promotes disease
prediction using the techniques of regression, support vector
machine (SVM), and K-nearest neighbor (KNN). Deep
learning models are useful in examining large datasets, and
they provide factual information. It is useful in computa-
tional applications [34]. Numerous methods are used in
disease prediction and are categorized into three groups,
namely statistical, dynamic, and satellite-based methods [35,
36], and the statistical methods are frequently used because
of their inexpensive and time-consuming nature [37]. In this
context, the review of the existing predictionmodels with the
challenges of the research is presented, which motivated the
researchers in designing a prediction model based on ANN
and optimization. Kaur et al. [38] presented disparate ML
techniques that were aimed at real-time along with remote
HM on IoT infrastructure and associated with cloud com-
puting. In their proposed approach, it uses numerous input
attributes associated with that disease. 'e prediction sys-
tems were employed in evaluating certain diseases, for in-
stance, HD, breast cancer, liver disorders, diabetes, thyroid,
dermatology, spect_heart, along with surgical data. Mohan
et al. [39] proposed a method that found significant good
features by applying ML techniques, resulting in enhancing
the accuracy on the forecast of cardiovascular disease.

PIMA
dataset

Preprocessing 

Feature extraction 

Deep-
convLSTM
classifier 

Cuckoo
search

optimization

Predicted output

Mean 

Variance 

Entropy 

SD 

Figure 1: Disease prediction model using optimized convLSTM.
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Shailendra Tiwari et al. proposed a hybrid-cascaded
framework for image reconstruction [40–43].

2.2. Challenges. 'e vulnerabilities gone through by the
researchers are as follows:

(i) Even though rapid miners are widely known for
their data flow structure, the automatic optimiza-
tion of larger medical data is vulnerable [1].

(ii) It is challenging to combine the larger medical
information in the form of websites or applications
with higher detection accuracy [1].

(iii) One of the main challenges is to get higher disease
prediction performance for larger datasets on which
most of the classifier depends [2].

'e challenges faced by the existing disease prediction
techniques are the failure to consider the preprocessing and
postprocessing techniques that enhance the quality of pre-
diction. Besides, the insignificant feature selection degrades
the classification accuracy, and the failure to consider the
same may enhance the computational complexity. Also, the
failure to consider the optimization in the deep learning
techniques reduces the classification accuracy. 'e above-
mentioned challenges were solved using the proposed
cuckoo search optimization based deep convolutional LSTM
as it utilizes the pre-processing, most significant feature
selection and optimization based deep learning mechanism
to enhance the classification accuracy.

3. Proposed Disease Prediction Model Using
Cuckoo Search-Based Deep Convolutional
LSTM Classifier

Disease detection is essential to prevent serious health
problems. Nowadays, IoT merged with deep learning
methods is widely employed in various sectors. Hence, the
healthcare sector is trying to implement IoT-based devices
with the patients to effectively track the activities and dis-
ease-related capture for suggesting an effective diagnosis.
Hence, in this research, a cuckoo search-based deep LSTM
classifier is proposed for disease prediction for which the
PIMA dataset [13] is used, which is preprocessed to remove
the unwanted data, such as a negative value or infinity
values. 'e processed data is then fed to the feature ex-
tractor, which draws only the appropriate features for
evaluating the data. 'e extracted features are then sent to
the classifier, where the cuckoo search algorithm is inte-
grated to tune the biases and weights in the classifier. Fig-
ure 2 presented the disease prediction model using
optimized convLSTM.

3.1. Read the Input Data. Initially, the data is obtained from
the PIMA dataset [13], which is from the National Institute
of Diabetes and Digestive and Kidney Diseases. 'e data is
acquired from female patients above the age of 21 years and
from an Indian background. 'e dataset is a combination of

independent variables, such as insulin level, age, BMI index,
and one dependent variable.

3.2. Preprocessing the Input Data. Preprocessing the data is
one of the main processes to improve the performance of the
method. It also transforms the raw data into processable
data. Here, to execute the healthcare PIMA dataset, the
missing value imputation method is employed, which
removes the infinity values for efficient processing.

3.3. Feature Extraction. Feature extraction is the process of
extracting the significant and essential data for prediction,
which assures the effective presentation of the raw input
data. In this research, feature extraction, including the
statistical features, such as variance, mean, standard devi-
ation, and entropy, are acquired.

3.3.1. Mean. Mean is a statistical feature, which is the ratio
of the sum of the data to the total number of the data present
in the database. It is mathematically represented as follows:

mean �
1
a



a

t�1
Rt, (1)

where a indicates the total instances and Rt indicates the tth

data.

3.3.2. Variance. 'e variance is the mean squared difference
between each data and the mean, which is given by the
following:

variance �
1

a − 1
t 

a

t�1
Rt − mean( 

2
. (2)

At different instances of time, the variance concentrates
on minute changes, which enhances the prediction accuracy.

3.3.3. Standard Deviation (SD). Standard deviation shows
the amount of variation or dispersion that exists at each
instance of the data concerning mean. It is measured as the
root of variance, which is given as follows:

standard deviation �

��������

1
a − 1

t 
a

t�1




Rt − mean( 
2

. (3)

3.3.4. Entropy. Entropy is the probability of the total
number of ways the data can be arranged, which is for-
mulated as follows:

entropy � − 
A

x�1
bxlog2bx, (4)

where bx denotes the probability of the data, and x indicates
the possible sample values.
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3.4. Disease Prediction Using the Proposed Cuckoo-Based
Deep-ConvLSTM Classifier. Disease prediction at the early
stage is essential to improve the health of the patients.
Hence, in this research, a deep learning model is imple-
mented in the IoT systems for the efficient prediction of
diseases. In the deep convolutional LSTM classifier, the
convolution operation is merged with the long-short term
memory. Here, the multiplication operation is replaced with
a convolution operation, which records the essential spatial
features for effective disease prediction. 'e cuckoo search
algorithm is employed for tuning the weights and bias of the
deep-convLSTM classifier. In this optimization, this bird has
the best communication nature and chooses only the best
eggs, and the selection characteristics of the cuckoo are
integrated with the classifier in the internal modal parameter
tuning that improves the prediction performance.

3.4.1. Architecture of Deep-ConvLSTM Classifier. Figure 1
shows the architectural explanation for the deep Conv
LSTM classifier. 'e Conv LSTM is arranged as 3D tensors
with F1, .........Fβ as inputs, G1, .........Gβ as cell outputs,
K1, ..........Kβ as the hidden states, and Hβ, Iβ, Jβ as the gates
of the Conv LSTM. Conv LSTM uses a large transitional
kernel for efficient feature patterns. For efficient prediction,
they are assembled as encoding layers and forecasting layers.
'e cell output and the initial states of the encoding layer are
copied to the forecasting network. 'e dimensions of the
predicted output are the same as the input. Hence, they are
combined and sent to the [1 × 1] convolutional layer for the
final prediction of output. 'e output of the input gate is
expressed as follows:

Hβ � α ηF
H ∗Fβ + ηK

H ∗Kβ−1 + ηG
H ∘Gβ−1 + c

H
 . (5)

Here, Fβ denotes the input vector, ηF
H denotes the weight

between the input layer and input gate, α is the gate acti-
vation function, ηK

H denotes the weight between the input

layer and thememory output, ηG
H denotes the input layer and

the cell output, and Kβ−1, Gβ−1 are the preceding outputs of
the cell andmemory unit, respectively. cH denotes the bias of
the input layer, ∗ is the convolutional operator, and ∘ is the
element-wise multiplication. 'e forget gate output is
expressed as follows:

Iβ � α ηF
I ∗Fβ + ηK

J ∗Kβ−1 + ηG
J ∘Gβ + c

J
 . (6)

Here, ηF
I denotes the weight in between the input layer

and the forget gate, ηK
I denotes the weights for the con-

nections in between the output gate and the memory units of
the previous layers, ηG

I denotes the weight in between the
output gates and the cell, and cI is the bias regarding the
forget gate. 'e result of the output gate is expressed as
follows:

Jβ � α ηF
J ∗Fβ + ηK

J ∗Kβ−1 + ηG
J ∘Gβ + c

J
 . (7)

Here, ηF
J indicates the weight in between the output gate

and the input layer, ηK
J indicates the weight in between the

output gate and the memory unit, ηG
J indicates the weight in

the middle of the output gate and the cell, and cJ is the
output gate. 'e output of the temporary cell state is for-
mulated as follows:

Gβ � tanh ηF
L ∗Fβ + ηK

L ∗Kβ−1 + c
L

 . (8)

Here, ηF
L denotes the weight in the middle of the cell and

the input layer, ηK
L denotes the weight in between the cell and

the memory unit, and cL is the bias of the cell. 'e output of
the cell is given as follows:

Gβ � Iβ ∘Gβ−1 + Hβ ∘ GβGβ

� Iβ ∘Gβ−1 + Hβ ∘ tanh ηF
L ∗Fβ + ηK

L ∗Kβ−1 + δL
 .

(9)

'e output from the memory unit is expressed as
follows:

Encoding network

ConvLSTM 2 

ConvLSTM1 

Input 

Copy

Copy 

ConvLSTM4 

ConvLSTM3 

Predicted output 

Forecasting Network

Figure 2: Architecture of deep-ConvLSTM.
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Kβ � Jβ ∘ tan h Gβ . (10)

Here, Kβ is the output of the memory block, and Jβ
denotes the output gate. 'e output of the output layer is
expressed as follows:

Nβ � λ ηK
N · Kβ + c

N
 , (11)

where ηK
N denotes the weight between the output vector and

the memory unit, and cN is the bias of the output layer.
Hence, the bias and the weights are represented as follows:

c ∈ c
L
, c

I
, c

J
, c

H
 ,

η ∈ ηK
N, ηF

L, ηK
L , ηF

J , ηK
J , ηG

J , ηF
I , ηK

I , ηG
I , ηF

H, ηK
H, ηG

H .
(12)

3.4.2. Mathematical Model for Cuckoo Search Optimization.
'e weights η and bias c for the deep Conv LSTM classifier
are generated using the cuckoo search algorithm, where the
cuckoos are known for their wonderful voices and their
breeding process. 'ey lay their eggs in the nest of other
birds, which resemble their eggs. Hence, the host bird
considers the cuckoo eggs to be their eggs and feeds them.
'us, the cuckoos protect their eggs from dying, and when
eggs are hatched, the cuckoo chick throws out the host eggs
from the nest. Hence, they receive more food from the host
nest, however, if the host bird discovers these eggs, they
throw these eggs or leave their nest and build a new one [12].
'ere are three basic rules in cuckoo search optimization,
which are as follows:

(1) Cuckoos choose a host nest for preserving their eggs.
(2) Nests with high quality have good eggs that are taken

to the future generation.
(3) 'e total number of the host nests will be decided

along with the probability that the host can find the
cuckoo eggs.

Population initialization: cuckoos initialize the chosen
nests for preserving their hatched eggs. 'e objective
function is indicated as, d(g), g � (g1, . . . , gi).

'e equation for initializing the host nest is expressed as,
gj(j � 1, 2, . . . , y)., where y denotes the nest.

Fitness evaluation: fitness evaluation is carried out on the
basis of accuracy. If the obtained fitness value is greater than
the previous iteration, then the obtained value is chosen as
the best solution, which is given as the condition Qj >Qv.,
where Q denotes the fitness, and v is the randomly chosen
nest in y.

Position updating: the generation of new solutions,
g

(k+1)
j , for cuckoo j, a levy flight can be carried out.

g
(k+1)
j � g

(k)
j + μ⊕ Levy(θ), (13)

where μ> 0 denotes the step size of the problem, and ⊕
denotes the entry-wise multiplication.

Levy distribution for a large number of steps is expressed
as follows:

Levy ∼ h � k
−θ

, (1< θ≤ 3). (14)

Termination: cuckoos find the eggs of other birds in the
nest, with the probability given as Pc ∈ [0, 1]. 'e cuckoos
discard them from the nest and build a new nest by updating
their position through levy flights, thereby repeating the
iteration until it reaches the best fitness solution to generate a
global optimal solution. Algorithm 1 presented the pseu-
docode for the proposed cuckoo-based deep convLSTM.

Algorithm 1: the pseudocode for the proposed cuckoo-
based deep convLSTM.

S.NO Pseudocode for the proposed cuckoo-based
deep convLSTM

(1) Input: gj

(2) Output: gj,best

(3) Initialize the population
(4) Fitness evaluation termination
(5) If Qj >Qv

(6) Replace the new solution
(7) end
(8) While k<maximumgeneration
(9) New solution generated using the equation (13) and

(12)
(10) Re-evaluate the fitness
(11) New optimal global solution, gbest

(12) End while
(13) end

4. Results and Discussion

'is section illustrates the experimental analysis and the
comparative results acquired while using the proposed
cuckoo-based deep convLSTM model.

4.1. Experimental Setup. 'e MATLAB tool is used for the
implementation of the proposed method for predicting
diseases. 'e MATLAB tool is established in the Windows
10 OS and 64 bit operating systems with 16GB RAM, which
provides an efficient and simple implementation of the
proposed method.

4.2. Data Description. PIMA dataset is employed for the
prediction of the diabetic disease. Originally, this dataset is
obtained from the National Institute of Diabetes and Di-
gestive and Kidney Diseases. 'e dataset includes female
patients above 21 years with an Indian background. 'e
dataset is the combination of independent variables, such as
insulin level, age, BMI index, and one dependent variable.
'e sample record is depicted in Figure 3.

4.3. EvaluationMetrics. 'e disease prediction ability of the
proposed cuckoo-based deep convLSTM is analyzed based
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on accuracy, sensitivity, and specificity.'ey are enumerated
as follows:

4.3.1. Accuracy. Accuracy is the nearness of the predicted
output obtained by the proposed method to the standard
value, which is mathematically expressed as follows:

accuracy �
measured positive + measured negative

true positive + true negative
. (15)

4.3.2. Sensitivity. Sensitivity is the ability to identify patients
with the diabetic disease correctly by the proposed method
for efficient prediction, which is mathematically formulated
as follows:

sensitivity �
true positives
total diseased

 . (16)

4.3.3. Specificity. Specificity is the ability to identify patients
with nondiabetic diseases correctly by the proposed method,
which is mathematically formulated as follows:

specificity �
true negative

total real negative cases
 . (17)

4.4. Comparative Analysis. In this section, the comparative
analysis of the proposed cuckoo-based deep convLSTM is
deployed for the efficient detection of diabetic disease. 'e
methods considered for comparative analysis are ANN
[14], CNN [15], deep convLSTM [16], MDCNN [23], and
MSSO-ANFIS [24].

4.4.1. Comparative Analysis in terms of the Training
Percentage. 'eproposed cuckoo-based deep Conv LSTM is
compared with the existing conventional methods, such as
ANN, CNN, and deep convLSTM. Figure 4(a) illustrates the
analysis concerning the accuracy. 'e accuracy of the

conventional methods and the proposed methods in terms
of the training percentage of 80% are 91.99%, 95.56%,
82.96%, 87.02%, 94.17%, and 96.95%, respectively, for the
methods, such as MSSO-ANFIS, MDCNN, ANN, CNN,
Deep-Conv LSTM, and proposed Cuckoo-based Deep-Conv
LSTM. Figure 4(b) illustrates the analysis with respect to
sensitivity. 'e sensitivity of the conventional methods and
the proposed methods in terms of the training percentage of
70% are 88.56%, 92.08%, 80.61%, 83.73%, 90.78%, and
93.39%, respectively, for the methods, such as MSSO-
ANFIS, MDCNN, ANN, CNN, Deep-Conv LSTM, and
proposed Cuckoo-based Deep-Conv LSTM. Figure 4(c) il-
lustrates the analysis with respect to the specificity. 'e
specificity of the conventional methods and the proposed
methods in terms of the training percentage of 40% are
89.05%, 90.70%, 83.34%, 86.80%, 90.09%, and 91.30%, re-
spectively, for the methods, such as MSSO-ANFIS,
MDCNN, ANN, CNN, Deep-Conv LSTM, and proposed
Cuckoo-based Deep-Conv LSTM.

4.4.2. Comparative Analysis in terms of K-fold. 'e pro-
posed cuckoo-based deep convLSTM is compared with the
existing conventional methods, such as ANN, CNN, and
deep convLSTM. Figure 5(a) illustrates the analysis with
respect to the accuracy. 'e accuracy of the conventional
methods and the proposed methods in terms of the
k-fold� 5 are 79.80%, 80.39%, 75.62%, 78.74%, 79.92%, and
80.87%, respectively, for the methods, such as MSSO-
ANFIS, MDCNN, ANN, CNN, Deep-Conv LSTM, and
proposed Cuckoo-based Deep-Conv LSTM. Figure 5(b) il-
lustrates the analysis with respect to the sensitivity. 'e
sensitivity of the conventional methods and the proposed
methods in terms of the k-fold of 7 are 77.83%, 78.44%,
73.49%, 76.04%, 77.25%, and 79.63%, respectively, for the
methods, such as MSSO-ANFIS, MDCNN, ANN, CNN,
Deep-Conv LSTM, and proposed Cuckoo-based Deep-Conv
LSTM. Figure 5(c) illustrates the analysis with respect to
specificity. 'e specificity of the conventional methods and
the proposed methods in terms of the k-fold of 9 are 88.26%,
88.38%, 85.80%, 87.63%, 87.86%, and 88.90%, respectively,

# Pregnancies

Number of times pregnant

# Glucose

Plasma glucose
concentration a 2 hours in
an oral glucose tolerance
test

Diastolic blood pressure
(mm Hg)

# Blood pressure # Skin Thickness

Triceps skin fold
thickness (mm)

0 17 0 199 0 122 0

064

66

183

89

8

1 23

Figure 3: Sample record of database.
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for the methods, such as MSSO-ANFIS, MDCNN, ANN,
CNN, Deep-Conv LSTM, and proposed Cuckoo-based
Deep-Conv LSTM.

4.5. Comparative Discussion. Table 1 depicts the compara-
tive Analysis of the proposed method, in which the best
performance is obtained by the proposed method in terms of
the performance metrics by varying the training and the

K-Fold values. 'e maximal accuracy obtained by the
proposed method is 97.59%, which shows 5.01%, 1.46%,
12.74%, 10.03%, and 2.92% superior performance as com-
pared to the existing MSSO-ANFIS, MDCNN, ANN, CNN,
and Deep-Conv LSTM methods, respectively. 'e maximal
sensitivity obtained by the proposed method is 95.87%,
which shows 5.63%, 0.99%, 14.55%, 11.26%, and 1.98%
superior performance as compared to the existing MSSO-
ANFIS, MDCNN, ANN, CNN, and Deep-Conv LSTM
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Figure 4: Analysis of the methods based on training percentage, (a) accuracy, (b) sensitivity, and (c) specificity.
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Figure 5: Analysis of the methods based on k-fold. (a) Accuracy, (b) sensitivity, and (c) specificity.

Table 1: Comparative analysis.

Method/Metrics MSSO-ANFIS MDCNN ANN CNN Deep-conv LSTM Proposed cuckoo-based deep-conv
LSTM

Training percentage
Accuracy (%) 92.70 96.17 85.15 87.80 94.74 97.59
Sensitivity (%) 90.47 94.92 81.92 85.08 93.97 95.87
Specificity (%) 94.07 96.13 89.14 91.04 95.17 97.09

K-fold
Accuracy (%) 83.95 84.67 80.03 82.72 84.17 85.18
Sensitivity (%) 80.86 81.12 77.78 79.97 80.50 81.74
Specificity (%) 88.53 88.63 86.80 87.85 88.04 89.22
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methods, respectively. 'e maximal specificity obtained by
the proposed method is 97.09%, which presents 3.11%,
0.98%, 8.19%, 6.23%, and 1.97% superior performance as
compared to the existing MSSO-ANFIS, MDCNN, ANN,
CNN, and Deep-Conv LSTM methods, respectively.

'e proposed method obtained elevated performance
compared to the existing techniques in terms of performance
metrics. It is because the proposed method utilizes the
preprocessing of the input data, which removed the noises
and artifacts. 'en, the most significant feature extraction
reduces the computational complexity by eliminating the
less informative features. Finally, the diabetic disease pre-
diction using the proposed cuckoo search optimization-
based Deep-Conv LSTM enhances the prediction accuracy
through the optimal tuning of weights and biases.

5. Conclusion

'e proposed cuckoo-based deep convLSTM model is
deployed for the prediction of diseases with higher effi-
ciency. 'e data from the PIMA dataset is used and for
effective prediction missing value imputation method is
employed for processing the data. 'e cuckoo search op-
timization, which is a nature-inspired algorithm, is deployed
with a deep convLSTM classifier as it effectively predicts the
disease by transferring the information, thus reducing time
consumption. A deep convLSTM classifier enhances the
disease prediction ability through a convolution operation
based on the weights and features, which generates highly
refined information regarding the input data. 'e proposed
method is compared with the conventional methods and
revealed that the proposed method achieved 97.591%,
95.874%, and 97.094% of accuracy, sensitivity, and speci-
ficity, respectively. In the future, more datasets and highly
advanced algorithms will be designed to further boost the
classifier performance.

Data Availability

Data will be available on request. For the data related queries,
kindly contact Ashwani Kumar at ashwani.kumarcse@
gmail.com.
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Investors are frequently concerned with the potential return from changes in a company’s stock price. However, stock price
�uctuations are frequently highly nonlinear and nonstationary, rendering them to be uncontrollable and the primary reason why
the majority of investors earn low long-term returns. Historically, people have always simulated and predicted using classic
econometric models and simple machine learning models. In recent years, an increasing amount of research has been conducted
using more complex machine learning and deep learning methods to forecast stock prices, and their research reports also indicate
that their prediction accuracy is gradually improving. While the prediction results and accuracy of these models improve over
time, their adaptability in a volatile market environment is questioned. Highly optimized machine learning algorithms include the
following: FNN and the RNN are incapable of predicting the stock price of random walks and their results are frequently not
consistent with stock price movements. e purpose of this article is to increase the accuracy and speed of stock price volatility
prediction by incorporating the PG method’s deep reinforcement learning model. Finally, our tests demonstrate that the new
algorithm’s prediction accuracy and reward convergence speed are signi�cantly higher than those of the traditional DRL al-
gorithm. As a result, the new algorithm is more adaptable to �uctuating market conditions.

1. Introduction

One of the most common concerns of �nancial analysts and
investors is making accurate predictions about stock prices
[1], but it is also a di�cult task for them [2]. is is because
the majority of stock prices are highly volatile. Numerous
di�erent types of factors in�uence stock prices. Direct
economic indicators such as �uctuations in consumer
supply and demand and commodity price indexes are
complex enough. Stock price changes have become in-
creasingly elusive as a result of the global environment and
investor’s behavior [3]. Each factor generates forces in
distinct directions, which eventually result in a change in the
stock price. e correlation between various factors is fre-
quently so obscure that it is di�cult to identify the factors
a�ecting stock prices, let alone build a model for stock price
prediction on this basis.

According to today’s popular value investment theory,
the true value of a stock is usually determined by the market

value of the company that issued it. Occasionally, however,
stock prices deviate from rational market expectations. e
volatility and dynamics of the stock price directly contradict
the statistical model’s and foundation’s assumptions, fre-
quently resulting in inaccurate or even negative prediction
results [4, 5].

ewell-known e�cientmarket hypothesis argues that it is
impossible to forecast the value of stocks and that their
movement is random, e�ectively invalidating numerous at-
tempts to forecast stock prices using historical data. However, a
ten-year technical analysis reveals that the values of the ma-
jority of stocks are contained within their historical stock
prices; thus, collecting and analyzing historical stock price
movements is critical for forecasting future stock prices [6].

Machine learning (ML) is a highly e�ective technique
that enables machines to learn autonomously via algorithms.
Academia generally believes that machine learning has a
strong ability to identify useful data and generalize patterns
[7]. e advent of machine learning has resolved one of the
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most perplexing problems in stock price prediction: non-
linearity. Machine learning is particularly adept at detecting
nonlinear patterns in data. Additionally, deep learning (DL),
a method for extracting critical information from nonlinear
time series that uses a multilevel network structure, performs
even better.

Recent advances in machine learning and deep learning
have enabled more accurate stock forecasting, and the
majority of papers and studies have demonstrated that their
models can outperform the market average or generate quite
high returns. Certain fundamental machine learning (ML)
models, such as feedforward neural networks (FFNN) and
deep learning models, such as recurrent neural networks
(RNN) with memory structure and dynamics, are, however,
incapable of forecasting data with unstable time series and
long-term autoregression [8].

Reinforcement learning (RL) is a subfield of deep
learning that is distinct from other fields such as statistical
data analysis and supervised learning. It is a strategy that
seeks to maximize profits while adapting constantly to
changes in the environment in which it operates. Supervised
learning’s objective is to condense the mapping from input
to output, which frequently results in the omission of critical
information. Due to the frequency and duration of stock
price fluctuations, reinforcement learning (RL) is a more
suitable predictive tool for statistical analysis of data than
supervised learning.

RL can be classified into five categories based on its sample
efficiency: (1) model-based, (2) off-policy, (3) actor-critic, (4)
on-policy, and (5) evolutionary gradient-free. In this case, 1 is
the most efficient sample size option, while 5 is the least ef-
ficient. Among them, model-based and non-policy methods,
such as TD-learning [9] and Q-learning [10], are referred to as
“the critic-only methods” [11] and are used to solve discrete
area optimization problems. Luo et al. pioneered the use of the
TD algorithm [12]. She believes that the stock price prediction
problem can be optimized using reinforcement learning al-
gorithms as a Markov process. She used a reinforcement
learning algorithm called TD (0), which only learns through
experience, to determine the state value of each state that
corresponds to the current stock price trend.

On-policy and evolutionary gradient-free methods are
often referred to as “the actor-only method” [13]. One of its
applications is policy gradient [14], which can learn parame-
terized strategies via continuity. +e middle section, dubbed
“the actor-critic method,” [15], is a synthesis of the two
methods discussed previously. It is capable of optimizing the
ultimate return while also calculating the parameterized
strategy and adhering to the value creation of benefits principle.

In RL, the agent chooses which action to take in order to
maximize his or her reward. +is means that throughout the
learning process, the agent maximizes the accumulated
rewards and thus develops optimal strategies for a variety of
problems. Now, researchers can apply reinforcement
learning to a variety of interesting projects, including solving
the Rubik’s cube [16], improving unmanned driving [17],
and Atari and first-person shooter game play [18, 19].

+ere have been many studies using reinforcement
learning to predict stock prices and construct trading

models. Lee et al. expanded the research field from simple
stock forecasting to a trading system with risk management
capabilities [8] and after that they changed the original
single-agent research into a multiagent research, which
increased the complexity of the system and more adapted to
the research method of stocks in 2007 [1].

Other researchers approach the problem from the
standpoint of raw data input. Moody et al. and others use
financial data from the company as a quantitative basis [20].
Yue et al. proposed an optimal trading system inspired by
sparse coding that is well suited for real-time high-frequency
trading [21]. +is method significantly improves the out-
come of raw data selection.

However, the previous study did not completely extract
useful financial data due to the noise and fluctuations in-
herent in a fluctuating market. +is article will analyze and
predict data using two machine learning frameworks:
“critic-only DQN” and “actor-critic deep PG.” DQN con-
verts a single-layer network to a convolutional network with
multiple layers. It not only enables experience replay but also
enables our network to self-train using its memorized his-
tory, which more closely matches the time autocorrelation
and intertemporal correlation that have emerged in the
American market. +e PG gradient descent algorithm is a
superior strategy to the “Greedy Policy.” It determines the
rising direction of the objective function by computing its
gradient and then adjusts the probability of the action based
on its performance to maximize the return. Due to the stock
market’s relatively weak market power, it is frequently
vulnerable to other factors. +e optimal strategy based on
greedy concepts frequently requires a significant amount of
time to learn and is prone to overload problems. After
implementing PG, the machine’s load can be significantly
reduced, and the time required for optimization strategies
can be significantly reduced.

2. Fundamentals of Reinforcement Learning

In the context of reinforcement learning, an agent obtains
information from the environment. +e agent adapts the
received data to the environment’s current state.+e AI then
decides on an action to be taken based on the rewards as-
sociated with each choice. Moreover, each action alters the
environment and the total number of reward points. Re-
inforcements for rewarding or punishing specific actions are
immediately added on the basis of the new state. +is in-
teraction between action and environment will persist until
the agent masters the art of choosing a decision strategy that
maximizes the total return.

+e terms above, rewards and environment, refer to
two of the four critical factors affecting the RL problem as
described by Sutton and Barto. Policies are similar to the
rules we impose on ourselves when we operate in the
environment. +e reward function serves as the over-
arching goal of training and serves as the standard
against which all other factors are measured. A value
function specifies the value of a state or state-action pair,
which indicates the long-run goodness of the state or
state-action pair.
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+e flowchart is shown in Figure 1. +e flowchart of RL
illustrates the RL procedure for agent-environment inter-
action at a high level. In one process, the agent performs an
action, in reply to the current state. +en, as a result of this
action, the system receives a signal, a reward, rt+1, to direct
the behavior of the action in the subsequent time step and to
adjust the state in the subsequent time step, using the
probability function f (at, st).

2.1. Agent-Environment Interaction in Reinforcement
Learning. +e goal of RL is to maximize the agent’s reward
in a limited number of actions by mapping environmental
states to actions. +e Markov decision process (MDP) is a
mathematical model for the RL problem. Quad (S, A, ρ, f)
often expressed as a state of MDP.

In this case, S denotes the collection of all environmental
states. st ∈ S denotes the current state in the collection of all
environmental states at time t; the set of possible actions
taken by the agent is denoted by the letter A. at ∈ A denotes
the agent’s action at time t; ρ: S × A⟶ R is the reward
function. rt ∼ ρ(st, at) is a reward and punishment table. It
summarizes all of the benefits that a single possible action,
at, can obtain in a given state, st. f: S × A × S⟶ [0, 1] is
the probability distribution function for state transitions.
+e probability of state st successfully transitioning to state,
st+1., is denoted by st+1 ∼ f(st, at).

In reinforcement learning, the ultimate goal is to enable
the agent to discover an optimal action mode, and thus, the
strategy we use during this process is critical. +e strategy, π:
S⟶A, indicates that at is the optimal action step deter-
mined by the current environmental conditions st, that is, π
(st)� at. Assuming that the immediate rewards obtained at
each future period should be multiplied by a discount factor
in order to avoid infinite returns and to discount future value
into the present, time T denotes the plot’s conclusion. +e
following here is an example of a typical function:

Rt � rt+1 + crt+2 + c
2
rt+3 + · · · � 

T−1

k�0
c

k
rt+k+1. (1)

Here, c (0< c< 1) denotes a constant discount rate for
future and current rewards.+e strategy is followed until the
training is complete while equation (2) refers to action a in
the current state s. In another way, it shows a state action
value function. +e agent’s cumulative return during this
procedure is stated as follows:

Q
π
(s, a) � E Rt|st�s, at�a, π . (2)

If there is a strategy π∗, with an expected return greater
than or equal to that of any other strategy for all state action
pairs, we refer to it as the optimal strategy. For the strategy,
which is called the optimal state action value function, the
formula is as follows:

Q
π
(s, a) � maxπE Rt|st�s, at�a, π . (3)

+en follows the Bellman optimality equation, we have
the following:

Q
∗
(s, a) � Es′ ∼ S r + cmaxa′Q s′, a′( |s, a . (4)

+e Q-value function is typically solved by iterating the
Bellman equation in a traditional reinforcement learning
framework as follows:

Qi+1(s, a) � Es′ ∼ S r + cmaxa′Q s′, a′( |s, a . (5)

+is formula automatically means when
i⟶∞, Qi+1⟶ Q∗,which suggests that if the state action
value function is iterated continuously, it will ultimately
converge on the optimal strategy:

π∗ � argmax v
π
(s), (∀s). (6)

In practice, however, iterating the Bellman equation to
determine the Q-value is impractical in huge sample spaces
due to the unimaginably large number of calculations.

2.2. Deep Reinforcement Learning Based on Value Function.
Mnih was the first to propose a deep Q network (DQN)
model by combining convolutional neural networks in deep
learning and the Q learning algorithm in conventional re-
inforcement learning [18, 22]. +is model incorporates a
convolutional layer, which significantly improves the
learning efficiency and performance [23].

Four preprocessed images preceding the current mo-
ment are fed into the DQN model. It becomes nonlinear
after passing through three convolutional layers and two
fully connected layers. Finally, the output layer produces the
Q value associated with each action. +eDQN structure is
depicted in Figure 2:

DQN made three significant improvements to the tra-
ditional Q learning algorithm to address the nonstationary
as well as other issues associated with the nonlinear network
used to represent the value function. DQN algorithm flow is
shown in Figure 3.

DQN’s training process makes use of the experience
replay mechanism [24] (experience replay). +e transferred
samples et � (st, at, rt, st+1). When an agent and environ-
mental samples are transferred to a playback memory unit
D � e1, . . . , et  at a given time t, they are stored there. Small
batches of random transfer samples are selected fromD each
time, and the Stochastic Gradient Descent (the SGD) al-
gorithm is used to update network parameter θ during
training. When developing deep networks, it is common to
require samples to be self-contained. Along with increasing
the algorithm’s stability, this random sampling method
significantly reduces intersample relevance.

In this process, the agent and the transferred samples
et � (st, at, rt, st+1). obtained from environmental interac-
tion are stored in the playback memory unit D � e1, . . . , et 

at each time step t. When training deep networks, each
sample must be completely independent of the rest of the
data set. Random sampling improves the algorithm’s sta-
bility by reducing intersample relevance.

In addition to the prior value function, DQN uses a deep
convolutional network to estimate when another network is
employed alone to obtain the desired Q value. +e current
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value network’s output, Q(s, a|θi), is used to calculate the
value function of the current state action pair. +e output of
the target value network is represented as Q(s, a|θ−

i ) using
the following formula:

Yi � r + cmax
a′

Q s′, a′|θ−
i( . (7)

+is is a rough representation of the value function
optimization, with the purpose of obtaining the target Q
value. +e current value network’s parameters θ are changed
in real time. +e parameters of the current value network
will be used as the parameters of the target value network
after N iterations. +e principle of minimization reduces the
joint variance of the desiredQ value and the presentQ value.
+e error function is as follows:

L θi(  � Es,a,r,s′ Yi − Q s, a|θi( ( 
2

 . (8)

Differentiate the parameter θ to get the following
gradient:

∇θi
L θi(  � Es,a,r,ss Yi − Q s, a|θi( ( ∇θi

Q s, a|θi(  . (9)

After introducing the target value network, the target Q
value remains constant for a period of time, increasing the
algorithm’s stability by decreasing the correlation between
the current and target Q values. By utilizing DQN, the re-
ward and error terms are constrained to a small range, the Q
and gradient values are guaranteed to be within a tolerable
range, and the algorithm’s stability is improved. DQN has
been shown in experiments to be capable of resolving issues
found in Atari 2600 games. When confronted with complex
real-world situations [19], it demonstrates a competitive
level comparable to that of human players. Even in less
difficult nonstrategic games, DQN outperforms experienced
human players. DQN uses the same network models, pa-
rameter settings, and training methods for visual perception
as it does for auditory perception in the DRL task. +is
demonstrates how adaptable and flexible the DQN method
can be.
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Figure 2: DQN structure.

Target network-
value

Current network-
value

Replay Buffer

DQN loss
function Environment

(s, a, r, s' )
(s, a)

parameter

argmaxaQ (s,a;θ)

maxaQ (s', a'; θ' )

s

r

s'

gradient

Q (s,a;θ)

Figure 3: DQN algorithm flow.

Environment

Agent

Reward
rt

Action
at

State
St

rt+1

st+1

Figure 1: Flowchart of RL.

4 Scientific Programming



3. Stock Prediction with RL

3.1.DeepReinforcementLearningBasedon thePolicyGradient
for Stock Prediction. +e policy gradient strategy (PG) is
primarily achieved by modifying the settings in order to
optimize the reward function. +e key to this strategy is to
alter the policy’s parameters through extensive computation
and iteration. Adjusted parameters will be included in the
policy-making equation and will be modified on a contin-
uous basis to accommodate more accurate policies. By fitting
this approach, it will eventually converge on the optimal
plan, which maximizes the reward value [15]. +at is, in the
optimal state, the strategy set contains specific parameters
(or strategies) that ensure that the reward value of this
strategy is equal to or greater than the reward value of any
other strategy.

Parameterization is necessary to solve the DRL opti-
mization problem. After constructing the fundamental
equations in deep learning, the PG is typically used to pick
parameters, alter the variable weights in the computer-
constructed model, and finally choose the approach that
maximizes the function’s reward value. +ere are various
advantages to this strategy, the primary one being that it
reduces the computer’s performance. +is method
streamlines the time-consuming dynamic iterative process,
allows for a more precise optimization of the projected
reward value, and also eliminates the need for heavy in-
termediate operations, which significantly reduces com-
puting resource consumption. As a result, when compared
to DQN and its advanced models, the DRL technique fre-
quently achieves superior optimization results and has the
lowest computing occupancy in model optimization when
using the policy dimension reduction method. Additionally,
the policy dimensionality reduction method may directly get
the best policy from the policy set, significantly reducing
computing costs. As a result, the bar for implementing this
technology in practice is lower, and the area of its application
is broader.

In practice, the strategy gradient method is a technique
that uses an approximator directly to approximate and
optimize the strategy, resulting in the optimal strategy. +is
method maximizes the strategy’s projected total reward as
follows:

maxθE R|πθ . (10)

R � 
T−1
t�0 rt denotes the total number of rewards obtained in

a plot. +e most frequently used approach gradient is to
enhance the likelihood of encountering a higher total reward
plot. +e strategy gradient approach operates in the fol-
lowing manner: We will assume here that the state, action
sequence, and reward sequence of a complete plot are as
follows, τ � (r1, . . . , sT−1, aT−1, rT−1, s0, a0, r0, s1, a1, sT). +e
PG formula is then represented as follows:

g � R∇θ 

T−1

t�0
log π at|st; θ( . (11)

+is gradient can be used to adjust policy parameters:
θ←θ + αg. Among these, α determines how frequently policy

parameters are updated, and it is called the learning rate.
∇θ

T−1
t�0 logπ(at|st; θ), the gradient term, +e gradient term

denotes the potential direction in which the occurrence of a
trajectory can be increased.+e greater the total reward (in a
single plot), the more “stretched” the probability density
becomes after multiplying by R. +e probability density will
tend toward the trajectory with the highest total reward if a
large number of paths with varying total rewards are col-
lected, thereby increasing the likelihood of high-reward
trajectories.

However, in some circumstances, the total reward R of
each plot is positive, implying that all gradient g values are
larger than or equal to 0. At this point, each trajectory τ met
during the training process causes the probability density to
“pull in” in a positive direction, significantly slowing the
learning rate. +is results in a relatively big variance for the
gradient g. +us, lower the variance of the gradient g by
using any standardization operation in R. +is strategy
enables the algorithm to raise the likelihood of trajectories τ
occurrence (for a greater total reward R) and decrease the
probability of trajectories τ occurrence (for a lower total
reward R).

Williams et al. [25, 26] proposed the REINFORCE
method, which transformed the policy gradient into the
following form:

∇θ 

T−1

t�0
logπ at|st; θ( (R − b). (12)

R’s variance can be reduced by using an expected esti-
mate of b as a baseline for the current trajectory. +ere is a
strong correlation between R and b differences and the
likelihood of a larger associated trajectory being chosen. For
large-scale DRL challenges, the strategy parameters can be
parameterized using deep neural networks and the optimal
strategy can be solved using the standard strategy gradient
method.

Additionally, another strategy to optimize strategies is to
enhance the likelihood of performing “good” activities. In
reinforcement learning, an advantage function is frequently
used to quantify the quality of an action. As a result, the
strategy gradient can be constructed using the following
advantage function term:

g � ∇θ 

T−1

t�0

Atlog π at|st; θ( . (13)

Among them, At represents an estimate of (st, at)

dominance function of the state action, which is usually
constructed as follows:

A
c

t � rt + ct+1 + c
2
rt+2 + · · · − V st( , (14)

c ∈ (0, 1) indicates discount factor. Sum of rewards with
discount at this time rt + ct+1 + c2rt+2 + · · · and the dis-
counted state value function V(st) is identical to R and the
benchmark b in equation (12). When A

c

t > 0, the likelihood
of the appropriate action being chosen increases. When
A

c

t < 0 , it will decrease the likelihood of the relevant action
being chosen.
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Hafner et al. [27] estimated the discounted reward
summation using the value function, thereby lowering the
gradient term’s variance. At this point, the one-step trun-
cated, A

c

t ’s expression is as follows:

A
c

t � rt + cV st+1(  − V st( . (15)

Additionally, the two-step truncated A
c

t ’s expression is as
follows:

A
c

t � rt + ct+1 + c
2
V st+2(  − V st( . (16)

However, this strategy introduces an element of esti-
mating bias. To minimize variance while maintaining a little
bias, Schulman et al. [28] proposed a generalized advantage
function to solve this weakness as follows:

A
y

t � δt +(cλ)δt+1 +(cλ)
2δt+2 + · · · +(cλ)

T− t− 1δT−1. (17)
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To take it a step further, Schulman et al. [29] then in-
troduced a technique known as trust region policy opti-
mization (TRPO). To broaden the application to large-scale
state space DRL tasks, the TRPO method parameterizes the
strategy using deep neural networks and achieves end-to-
end control using only the original input image.

3.2. RL Application. In practice, during the day, when the
trading system predicts that the stock price will continue to
rise, there will be a judgement of whether to buy. When the
stock price is predicted to fall continuously, a sell operation
will be performed.

In the research, we use the single-agent training
method. +e rate of change of the price of a single stock in
the market environment is what we focused, and we as-
sumed that all the information in the market has been
included in the environmental information and the state
of the stock itself. Although the market is complex and
changeable and the obtained market price is also the final
expression of the game behavior of many Chinese in-
vestors. However, after a relatively long-term RL training,
the result can theoretically reflect the information con-
tained in the market more comprehensively, and there-
fore, this assumption is also harmless.

State is a unique parameter in the policy equation.
+erefore, if it is assumed that the policies of all investors are
inflexible, the choice of action is only based on a given state.

+erefore, under 5-minute data, the policies of other in-
vestors can be regarded as the state of the market.

+e indicators of stock information include the fol-
lowing: (1) Opening price, (2) Closing price, (3) Daily
highest value, (4) Daily lowest value, (5) Daily average value,
and (6) Trades Quantity.+e above six data will serve as state
indicators in the stock market environment.

s O: Opening price of the day.
s C: Closing price of the day.
s H: Highest price during the day.
s L: Lowest price during the day.
s A: Average price of the day.
Aq: the quantity and number of the successful trades of
the day.

4. Results and Discussion

4.1. SimulatedResults. +e goal of this article is to establish a
short-term stock price prediction framework with retro-
spective characteristics. In other words, the stock price
fluctuations in the past are used as one of the references for
predicting today’s stock price. We used the historical daily
prices and volumes of all U.S. stocks and ETFs to verify the
methods we proposed. First, we trained the DRL model with
the data from JUL 2014 to Jan 2016 and tested the model
using the data from Jan 2016 to Jul 2017. +e results are
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Figure 7: DQN training and testing results.
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shown in Figure 4As can be seen from the figure, in the
training phase and the test phase, the output results of the
model are very consistent with the actual stock prices.

In the process of using the data set to train the model, as
the epoch data increases, the loss function will gradually
decrease. During this training process, the training result of
the loss function is shown in Figure 5. It can be seen from the
figure that starting from 10 epoch data, the loss function
tends to be the smallest.

In addition, in the process of training and testing the
data set, we will observe the changes of reward in the DRL
model, as shown in Figure 6. As illustrated in Figure 4, the
reward changes dramatically at the start of training and
testing, but stabilizes as the number of epochs increases,
indicating that the DRL model is trained.

Following that, we predict the stock price using the DRL-
based policy gradient method proposed in this paper, as
illustrated in Figure 7. As illustrated in Figure 7, this paper’s
method is more accurate at forecasting the trend of stock
price data. +e results of analyzing the model’s loss function
and reward function are shown in Figure 8. When compared
to the DRL results, it is discovered that while the method in
this paper has poor loss function stability, it quickly stabi-
lizes on the reward curve.

5. Conclusion and Discussion

To improve the accuracy of daily stock price predictions,
this paper proposes a new reinforcement learning method
that incorporates policy gradients. A comparison was
made between the daily stock price changes predicted by
the basic DRL and the daily stock price changes predicted
by the proposed DRL based policy gradient method in this
study. Despite the fact that the convergence time of the
loss function is longer as a result of the use of different
dimensionality reduction methods, the experimental re-
sults show that the accuracy of the new method in pre-
diction as well as the stability of rapid prediction have
both been significantly enhanced. +is shows that our new
method will be able to more easily capture the information
of market changes. +erefore, it is more suitable for use in
periods of turbulent market compared to traditional
methods. However, this research still has room for im-
provement. For stock price research, the intraday vola-
tility of stock prices is often large. Using the results of this
research to trade can sometimes reduce the rate of return,
which will cause certain losses to investors who hold a
large number of stocks when they reduce their holdings.
In addition, in terms of data volume, because there are
only a few pieces of data generated every day, the data used
to predict daily stock prices often have a long-time span,
and market information in different years cannot be
generalized. +erefore, raising the forecast frequency of
daily stock prices to the 5-minute or even 1-minute level
may be of greater reference for investors. Compared with
the daily data, the data every five minutes have less in-
formation density, but they will more clearly reflect the
overall picture of stock price fluctuations, which is con-
ducive to the prediction of future stock price fluctuations

and can also provide a better reference for investors to
increase returns.
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Cloud computing has been devoted to the development of recent advanced technology, aiding in improving a government’s
functioning and the services it o�ers to its people and organizations. It has achieved widespread popularity due to the rising
number of bene�ts, including scalability, versatility, reliability, safety, con�dentiality, pay-per-use, and dynamicity for the
distribution of IT services. is paper explores a descriptive literature review and aims to classify the scattered communities
involved in cloud computing research in information technology. is involves 51 referred published articles between 2010 and
2020 relating to the inception of community cloud computing by various organizations. Based on a systematic structured of
reviewed literature and grounded theory approach, articles are categorized with respect to the eleven key in�uencing variables:
cost, security, performance, QoS, trust, accuracy, ease of use, usefulness, architecture, framework, and model. Following that,
those variables are comprehended into �nal one in order to envisage the community cloud computing adoption factors and
concepts. is will consent for a strong examination of the community cloud computing phenomenon. e study is a novel
attempt to demonstrate the di�erences in key factors for cloud computing in varying community settings and their causal
relationships among the considered variables. e �ndings from the long-term systematic review contribute by assisting a
collection of determinants for the penetration of community clouds services and potential adopters. It could serve as a basis for
future directions and the development of theories in the exploring the community cloud computing in the �eld of information
systems. is study contributes to identify various existing research gaps by providing holistic insights and future exploratory
approaches that are anticipated to result in a robust uni�ed structure for the adoption of community cloud computing services in
the higher education institution (HEIs).

1. Introduction

Cloud computing has become an emerging technology in-
volved in the provision of information technology (IT)
solution services in recent years, which is interconnected
and is a dynamically Internet-based computing service
agreement between users and cloud service providers. It is
widely growing popular across the world in the IT industry,
which prosecutes greater opportunity in the business sector
[1]. is technology o�ers numerous bene�ts, including cost
savings, increased scalability, integrity, security, ease of
access, and risk reduction for business [3]. Cloud computing
systems have proven to be e�ective in meeting the varying

demands for computing distributed sharing resources and
services. is has become a revolutionary integral com-
puting paradigm in the �eld of information technology,
contributing signi�cantly as an unprecedented computing
power and �exibility in the distributed community com-
puting to science, education, and research sectors in recent
years [3].

e private cloud application as a community cloud
permits its use for research and education purposes in a
variety of institutions. Di�erent types of applications and
usage scenarios have also been explored including web
applications, blog, web hosting, networking, and dispersed
data storage services. Additionally, a cloud system of this
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type can do provisioning activities in the form of computing
infrastructure, software, and platform development to meet
the demand of researchers or scientist’s [4] It is also a
technique in which users might access their own pool of
computing resources in a network community [5].

Similarly, this research has shown its benefits in aca-
demic organizations, which has also been highlighted in this
paper. -e execution of parallel simulations was undertaken
during the project’s deployment, and the performance of the
community cloud system was comparison functioning to
that of the supercomputers [3]. Cloud computing is based on
the fundamentals of distributed computing networks, ser-
vice orientation, virtualization, grid computing system, and
so on [6]. Further, the usage of grid technologies has also
been introduced as a method for accessing cloud computing
resources, enabling the monitoring and management of
cloud resources.

Despite its benefits, cloud computing faces of several
technical, management, and economic challenges, such as
security and privacy [7, 8] and resource scheduling [8], that
must be addressed,. Community is an integral aspect of
cloud computing, and it is critical for its adoption and
growth, particularly in the community cloud environment,
which is highly accessible to users—considering that the
community model is an advantage through perceived risks,
shared resources, and saving costs. -e community diffi-
culties and challenges have been discussed in a variety of
perspectives in cloud computing information systems
[9, 10]. It has also been involved in security communication,
resource distribution, security storage, and a variety of other
facts of cloud computing [11].

-erefore, to deal with such problems, the need to
implement better strategies arises, making use of community
cloud computing one of them.-e community cloud resides
between the public and private clouds. -e infrastructure
and computing services, while like a private cloud, are not
limited to one entity but are shared between two or more
entities with common privacy, data integrity, security,
identity, and regulatory considerations [12, 13]. However,
despite the fact of the community cloud computing, the
comprehensive and systematic review and background of
the information about framework/model/architecture re-
lated to the community cloud adoption in HEIs is still the
constraint that served as the primary impetus for performing
this research. -erefore, the contribution of this study is to
determine the community view in cloud computing with
review the extant systematic literature review to identify the
key frameworks/model/architecture. Furthermore, this
study specifies which issues are being investigated and their
relevant outcomes.

-e structure of this paper is organized as follows:
Section 1 is the introduction. Section 2 briefly discussed
cloud computing and its characteristics. Section 3 explained
related studies of the community cloud. Section 4 explains

the methodology. Section 5 presented a detailed discussion.
-e final sections contain the conclusions and references.

2. Cloud Computing Overview

Cloud computing refers to “access to computing resources
that are owned and managed by a third-party provider on a
consolidated basis in one or more data center locations” [14].
Cloud computing is distinguished by on-demand provi-
sioning and pay-as-you-use resource invoicing, with mini-
mal upfront payment; cloud computing services minimize
capital, transform running expenses into actual use, and
lower staffing costs. It serves as a kind of application and a
platform for providing computing services and infrastruc-
tures. -e platform provisions configure, reconfigure, and
de-provision servers as dynamically as required with the
servers being virtual or physical machines. It establishes a
paradigm shift from computing as a purchased product to
computing supplied as a service to users over the Internet via
huge databases or the cloud. -e cloud infrastructure en-
ables easily scalable, useful, virtually available, and cus-
tomizable IT resources. Hardware support and maintenance
for middleware and applications is not necessary with
providing the cloud computing platform and service to
users. Cloud computing is changing the development of the
application and the way business decisions are taken [14].

-ree common cloud services can be considered
according to the different types of services offered.

(1) Software as a service (SaaS). In SaaS, the provider’s
applications on cloud infrastructure can be used by
consumers, but they do not control the cloud net-
works, operating, and infrastructure. SaaS, consid-
ered a delivery model, will aid technologies
supporting service-oriented architecture (SOA) and
web services. Examples are Google’s Gmail and
Yahoo [12, 15].

(2) Platform as a service (PaaS). In PaaS, the provider’s
applications can be used by the consumer while
deploying applications to the cloud infrastructure.
-is model offers the customer some control over the
deployed applications but not the cloud infrastruc-
ture (networks, server, and storage).
Examples include Salesforce’s Force.com and
Microsoft’s Azure [12, 15].
PaaS combines additional qualities such as built-in
scalability, security, and dependability; facilitates
developer collaboration; and ensures an uncom-
promised user experience. [16].

(3) Infrastructure as a service (IaaS). In IaaS, the con-
sumer could use storage, network, and processes
owned by the provider on-demand. -e consumer
can deploy and run the software.-is model does not
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give the consumer the ability to control the hardware
cloud infrastructure, for example, Amazon’s Elastic
Compute Cloud (EC2) [12, 15].

2.1. Cloud Computing Deployment Models. Private clouds,
public clouds, hybrid clouds, and community clouds are the
four different types of cloud deployment methods available.

(1) Public Cloud. -e public cloud is a type of cloud
hosting whereby the cloud services are available in
the open network for the public to use. -is service
may be offered for free or on a pay-per-use basis, for
example, the Google App Engine [12].

(2) Private Cloud. A private cloud is a type of cloud
computing concept that entails a secure cloud and a
discrete cloud-based environment. -is environ-
ment is entirely controlled by the given client. Private
clouds that make use of actual computing resources
offer computational power as a service within a
virtual environment. In the model, the cloud or
resources are available only to a single organization
with greater privacy and control [14]. Examples of
this are the VMware Private Cloud.

(3) Hybrid Cloud. -is is an integrated type of cloud
computing that involves the combination of private
and public clouds [17]. Hybrid cloud refers to
combining two separate clouds to form a combined
cloud. It might be a mix of public and private cloud
servers or it could be a mix of virtual cloud servers
and real hardware. -e many clouds are merged to
provide a unified service [14]. -e common type of
combination is private data and the public cloud.
-ree key products are available are as follows:
Azure, Microsoft System Center, and Windows
Server.

(4) Community Cloud. When multiple organizations
require identical infrastructure and wish to share it, a
community cloud is formed. By pooling resources,
enterprises may reap the benefits of cloud com-
puting. -e community cloud expenditures are
distributed to fewer users than the public cloud, but
not to a person or a tenant. -erefore, the com-
munity cloud is more expensive although it provides
a high level of privacy, policy compliance, and se-
curity [14]. An example of the community cloud is
the Gov Cloud by Google [12].

-e remainder of this paper is structured as follows: -e
main literature related to community cloud computing is
investigated and analyzed in Section 2 to address the
frameworks, models, and architectures addressing various
community cloud-related problems, an empirical analysis of
the papers published during the period (2010–2020) is
presented. -e approach used is discussed in Section 3, and
Section 4 summarizes the key findings. Finally, the con-
clusion presented in Section 5.

3. Community Cloud Adoption

A few architectures were suggested by researchers [18–32],
as well as frameworks [33–44] and models [45–68] for the
adoption of community cloud computing. -e data set
includes 51 articles that provided comprehensive frame-
works, architectures, or models.

3.1. Frameworks. -e article by Rodrigues studies a novel
approach toward cloud architecture using the academic
community cloud [13]. -e two ways that can be used in the
case of cloud burst or disaster recovery management are
multicloud federation and cloud service standardization.
-e results reveal how the challenges and troubles faced due
to old approaches can be solved by employing new ones.

-ese days, community clouds are used to save costs, and
many organizations tend to use this service for their bet-
terment [19]. Dubey et al. [19] offer a novel management
approach for enterprises’ use of community clouds. Addi-
tionally, IDA, a novel scheduling algorithm, was initiated.
Research has shown that this system can improve the
monetary cost of an organization.

Wahab et al. [20] illustrates how community-based
cloud computing is a significant step in enhancing com-
munity services and networking, resulting in improved
service management and resource utilization.

Yokoyama and Yoshioka’s study [21] aims to perform
new research on community clouds, with a particular em-
phasis on on-demand cloud extensions, which are typically
built on remote sites for intercloud collaboration. -e cloud
on-demand approach enables the integration of private
cloud computing systems horizontally.

In the current era of digitalization, Internet access is
essential for all community members, and cloud computing
systems need to be installed, especially in less developed
areas and yearn for Internet accessibility [22]. -e project
shows that a community-owned local computing cloud can
effectively be employed and sustained in a locality if ap-
propriate tools and mechanisms are used.

Kawa and Ratajczak-Mrozek develop solutions for di-
verse businesses based on cloud communities and e-clusters
[23]. -e e-clusters are digital panoramas for collaboration
that make use of communication and information tech-
nology. Using this information technology, the distances
between widely dispersed networks can be reduced and the
business process made effective.

Zhang et al. [24] study how community clouds provide a
secure ambiance for organizations and business models. -e
risks of cyber incidents would also be mitigated and the
decision-making within an organization improved.

-e study conducted by Os and Bressan [25] demon-
strates that for members of this environment, the concept of
decentralized engineering is dependent on the community
cloud’s worldview, the creation of a heuristic function H,
and research on mechanisms and policies for adapting
physical and virtual networks to improve performance.
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Valluripally et al. [26] propose a new community cloud
infrastructure to make it possible for clinicians and scientists
to increase accessibility from multiple sources to data sets,
though it is also not compromised to ensure the data
provider’s security compliance.

Wu et al. [27] compare public and community clouds
and propose a MeePo Cloud architecture. -e results in-
dicate that the MeePo Cloud architecture is well-suited for
intensive big data sharing via digital disks and metadata
servers.

-e study presented by Baiardi and Sgan [28] provides
the overlay of VMs, which helps manage a cloud more
simply and easily. -ese specialized virtual machines (VMs)
safeguard shared data and aid with the cloud community.
Additionally, they oversee the cloud’s infrastructure and are
safe and dependable.

Filiposka and Juiz [29] provide a new model for the
network architecture of the data center. -e model has a
large bandwidth and resilience. -e result show that the cost
and energy can be saved by modifying the structure of a
community [30].

Selimi and Freitag focus on the attainability of appli-
cation arrangements on cloud-based community frame-
works. Tahoe-LAFS was used in conjunction with the cloud
storage application to provide a graphical user interface and
end-to-end encryption. Bit Torrent was also used, as it
appeared to be better suitable for huge media storage files.
-e operation should be executed with real users where the
community cloud will be the user’s first choice [31].

-e distributed file system on a cloud infrastructure
attaching the Tahoe-LAFS and Extreme FS with their cloud
storage gave a good end-user application with adequate
security and privacy and web-based GUI. -e importance of
the distributed system lies in the interaction of users and
providers, which gives dynamic results [32].

Mobile computing has been proposed for sharing and
managing data across mobile communities. We can join the
LAS service with the mobile communities by using the cloud
infrastructure, and iPhone and Android phones can also
benefit from it. Further research on it is essential for better
outcomes as it is difficult to predict success in this field [32].

3.2.Architectures. -e purpose of the study by Ojugo et al. is
to investigate the benefits of a cloud framework for
smartphones. Because of the study, it was determined that
smartphones are vulnerable to attack. -e Puch Cloud
service thereby enables the users to hold the data by ensuring
a backup. -is system also allows users to solve security-
related issues, with the data being recovered via a remote
server [33].

Baig, Freitag, and Navarro studied and explained the
upcoming computers system [34] that the emphasis is on
CCs, or community clouds. -e creation of the guifi.net
community network has been cited as a successful example
of digital infrastructure development. CCs can efficiently
serve CN members by increasing the quality of existing
services.

Alsaghier et al. [35] suggest based on the DRM com-
munity cloud (DCC) and the banking community cloud, a
stable and lightweight protocol for mobile digital rights
management (DRM). Using the wireless public key infra-
structure, universal client-side integrated circuit board,
DRM community cloud at the cloud provider, and banking
community cloud, the non-repudiation property is attained.

In a cloud computing context, Ahmad et al. [36] suggest
parallel virtualization. -e authors sought to optimize the
community cloud’s hardware, cost, and workload while
enhancing speed and performance.

In this rapidly developing era of digital objects, the
Internet and IT technology have made it possible for
communities to communicate more efficiently and effec-
tively [37].-e costs of the networks have also been lowered,
and local interests are served. [37].

Wen et al. [38] divided the cloud service part into many
cooperative communities using the technique for commu-
nity finding. -e data indicate that using a community
partitioning strategy improves the success rate of cloud
services.

Zhao and Yang [39] proposed to include a bandwidth
warranty for the sharing of social media content. -e results
showed that BRAC is efficient and effective in meeting social
multimedia content bandwidth requirements and enhancing
bandwidth usage.

Petri et al. [40] studied social community clouds and
social clouds that are becoming a new environment where
users can trade resources by social networks. -e study finds
the revenue as a metric affecting number of peer nodes [40].

According to Sus et al., climate research can be con-
ducted using a community cloud structure based on several
satellite image sensors. -e findings demonstrate the sys-
tem’s versatility as a way for passive satellite sensor data
generation from cloud objects. [41].

In many fields, such as education and research, the
community cloud CC has emerged as a swiftly developing
notion [42]. -e business processes (BP) that facilitates the
functioning of an organization plays an important role in
community cloud. BP helps the community members
achieve the activity flow in an organization for specific re-
quirements. CC application tends to affect the efficiency of
business processes.

Li [43] discussed the mechanism of fast collaboration
and the method that used in process drive. Additionally, it is
referred to as community cloud computing, and it provides a
novel foundation for workflow systems. It enables structured
and rapid communication, as well as a scheduled approach
dubbed unified scheduling strategy.

3.3. Models. A self-coordinated cloud working framework
can be fabricated and can convey a really circulated mul-
ticenter framework support. Its adaptability features the
benefits of this client-driven cloud engineering. Traditional
IaaS, PaaS, and SaaS can be altered to include angles as client
claimed foundation, administrator less cloud stage, and
character-driven data handling and capacity [44].
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Mohan et al. [40] propose COMPAC (A Community
Cloud Pricing Model) depending on the cost of services
being offered. A web-based pricing tool was proposed and is
available for use by other suppliers. Indian Banking leverages
our pricing strategy to launch the country’s first public
cloud. -e use of the group cloud has increased facilities
[45].

Shirazi and Iqbal [46] focuses on analyzing m-com-
merce-related privacy problems. It encompasses the aspects
of privacy and privacy expectations. -is overviews current
models, including innovations that design enhances privacy.
-e result shows that it can be achieved through socio-
cultural solutions to fix privacy. Trust and security can be a
mixture of technology and business policies [46].

To improve the user interest in cloud computing, Yoro
and Ojugo propose a client-trusted security system. -e
suggested architecture includes a user-centric virtual process
paradigm for cloud computing security. -e results show
that the ability of the proposed framework to increase the
user’s trust level by 67% [47].

-e wireless networking service has proven to be a cost-
effective IP networking infrastructure service in the less
developed areas [48]. Providing services and applications by
deploying their availability in these areas through a wireless
network can be extremely helpful for the users.

Baig, Freitag, and Navarro focus on the research model
of cooperative edge cloud deployment. -e project dem-
onstrated how the container method used in this community
cloud system enabled community members to exchange
services via the networking edge [49].

Another work by Hao et al. [50] proposes a social col-
laboration model for a two-layer multicommunity cloud
cloudlet to allocate subtasks to community clouds in mobile
edge computing. -e findings show that the proposed al-
gorithm will reduce the number of access costs, the sum of
monetary costs, the consumption of electricity, and increase
the level of protection.

For large-scale distributed infrastructures, the most
significant procedure is cloud computing [51]. -e use and
application of an energy-aware brokering algorithm in a
community cloud ecosystem can result in improved per-
formance and increased sustainability. Several metrics were
taken into account. -is will also take into account the cost-
saving element of using this method.

MC3 (Multi-Community-Cloud Social Collaboration
Model) is a model that selects the most efficient, secure, and
trustworthy tasks to complete complex tasks. -e model is
optimized in four ways: minimizing the cost of access and
monetary costs and optimizing the agreement at the security
level and confidence between group clouds. [52].

-e world is rapidly progressing concerning IT systems
and applications. When it comes to big companies, many
must encounter challenges regarding the changing envi-
ronment [53]. Cloud computing has proven to enhance the
IT infrastructure for various companies. -e companies can
improve their ability to integrate within the supply chain by
investing effectively in collaborative capability.

-e model presented by Al-Mashat et al. [54] acts as a
mediator between service providers and customers in a

community in order to offer them with the best possible
assistance. -rough the usage of this system, end-users will
be able to select the services that are most appropriate for
their needs and preferences. Furthermore, it was verified that
the quality of service offered was of a high enough standard
to be relied upon by the users.

According to Khan, Freitage, and Rodrigues [55], the
community clouds use user-contributed resources either
through the user systems or augmentation with existing
cloud infrastructures. -e aim is to integrate the various
options available in the cloud computing model with the
help of resource availability to satisfy users’ critical needs
and interacting with them in long term [55].

Container-based virtualization is used to build a mul-
tipurpose execution environment on a single computer to
address the issue of resource sharing in low-capacity sys-
tems. A single system can be built to give the user and the
community with a multipurpose environment for isolation
and security of community cloud resources while also
providing the user with a single point of contact. -e finding
reveals that community networks are underutilized and that
resources might be allocated to provide more services to
more people [56].

Big data clusters on community clouds could benefit
from this efficient and cheap resource distribution approach.
In a quasi-real-time mode, tested with OpenStack-based
community cloud tests, and SERAC3 is able to smartly pick a
configuration within 2.2% of the exact optimal solution,
saving around 80.1% of search costs compared to an ex-
haustive search. [57].

Liu [58] et al discussed the application of Swift as a
system operating in a data center cloud environment.
Usually, the community clouds that are established on a
community network require a dispersed ambiance to
serve. -e result shows the functioning of Open Stack in a
community setup. -e most simulated environment was
developed while working on the project, and the impor-
tant community environment factors were used in the
process.

-e study by Saovapakhiran and Devetsikiotis inferred
new confirmation control and directing algorithms in
community clouds, advancing benefits while apportioning
the extreme assets, subject to the SLA requirements. Ad-
ditionally, they presented the idea of social evaluating and
consolidated it into the algorithm to help the system focus
on the appearances and control disappointments [59].

Cloud computing was proposed in the Garlick research
proposal for data preservation. -e loss of data by a sudden
event can be disastrous for a company. Community cloud is
also like public cloud, but both have their pros and cons. So,
the main aim for business resilience is to get the data re-
covered after catastrophes damage [60].

Ren et al. [61] considered a community cloud that
performs real-time stream mining across a wireless network
for many users, addressed the problem of dynamic resource
provisioning, and developed a selection and frequency al-
gorithm that can achieve an arbitrary close-to-minimum
average energy classification cost for each customer, thereby
satisfying the average power restriction.
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-e study conducted by Keung [62] aims to enhance
BIM with the help of the cloud community. It can solve
many problems of BIM. First, in the construction market,
they will remain competitive. Second, privacy problems and
interpersonal interaction can be readily resolved through
virtual interaction. Finally, a virtual communities focused on
the cloud can increase productivity and collaboration. It can
ease storage and increase the efficiency of BIM [62].

Khan et al. [63] applied different valuing instruments
from the writing to transfer speed designation issue of cloud
applications in the community network, examined their
effect on the social government assistance and honesty.

-e Web 2.0 is used to transfer patient information
between the doctor, nurse, or caretaker. -e study by Shirazi
[64] proposes a home care system (HCC) that transfers
information with the help of sensors, and it uses a cloud
computing system.-ere are many drawbacks of this system
as well.

Mullins et al. [65] explore the efficacy of a protocol for
allocating lightweight resources in the allocation of services
in a heterogeneous environment consisting mainly of low
power nodes.-e authors show that services can be provided
on nodes with the correct resource brokering strategy
without adversely affecting individual nodes in the network
where the least effect on overall performance is achieved.

Jimenez et al. [66] conducted research on the expansion
of community networking using community clouds. -ese
clouds can boost the usage of many applications and provide
many facilities at one point. In guifi.net, the extension and
application of existing platforms and systems are available to
deploy applications on clouds.

-e study by Zhao et al. [67] discusses the problem of
developing community-based cloud computing, specifically
problems of resources’ trading. Community-based com-
munity provides one-to-one communication to many users
at once. -e result showed that multiagent-based optimi-
zation improves the decision in the trading selection process.

Deebak and Al-Turjman proposed an integrated plan to
develop collaboration between trusted neighbors. -e test
included three real-world data sets, and the results showed
remarkable improvements in the traditional system [68].

4. Methodology

-e aim of this paper is to conduct a systematic review of the
literature to reflect the current state of IS research on
community cloud adoption. -is review process adhered to
the manner of [70] basic guidelines for performing an ef-
ficient pertinent literature review, the query from papers was
identified in those released between 2010 and 2020 with
selected search keywords. A total of 51 publications were
selected and added into the study based on their relevance to
the research area from the first search, in accordance with
our selected paper criteria.

A key strategy is to frame research questions and then
select articles from within the domain using conceptualize
research areas and survey and synthesize past research in
line with the identified research gaps [71–73]. -is com-
prehensive literature review provides a pictorial depiction of

published results in linked study areas. -e first stage is to
define the research question and to take advantage of the
chance for a review. All papers on community-based could
computing are then searched for the primary stage. After
that, all of the reviewed papers are categorized so that the
relevant ones may be identified. Cloud computing research
is then categorized and conceptualized through data ex-
traction. Finally, these various approaches were used to
produce a community-based cloud computing research
theme.

4.1. Research Questions. For a systematic review of relevant
literature, the study primary goal is to gain an in-depth
understanding about the type and quality of existing re-
search in a particular field and where it has been published. It
is important to consider all these influencing factors while
formulating the research questions. -e following major
research questions (RQs) are framed in accordance with the
research gaps listed below to attain the study’s objectives.

RQ 1. What is the proposed approach used in the
researches?
RQ 2. What are the community cloud factors?
RQ 3. What are the limitations of the researches?

4.2. Conduct of Search and Selection Process. When con-
ducting a review, the search phase is typically the first step in
the process. -e search for primary studies is typically
carried out by exploring significant databases. Searching for
publications on digital libraries was an important phe-
nomenon for this systematic literature analysis. -e sig-
nificant databases were only incorporated because of
scientific indexes and their high impact factor. Using this
search query, researchers were able to find information on
interventions, comparisons, and outcomes. -e title of this
study was analyzed to determine the keywords that would be
utilized in a search. Cloud and computer science search
results were involved into this study.

-e selection criteria used in this study are critical since
they ensure that only relevant papers are reviewed. Hence,
the inclusion and exclusion criteria were used to select
relevant publications in the domain of community cloud
computing policy and research classification. According to
this selection criteria, abstracts with little or no specific
relation to the subject matter, as well as articles describing
study summaries and the like were excluded in this selection
process. It was decided to focus on cloud computing and the
community domain in the primary investigations. For this
study, a fundamental literature review on community cloud
computing is the main wording for this work.

4.3. Data Extraction and Publication Statistics. Articles rel-
evant to the community cloud computing strategy were
grouped into different classifications schemes.

-e results of a review of 51 publications are reported in
four dimensions: article distribution across the year, pub-
lication sources, research methodologies used, and cloud
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computing adoption factors and concepts. From 2010
through 2020, interest in exploring community cloud
computing adoption has increased enormously, as depicted
in Figure 1; however, the frequency did not the follow the
similar trend of community cloud interest phenomenon.

5. Discussion

-e study mainly focuses on community cloud computing
and systematic research approach based on articles classi-
fication theme. -e research may necessitate identifying the
sources of publishing. Graphs and tables used to analyze the
outcomes of the reviewed papers allowed us to determine
which study topics and kinds lacked sufficient articles. It was
found that certain topics had a high number of papers
devoted to them.-is study took into account variables such
as security, cost, and performance linked with cloud com-
puting as well as community cloud factors and research
technique based on specified article categories.

5.1. Applied Approach. -e results indicated that out of the
51 identified articles, 47% undertook experiments, 29%
displayed conceptual papers, and 8% were case studies on
the implementation and use of community cloud services,
6% was prototypes and surveys, 4% was exploratory studies,
and the total data set is as shown in Figure 2. In comparison
to quantitative studies, the findings show that qualitative
studies have contributed less to understanding community
cloud computing factors and concepts. In comparison of the
identified articles, more articles were published on experi-
mental, and conceptual research; however, minimum arti-
cles were published on prototype, case study, survey, and
exploratory study. On the other hand, there were no articles
on observation and literature review scheme. A quite con-
sistent study conducted by the [74, 75] on the cloud com-
puting literature review and they concluded the similar
finding which aligned with current study.

-ere are several interesting facets of this cloud com-
puting community research. For evaluation and validation
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Table 1: Community cloud factors.

(Concept)
(Factors)

Architecture Framework Model
Cost [18, 19, 22, 23, 26, 27] [33, 36] [46, 47, 49–51, 53]
Security [24, 25] [33, 35, 37] [45, 46, 50, 55, 56]
Performance [14, 20, 21] [33] [53, 56]
QoS [14, 20] [37–39], [40] [55]
Trust — — [46, 50, 55]
Accuracy [15] — [51]
Ease of use — [37] [46, 53]
Usefulness — [37] [46]

Table 2: Summary of limitations presented in adopting community cloud computing.

Concept Limitations Ref

Architecture

Expect to completely support Oracle-VM and suggest frameworks to demonstrate real-time resource savings and
automate network border protection [18]

Additional security solutions for the cloud service provider are also considered to find out the cost variation, length,
and other parameters in the real cloud environment [19]

It can be expanded to reduce the dependence on the master as a trustworthy central agent regarding the misbehavior
detection system and includes a tri rather than binary classifier based on the gravity of their threats [20]

-is architecture can be extended to broad-area networks using SINET L2VPN and VPLS services [21]
Components are being developed to calculate and account for contributions to and usage of the cloud CPR [22]

More on other model options to explore the model’s local functions, which are currently missing from OpenStack [24]
Best practices can also focus non-experts with more intuitive user interfaces to query using parallel programming APIs

in high-performance computing quickly [26]

It is needed to update community cloud systems to support several organizations
-e cloud protection structure of MeePo should be applied to multiple levels

Using strong authentication to advance the protection of data creation, and transition
[27]

(1) Physical attack protection so that it is not appropriate to trust the cloud provider and the cloud administrators
(2) Explore how redundancy can be transparently introduced into an overlay without migrating a VM to cover
hardware component faults

[28]

To focus on a deeper investigation of the possibilities for performance boosting based on populations and other
network metrics [29]

To extend the experiments and real use as the end-users become active [30]
Study for an in-depth understanding of mobile community specifications, the implications of cloud computing

infrastructure and mobile communities [32]

Framework

-e contribution to and utilization of cloud CPR is measured and accounted for in order to be able to spread the costs
equally and facilitate reinvestment, and the ability to identify and mitigate risks [34]

-e BAN logic and scyther instrument are used to validate the proposed protocol [35]
To examine the cloud providers’ non-functional functionality for the discovery and optimization algorithms of the

cloud service community [38]

Another noteworthy concern is the replica selection process as in the next step [42]
-e scheduling method will be further enhanced to use a fast collaboration process and other associated workflow

system application improvements [43]

Models

Pricing for PaaS and SaaS can also be further enhanced because of the service’s differential value and can be dependent
on transactions/use. [45]

Focus on this architecture’s full-scale implementation and how the cloud can be protected from the deliberate
malicious behavior of the cloud provider [47]

Includes multi-service implementations, reliance on the docker center, and ease of creating docker files [49]
Extend the proposed model to other cloud server services and applications in the community [50]
Explore a strategy to balance sustainability intelligently with many other success indicators [51]

Investigate the effect of the mutual implementation of internal and external integration activities on organizational
efficiency [53]

Identify configuration or security problems that could affect the services’ efficiency. [56]
-e assessment as a real community of OpenStack swift cloud implementation is needed [58]

To get input from the involvement of end-users to further form the creation of the components of the group cloud [66]
To determine the normalization and user attributes, create a suitable testbed [68]
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research, it is important to note that there are indications of a
lack of publication in particular domains. Using cloud
computing to do research is a boon for researchers since it
allows them to synthesize and display their findings in a way
that piques their interest. Because it is so easy to discover the
gaps in many areas of study, a community cloud computing
scheme without conducting a follow-up systematic literature
review offers a unique value of its own. It has been shown in
this work that there is a dearth of community cloud com-
puting studies that have been conducted in a systematic
manner.

5.2. Community Cloud Factors. In this study, community
cloud are influenced by many factors, including, cost, se-
curity, performance, QoS, trust, accuracy, and usefulness
[76] as shown in the following Table 1. In addition, eight
areas were also discussed in terms of tools, models, and
methods as well as in terms of the evaluation and validation
of solutions, as well as in terms of the evaluation of phil-
osophical and subjective research. -e observation is in
alignment with the funding obtained by [77] in their studies
on the systematic literature review on cloud computing
factors evaluation.

5.3. Limitations of the Research. -e following Table 2 shows
the limitation of previous studies that adopted community
cloud computing.

Based on earlier studies, there is a problem to determine
the factors affecting the adoption of community clouds in
higher education institutions from a decision-maker’s
perspective. -e analysis concluded that cloud computing
technology provides higher education institutions with great
opportunities and a need for a centralized, well-structured
framework. Different institutions of higher education are
deploying this cloud computing system. In addition, there
are some limitations in previous studies that are as follows:

(1) Consider security services for the cloud service
provider [22].

(2) Make span to evaluate other factors [22] such as cost,
availability, security, privacy, adequate resource,
compatibility, ease of use, usefulness, integration,
environment factors, complexity, QoS, and resource
access.

(3) Investigate the influence of the adoption of com-
munity cloud on operational performance factors
[50].

(4) Understand the factors that mitigate the risks [59],
such as privacy, availability, and confidentiality.

Based on these gaps, this work will cover the develop-
ment of the proposed standard comprehensive community
cloud framework using technology, organization, environ-
mental, human, security, and advantages factors. -ere is a
need for a well-structured conceptual framework to be
applied by different Saudi HEIs. -is study involves the
construction of a conceptual framework that considers the

technology, organization, environment, people, advantages,
and security that various Saudi HEIs could apply.

6. Conclusion

-is paper performed a systematic literature review on
community cloud adoption and the usage of community
cloud technologies in various sectors. An extensive analysis
was carried out from journals and conference papers that
have been issued during the time (2010–2020).

A systematic review of the literature was utilized to find
and collect the necessary research papers. -e study con-
cluded that community cloud computing technology offers
great opportunities to higher education institutions and that
a centralized, well-structured system is required. Various
higher education institutions are implementing this cloud
system. -e contribution to the field is the direction for
future research on the adoption of community cloud, to
support the overall growth of IS theory and to expand their
research and understanding of adoption decisions. Second,
we offer guidance to practitioners on the design and
implementation of community cloud services. -is research
offers valuable insights for both cloud service providers and
companies exploring the application of technology.

7. Limitations

-is study has concentrated on a systematic literature review
to different designated areas lacking in studies in terms of
community cloud regulation in a wider range of end users.
-e major limitation of this study is that the initial search
consisting of small number of articles; however, the numbers
of search articles should be increased a lot in varying
identified subject areas with community cloud factors. A
decision-point makers of view is needed to identify the
elements influencing adoption of community clouds in
higher education institutions.

8. Suggestions for Future

8.1. Work. -is study found that community cloud tech-
nology provides great opportunities and requires a well-
structured centralized, unified framework for various HEIs
to incorporate the cloud. Based on this paper, further work
will involve designing the proposed unified integrated
framework that uses adoption technology with numerous
factors and considering the previous limitations. -is sys-
tematic literature search process is restricted to journals,
conferences, and book chapters. As a result, only a few
dissertations and other electronic media sources, such as
periodicals and newspapers, can be considered for future
work.

Unfortunately, due to the connection constraints,
bandwidth and data transmit, data processing and syn-
chronization, and distributed nature of community cloud
computing environments, various problems regarding
community cloud computing environments still needed to
be resolved as future challenges.
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In this work, we propose and encourage the sending of an IoT-based domestic systems conditions small scale programmable
framework for grid-tie matrix converter that can efficiently be executed with low-control equipment plan with quick execution
capacity. +e proposed framework for matrix grid-tie converter has been performed based on an adaptive fuzzy sliding technique
and furthermore monitors the grid status through an IoT server. +e adaptive fuzzy sliding method was connected to the
framework, and a unity power factor was fulfilled alongside the wanted sinusoidal input and output results. +e proposed AFS-
based matrix converter has been validated through simulation using MATLAB software. +e control clock signals are generated
for the positive and negative clock pulses of the sequence. Here the sinusoidal reference signal is compared with the switching
frequency of the triangular carrier frequency. +e hardware results were also verified to validate the simulation. When diverged
from other standard techniques, the proposed AFS technique has achieved 97.23% efficiency in full load conditions.

1. Introduction

+e Internet of+ings (IoT) is a system and a perspective that
contemplates the inevitable closeness in nature of an im-
pressive proportion of things/objects. +e remote and wired
affiliations and exceptional tending to plans can interface with
one another and take part with various things or articles to
grow new applications/organizations and accomplish shared
goals. +e essential purpose of the IoT is to be an engaging
part to be related whenever, wherever, with anything and
anyone, ideally used in any case and any organization. +e
Internet of +ings is another transformation of the Internet.
+ings make themselves apparent, and they obtain learning
by settling on or enabling setting-related decisions because of
the way that they can give information about themselves.

Existing projects with connected grid systems that use the grid
conversion take into consideration the breeze turbine or
power age system. +e network converter generator terminal
voltage is predicted to be lower the frame voltage list because
the matrix bin converter is a down-stage converter. +e
network converter’s FRT function is tough to grasp. Both
observers changed their opinion on the grid converter scarcity
ride method.+ey can get information that has been gathered
by various means, or they can be sections of cutting-edge
organizations. Shrewd urban communities are requesting
conditions where a few zones of advancement meet to en-
hance socioeconomic improvement and personal satisfaction
considerably.

+e smart grid (SG) tie matrix converter, the intelligent
power grid, could be viewed as the unique instantiation of the
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IoT organization in the next future. +e whole power grid
chain, from the power control plant generation to the power
buyers (houses, buildings, mechanical offices, open lighting,
electric vehicles, splendid machines, etc.). Counting trans-
mission and dispersion control frameworks will be stacked
with information and two-way correspondence abilities to
screen and control the power organize wherever, at a brilliant
granularity and high precision. For instance, smart houses will
be equipped with smart meters and sharp contraptions, while
control generators and electric transmission and movement
frameworks will be outfitted with various sensors and actu-
ators. +e SG join matrix converter hopes to keep an even
harmonic between power generation and use by permitting a
fine-grained watch and control over the power chain because
of the unique number of two-way signals passing on smart
objects. +e Internet of +ings (IoT) will use a more quick-
witted lattice to empower more data. +rough the IoT,
customers, producers, and utility suppliers will reveal better
approaches to oversee gadgets, last ration assets, and spare
cash by utilizing keen meters, home entryways, brilliant fit-
tings, and associated machines. In this way, the bright lattice
grid-tied converter likewise requires the accompanying ability
besides the FRT prerequisites.

In the interim, a grid converter has likewise been pulled
into numerous considerations as a superior AC-AC converter.
+e lattice tie network converter is depended upon to achieve
higher capability, smaller size, and longer lifetime compared to
a standard back-to-back structure.+e entire power grid chain
is involved houses, buildings, mechanical offices, open lighting,
electric vehicles, splendid machines. Counting, transmitting,
and dispersing control frameworks will be combined with data
and two-way communication capacities to monitor and reg-
ulate the power arrangement wherever it is, with incredible
granularity and accuracy. Because the identifier of two-way was
passed on to smart objects, the SG join matrix converter aims
to maintain an equal harmonic between power generation and
usage by allowing fine-grainedmonitoring and control over the
power chain.+e breeze turbine, or power age system, is taken
into account in existing projects with tied grid systems using
the grid converter. But since the matrix bin converter is a
down-stage converter, the network converter generator ter-
minal voltage is expected to be lower than the frame voltage list.
+e FRT operation for the network converter is difficult to
comprehend.

+e grid converter scarcity ride strategy was revised by
both observers. It is proposed to reach a standard FRT
control protocol with (1) a steady FRT operation, (2) a
matrix-reacting current control, and (3) the generator tor-
que control in the middle of the voltage fall in a short period
of time. +e limitation of IoT devices is that cybercriminals
could be accessible to the network and acquire private data.
Because we are connected to so many gadgets on the net-
work, there seems to be a possibility that our data may be
exploited. +ey are completely dependent on the Internet
and therefore are unable to function properly without it.
+ere are numerous ways for systems to fail due to their
complexity. We will lose control of our lives and become
completely dependent on automation. However, it is im-
portant to comply with this control scheme since the current

generator adequacy is simply regulated, and the receptive
power (d-axis) is retained at zero. +e device converter
cannot, however, meet the FRT specifications for structure
current at more than 43% voltage drop due to the sup-
pression of the generator current.

+is paper proposes an AFS technique for extending the
fastening grid converter FRToperation.+e current q-axis is
constrained by the snubbed mechanism, and the current
d-axis is sent to a voltage source inverter of a frame converter
on the network circuit. +e proposed technology keeps the
q-axis current and creates a d-pivot current to expand the
engine current. +is helps to raise the grid current obtained
to prolong the FRTprocess. +is research paper is organized
into four sections: Section 1 describes the introduction, the
research background is described in Section 2, Section 3
describes the result and discussion, and finally, the con-
clusion part is described in Section 4.

2. Research Background

Several documents based on open winding topology based
on the matrix converters. +is topology comprises a total of
18 22 switches (that is, 36 IGBTand diodes) and is organized
point by point in the data with the simplest output voltage of
1.5 times the voltage [1]. As the double matrix converter
framework is shown, a control unit was suggested for re-
duced mode voltage in the storage terminals [2, 3]. +e V/F
approval engine’s open-circle control scheme will display
exploratory results. In a modulation method, [4, 5] is
expressed in order to decrease the CMV and tests are carried
out with a particular resistive load. Moreover, the dual
matrix converter conspire has been widely considered for
applications in multiphase open-end ACwinding drives. For
instance, a topology parallel matrix converter [6] 3–5, a total
of 60 power gadgets are required, and a switching technique
for reducing CMV is being proposed. +e structure was
experimentally tested with a 5 kW, 5-arrange recorder
motor. In the same vein [7], the proposed adjective tech-
nique should take the CMV out and expand it to a selection
method stack with a double matrix converter configuration
of 3–7 (96 IGBTs and diodes required).

+e structure consists of an asynchronous PM machine
(EM) that is related straight to the internal consumer diesel
engine. +e active neutral point converter (ANPC) on the
EM is connected with a bidirectional DC/DC interlaced
multiarrange converter that interfaced with the dc battery
[8]. +e DC/DC converter is interconnected [6]. +e ar-
chitecture of the electric drive, the control subjects, and the
power converter are expressed in this work. +e repro-
duction of a hybrid structure includes a prototype test lo-
cation consisting of two external magnet-synchronous
magnet rotor devices at the same speed and connected to the
same shaft [9]. A concept research scale based on prolif-
eration and testing, used as the building square, are two or
three difficult voltage restorer converters and the vector
transform converter (VeSC) (DVR). +ey discuss their work
aspirations and suggest diminishing exhibits. Effects have
been introduced on limited models [10]. +e device’s key
function is the creation of a wireless sensor network in
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various regions and multiple converters [11]. Wireless
sensor networks are commonly used in domestic comput-
erization, process monitoring, and wellness management
systems. If the controller lacks the network harmonic
voltage, the interval transition is constant and thus the FCM
is calculated. +is can be done if the controller [12] uses a
well-designed phase loop (PLL) or if the controller has a
short bandwidth. It fulfills this requirement. +e leading
matrix approach is based on the IoTapproach, which allows
active multiport network matrices to be expanded. Multi-
inverter and multiconverter realization are only feasible for
operational amplifiers (n+m), [13].

All the systems mentioned above have a problem with
grid-tie matrix converters, so this work proposes a novel AFS
method-based grid-tie matrix converter module to solve all
the issues. +e topology uses two modules for specific and
autonomous grouping voltage synthesis [14]. +erefore, the
roundaboutmatrix converter proposed here canmake up for
adjusted and additionally lopsided voltage hangs/swells.
Every module is acknowledged as utilizing a vector-
switching matrix converter [15]. +e whole topology is vi-
tality storage free, and every module is beat width regulated
using straightforward DC duty proportions. +is work gives
points of interest in the indirect matrix converter modeling,
identical circuit, and feedback controller plan.

+e general architecture of the proposed convertor system
is shown in Figure 1.+eAC input source has been taken, and
it can be associated with a bidirectional rectifier for control of
the indirect matrix converter. From that load, the particular
parameters are ascertained and put away by utilizing dis-
tributed computing [16]. By using closed-loop control, the
IoT benefit has been associated with PC and server, so we can
see/observe the parameters esteems on the web or by utilizing
a cell phone [17]. +e Internet of +ings gives plans for the
coordination of information advancement, which suggests
hardware and software computer programs are being utilized
to store, recoup, and process data that joins electronic
structures used for collaboration between individuals or social
events. Since the AFS voltage exchange proportion of the IMC
employing the PWM strategy is expanded, it brings about a
decrease of THD and enhanced productivity.

2.1. IM Converter Circuit Design. +e proposed indirect
matrix converter circuit diagram is shown in Figure 2. +e
LC filter, bidirectional rectifier, and clamp circuits are the
main components of this circuit [18]. A clamp circuit
compared to film capacitor Cc, third harmonic current
injection, fast recovery DC response, and voltage source
converter. +ree bidirectional switches, an inductor, and
bridge legs response are comprised of current third har-
monic injection. Under ordinary operation conditions, just a
single of the three two-way switches is swung on to infuse the
harmonic current into the corresponding input stage. As
indicated by the prerequisites of the load, the voltage source
converter provides variable frequency, amplitude, and three-
phase output results. +e clamp circuit is utilized to retain
the power put away in the spillage inductance of the load
when the framework shuts down.

2.2. IM Working Principles. +e working standards of IMC
are portrayed as being based on for the switches As+, Bs+,
and Cs+ of the rectifier, the change joined to the info stage
with the most noteworthy voltage is put away; for the
switches As−, Bs−, and Cs−, the change associated with the
information stage with the least vitality is continued. +e
switches Ys+ and Ys− in the third-symphony current in-
fusion circuit are controlled to frame the third-consonant
current iy coursing through the inductor Ly.

+e bidirectional switch associated with the input or-
ganizes with the most diminished preeminent voltage keeps
on implanting the third-symphony current. For instance,
when the data voltages satisfy ua> ub>UC, switches As+
and Cs− in the rectifier and the bidirectional switches Bys
and Bsy in the harmonics current implantation circuit are
turned on, as shown in Figure 3, and whatnot. Like this,
sinusoidal three-phase input streams and controllable power
factors are practical.

2.3. AFS Algorithm Design for Proposed Converter. +e AFS
system uses neural network architecture to optimize the
membership function of the adaptive fuzzy logic con-
troller. Figure 4 illustrates AFS controller with two inputs;
error (e (k)) and change by mistake (∆e (k)) is modeled as
follows:

e(k) � iref − if,

Δe(k) � iref − if,
(1)

where iref � reference current, if � filter output, e(k)� er-
ror, and Δe(k) � error corrected result.

+e training membership function is obtained using the
proposed AFS controller. +e inputs are switched into
linguistic variables [19]. In this case, five adaptive fuzzy
membership functions are defined; NB, NS, Z, PS, and PB.
+e membership functions utilized for previously, then after
the fact, training is shown in Figure 5.

Figure 5 plots the AFS set of the error and change error
data which has triangular interests. +e proposed AFS picks
the change in control concerning voltage to supplant the
dedication cycle of the pulse width modulation (PWM) to
increase to decrease the voltage until the point that the point
when the power is most remarkable, as it appears in Figure 3.
AFS has two wellsprings of data, which are: botch and the
modification in error; and one output managing the pulse
width direction to control the DC-to-DC converter. +e two
AFS input factors, error E and change of error CE, at
inspected times k described by

Error(k) �
P(k) − P(k − 1)

V(k) − V(k − 1)
,

Change Error(k) � Error(k) − Error(k − 1),

(2)

where P(k)� power of energy generator and Error (k)� load
operation point.
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While the moving direction of the point expresses the
change of the input error, the AFS consists mainly of three
blocks: fuzzification, fuzzy rule, and defuzzification.

Figure 6 represents the AFS set of the Iref output with
triangular memberships. +e surmising mechanism is assessed
from the arrangement of errors by utilizing control rules.

Table 1 demonstrates the desired connection between the
input and output factors regards to the membership
functions.

2.4. Working Procedure of Adaptive FUZZY Sliding (AFS)

(1) At the start, the introduction of the info factors called
the parameters is done, which is in a parallel shape,
and the information factors are a fuzzy field.

(2) After information fuzzification, output fuzzification
is finished by applying fuzzy administrators like
AND or OR administrators.

(3) Membership capacities are characterized and are
figured to track the given info/output information.

(4) +e parameters related to the enrollment work
changes through the learning procedure.

(5) Fuzzy principles are made based on the information
yield relationship of the framework.

(6) After making rules, the accumulation of different
yields is done, and afterward, the resulting capacities
are defuzzified to get an ideal yield.

(7) +e gathered output is then prepared by applying it
to the neural system through the following propa-
gation strategy.

(8) +e error is diminished by performing different
emphases in the neural system, and we get a
streamlined yield.

(9) +e suggested framework for matrix grid-tie con-
verters are based on an adaptive fuzzy sliding ap-
proach and also monitors grid status through an IoT
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server. +e framework was coupled to the adaptive
fuzzy sliding approach, and a unity power factor was
achieved along with the desired sinusoidal input and
output outcomes.

2.5. Pseudo Code for IM Converter
2.6. AFS Algorithm for Cloud Server Side. +is section dis-
cusses how neighborhood information is obtained and the
stacking of indirect parameters of the matrix converter in the
IoT. In addition, the proposed AFS strategy is given. When
the proposed AFS technique is shown to the various centers
differently from existing traditional systems such as PID,
FUZZY, and ANFIS, the data collection speed and the logical
outcome are high. Two and three IoT units represent a pa-
rameter, and this benchmark quantifies the IoT contractual
qualities of the groups squeezed from the sender near the
zone, bunch inaction in the senders near the zone, and the IoT
unit differentiation into the goal unit.+e probabilities of shift
for the relationships can be found for these characteristics.
+ese attributes are objectively presented as follows:

+rough linking the electrical power supplied to the IMC
and the mechanical energy supplied to the whole device, the
IMC dependent on AFS can be tested. +e above-listed
algorithms have ideal results for an indirect matrix converter
unit power factor.

3. Results and Discussion

Simulation is performed using SIMULINK/MATLAB as
shown in Figure 4. +e SIMULINK library incorporates

inbuilt models of numerous electrical and electronic seg-
ments and gadgets, for example, diodes, MOSFETs, capac-
itors, control supplies, etc. +e circuit components are
associated according to outline without error, the parame-
ters of all parts are designed according to prerequisites, and
reproduction is performed.

+e above Figure 7 demonstrates the SIMULINK model
of an indirect matrix converter utilizing an AFS controller.
+e hardware points of interest of the proposed framework
converter particulars are given in Table 2 and equipment
setup is shown in Figure 7.

Figure 8 above shows the current source and the
quick reactive power, both with reactive and reactive
power. At first, the weighting factor C is set to zero, with
the goal of preventing active control. +e upper load
current THD is 2.37% satisfied by this result, while the
lower load current THD is 2.23%. +e transitory reactive
power minimization is performed, and the actual THD
source is 21.73%.

+e hardware structure of the proposedmatrix converter
topology is seen in Figure 9. MOSFETs are used for both
optional and low voltage switches. High-voltage side
switches are identified by IGBTs. Programmable system-on-
chip (PSoC) for the transmission of PWM signals and
changes in the final goal for the two-fold platform converter,
taking into account the voltage and current recognized. +e
deliberate forms of the wave show separately.

Figure 10 shows the GUI window, which is the controller
module, where the data is changed over to the extraordinary
regard using increment factors and a while later shows the
characteristics and processed adequacy. In fact, even with the
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Table 1: AFS rules.

C_E Very small Small Medium Large Very large
Very small ZO NS PS PS NS
Small NB ZO PS PS NS
Medium PB PB ZO NS NS
Large PB PB NB ZO NS
Very large NB NB NB ZO NS
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Input: a source of the indirect matrix converter.
Output: motor.
Begin
Every pattern of power Pi from IMC
Vout � every pattern generation (Pi).
Source voltage Vs � 

size(cp)
i�1 VoutPi

End
To select the maximum power
Power(P) � Max(∀(Vi(VS)))

Activate the designated MOSFET Mi.
Pattern generation(PS) � Mi, C1, C2, Cn{ }, V1, V2, V3 . . . Vn{ }, Vi 

Perform pattern generation
CP �  Pi(CP) + PS

Stop.

ALGORITHM 1: Pseudo code for IM converter.

Input: indirect matrix converter’s values
Output: load M
Input voltage�Vin
Begin
Load 9val hi, h20

If h2�null
return h1
else

return xmeld (h1, h2);
end
Procedure return xmeld (val h1, h2);
IF h1�null
return h2;
If item(h1)> item (h2)
H1↔ h2
(1child (h1), rchild (h1)← (xmeld(rchild(h1), h2), 1child(h1));
return h1;
Stop.

ALGORITHM 2: AFS algorithm for cloud server side.
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issues in data transmission utilizing the WSN in a couple of
circumstances, the structure will have the ability to convey
supportive watching information, since all getting ready is done
over the framework. +e going with deficiency examination is
used as a piece of the arranged solicitation, like voltage, current,
suffering state error, FFT, and THD checking.

Figure 11 shows that the sophisticated and adaptive, fluid
sliding control approach has made it powerful to carry out
inquiries into various algorithms rather than different
techniques.

Figure 12 illustrates a cloud-based safety evaluation
using multiple methods, and it shows beyond question that

Table 2: Design parameters.

Parameters Symbols Value
Input voltage range Vin 20V
Output voltage Vo 440 v AC
Output power Po 1.29KW
Magnetizing inductance Lm 310 μH
Leakage inductance Lik 15.8 μH
Quality factor 0.61
Resonant frequency Fr 3.84KHz
Switching frequency Fs 3.84KHz
Resonant capacitor Cr 1.09 μH
Snubber capacitor CT1, CB1 6.8 nF

Figure 8: IM converter voltage and current.

Figure 9: Hardware setup.

Figure 10: GUI snapshot of the cloud server.
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Table 3: Comparison of features from different algorithms.

Compared features PI control FUZZY Dynamic soft switching AFS
Cost High High Medium Low
Physical structure Big Big Small Small
Resistance to work environment High High Medium Low
Finding fault Difficult Difficult Easy Very easy
Communication Difficult Difficult Very easy
Production planning Difficult Moderate Easy Very easy
Security Low Moderate Low High
Monitoring data Unavailable Moderate Difficult Very easy
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AFS has improved its precision compared with other
techniques.

Figure 13 shows the correlation of results obtained from the
execution of the different techniques for data classification in
the IoTserver. When contrasted with other regular techniques,
the proposed AFS strategy has a lower false classification rate.

+e above Table 3 analyzes the correlation features of a
different algorithm. When contrasted with other conven-
tional methods, the proposed system gives a perfect result.
From the most basic assessment played out, the proposed
AFS procedure has been surveyed with various parameters
and has conveyed precision when compared with another
customary methodology.

4. Conclusion

In this work, we proposed an indirect matrix converter that
has the collective focal points of voltage control ability from
an indirect matrix converter utilizing adaptive fuzzy sliding
methods of IoT, including in nature interleaved operation,
wide direction extend, low part focus, little output swell,
adaptable pick-up augmentation, and high effectiveness.
+e proposed topology has decreased the multiple-faceted
design that is suitable for large-scale output mix, relative to
other customary developments such as the tapped inductor
approach, multi-inductor transfer strategy, or trans-
forming strategy. +e proposed AFS-based matrix con-
verter has been validated through simulation using
MATLAB software. +e control clock signals are generated
for the positive and negative clock pulses of the sequence.
Here the sinusoidal reference signal is compared with the
switching frequency of triangular carrier frequency. +e
hardware results were also verified to validate the simu-
lation. As compared to other conventional methods, the
proposed AFS technique has achieved 97.23% efficiency in
full load conditions.
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,e exploration reported here is aimed at obtaining the geographic information and ecological information of the user’s specific
location to understand the real-time needs of the user and provide users with accurate and timely services. Firstly, intelligent
sensing and positioning technology is introduced under the background of big data. ,en, the Geographic Information Systems
(GIS) and Location-Based Service (LBS) technology are sketched out. Besides, an environmental intelligent perception and
positioning model is proposed based on the GIS technology, LBS technology, and visible light propagation model. Finally, the
proposed model is verified by experiments. ,e research results demonstrate that the environmental intelligent perception and
positioning model can improve the positioning ability and efficiency of the users’ location and significantly enhance the accuracy
of the location of the target. ,e positioning accuracy of the positioning system based on GIS combined with LBS reaches more
than 80%, meeting the positioning requirements in daily life.,erefore, the research reported here provides a new perspective and
new method for intelligent perception, makes a guarantee for further improving the efficiency of user work and life, and sets an
example for future research.

1. Introduction

With the further expansion of China’s urban scale, the in-
creasing population, and the continuous development of
various electronic information technologies, the emer-
gence of diverse intelligent technologies and equipment
has completely changed the life and learning style of
people. Smart devices carried by device users and the
growing popularity of Internet of ,ings (IoT) facilities
can not only connect to the Internet anytime and any-
where, but also feel the user’s movements and changes in
the environment at any time. When the smart device can
obtain the user’s movements and the changes of the
surrounding geographical environment and ecological
environment, it can help users to improve their limited
perception range [1, 2] and help users to expand their
perception.

Big data technology refers to the application of big data
to solve problems. Big data denotes a large-scale data col-
lection that greatly exceeds the capabilities of traditional
database software tools in terms of acquisition, storage,
management, and analysis [3]. It has four major charac-
teristics, namely, massive data scale, fast data circulation,
diverse data types, and low value density. Intelligent per-
ception involves visual, auditory, tactile, and other per-
ceptual abilities. Both humans and animals can interact with
nature through various intelligent perception abilities. For
example, autonomous vehicles obtain intelligent perception
ability by sensing equipment like laser radar and other ar-
tificial intelligence algorithms [4]. Machines have more
advantages than humans in perceiving the world, since
human beings perceive the surroundings passively, but
machines can perceive the environment actively, such as
laser radar, microwave radar, and infrared radar. Either a
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sensing robot like Big Dog or an autonomous vehicle takes
full advantage of neural network technology and big data,
and consequently themachine has become increasingly close
to humans in terms of perceptual intelligence [5, 6].

Geographic Information System (GIS) [7], also known as
geographic information science, refers specifically to a fixed
and vital spatial information system. GIS is a special system
for the collection, analysis, and management of partial or
overall Earth surface information with the support of
computer technology and various computational detection
methods. Location Based Services (LBS) [8] technology is a
means of using various positioning technologies to obtain
the location information and the basic services of the mobile
network. For intelligent systems, spatial positioning software
can capture and collect location information and other
spatial and attribute information, automatically extract the
information of interest from the data, and display the in-
formation to users in the form they want. Mobility, distri-
bution, individual perception, and popularization are the
most fundamental characteristics of this system.

,e different luminance and angle of visible light in
different spaces are analyzed based on the visible light
propagationmodel. Besides, the GIS technology is combined
with LBS technology to establish an environmental intelli-
gent perception and positioning model. Finally, the model is
verified by experiments. ,e research reported here enriches
the development of intelligent perception and positioning
technology in China from a new perspective and provides
more convenient behavioral guidance for the majority of
users. ,e positioning system combining LBS and GIS re-
ported here can provide high-precision positioning, and the
positioning accuracy in a complex environment is also about
80%. ,ese outcomes lay a solid foundation for the rapid
development of urbanization and the planning research of
urbanization in China in the future.

2. Construction of the Intelligent Perception
and Positioning Model

2.1. Big Data and IoT Technology

2.1.1. Big Data Technology. Big data refers to the data set that
cannot be captured, managed, and processed by conven-
tional software tools within a certain period. It is a massive
and diversified information asset with high growth rate that
requires a new processing model for stronger abilities of
decision-making, insight, and optimization [9, 10].

Here are the multiple advantages of big data:

(a) Better decision-making: big data analysis can pro-
vide business decision-makers with the data-driven
insight they need to help enterprises compete and
develop their business and improve productivity. In
addition, the insights gained from these analyses
often enable organizations to improve productivity
more widely throughout the company and reduce
costs.

(b) Improve customer service: social media and cus-
tomer relationship maintenance systems can provide

enterprises with much information about their
customers. Naturally, they will use these data to serve
these customers better.

(c) Fraud detection: another common use of big data
analysis is fraud detection, especially in the financial
services industry. One advantage of big data analysis
systems that rely on machine learning is that they are
excellent in detection.

(d) Increasing revenue: when organizations use big data
to improve decision-making and customer service,
increasing revenue is usually a natural result, im-
proving flexibility.

(e) Better innovation: innovation is another general
interest of big data.

,e most prominent feature of big data is the huge size
beyond the analysis capability of traditional data processing
software such as Excel andMySQL.,is also means that in the
big data era there will be completely different processing
technologies for either data storage or data processing, such as
Hadoop and Spark. Within the enterprise, data experiences
various processing processes from production, storage, anal-
ysis, to application, and interrelates with each other, forming
the overall architecture of big data. Figure 1 illustrates the basic
architecture of big data [11].

For big data technology, there are usually the following
processing steps for data before the finalizing data report or
algorithmic prediction by data:

(a) Data acquisition: it refers to the synchronization of
data and logs generated by the application into the
big data system.

(b) Data storage: massive amounts of data need to be
stored in the system to facilitate the next use of
queries.

(c) Data processing: the original data needs to be fil-
tered, spliced, and converted to be finally applied,
collectively called data processing. Generally, there
are two types of data processing. One is offline batch
processing, and the other is real-time online analysis.

(d) Data application: the processed data can provide
services to the outside world, such as generating
visual reports, providing interactive analysis mate-
rials, and providing training models for recom-
mendation systems.

2.1.2. IoT. ,e IoT technology is an emerging information
service architecture based on the Internet and recognition
technology and communication technology, which was
proposed in 1999 at Massachusetts Institute of Technology
in the United States. ,is architecture aims to enable the
information technology infrastructure to provide safe and
reliable commodity information through the Internet, and to
create an intelligent environment to identify and determine
commodities to facilitate information exchange within the
supply chain. ,e increasingly booming IoT technology at
present has brought changes to all aspects of human life, but
also brought a series of urgent technical and ethical issues,
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security issues, and legal issues to be addressed. ,e IoT on
the user side is usually deployed in the device domain,
network domain, data domain, and application domain,
which empowers the device with the ability of intelligent
perception, automatic assembly connection, and deploy-
ment strategy. Besides, IoT devices can solve the problem of
data concentration and provide local business logic and
intelligent service [2, 12]. Figure 2 reveals the architecture of
IoT.

,rough Figure 2, the IoT architecture is primarily
composed of three layers, namely, two perception layers
and a network layer. ,e perception layer consists of
intelligent terminals, local networks, virtualization, and
operating systems. ,e network layer mainly contains

networks, wireless networks, and wired networks. ,e last
perception layer is a port mainly responsible for com-
munication and service. ,e first perception layer
transmits information to the relevant perception layer
through the network layer, thus forming the universal
interconnection of IoT.

Big data technology and IoT technology complement
each other. ,e IoT is the “Internet of things connected to
each other.” ,e perception layer of IoT generates massive
data, greatly promoting the development of big data. Sim-
ilarly, big data applications also play the value of the IoT,
which in turn stimulates the use demand of IoT. ,e in-
telligent perception and positioning technology studied here
cannot be separated from the support of IoT and big data
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technology. Big data technology provides abundant data
resources for intelligent perception. ,e accurate position-
ing of an object can be easily determined according to data,
which not only realizes intelligent perception but also
provides convenience for the demanders. Similarly, the IoT
technology can integrate all resources, including relevant
positioning data, through its own broad channels, to meet
the various needs of the masses. ,e IoT technology and big
data can provide impetus for the rapid development of
intelligent sensing and positioning technology. In turn,
intelligent sensing and positioning technology can enrich
the field of IoT, and they complement each other.

2.2. Positioning Technology and Behavior Perception System
Based on GIS and LBS. ,e system design follows the fol-
lowing principles: (1) security: system security and confi-
dentiality mainly refer to the security of system operation,
data security, and confidentiality; (2) practicability: the
practicability of the system is the premise of system
maintenance and operation and benefit creation, and the
primary goal of system construction; (3) advanced nature:
the system must have advanced solid nature, including
system design, operation platform, development tools, da-
tabase selection, and hardware equipment selection, all of
which should conform to the mainstream technology de-
velopment direction; (4) friendliness: the friendliness of the
system refers to the unified style, beautiful, and convenient
use of the interface.

2.2.1. GIS Positioning. GIS is a comprehensive discipline
combining geography, cartography, remote sensing, and
computer science, which has been widely used in different
fields. It is also a computer system for inputting, storing,
querying, analyzing, and displaying geographic data. GIS is a
computer-based tool that can analyze and process spatial
information (in short, it maps and analyzes phenomena and
events on the Earth). GIS technology integrates the unique
visual effect and geographic analysis function of maps with

general database operations such as query and statistical
analysis. Figure 3 shows the structure of the GIS system
[13, 14].

,e GIS system can be divided into the following sec-
tions: (a) developers, the most important part of the GIS
system. Before using the GIS system, developers need to
define the various types of data and tasks in the GIS system,
and write relevant programs. ,erefore, high-level devel-
opers are particularly important for the GIS system; (b) data:
the accuracy of data will directly affect the query results; (c)
hardware: the performance of computer hardware also di-
rectly affects computing power and the speed of data pro-
cessing; (d) software: the software includes the system
software of, database, and GIS software of the computer; (e)
process: the GIS system needs to clearly define tasks to
generate testable results.

2.2.2. LBS Positioning Technology. LBS positioning tech-
nology uses mobile terminals to connect the wireless
communication network or Global Positioning System [15],
to find the corresponding coordinate data of the user in the
database. ,en, the user’s geographic coordinate informa-
tion is combined with other information around the user to
provide location-related peripheral service information
[16, 17]. Figure 4 provides the fundamental structure of LBS
positioning technology.

2.2.3. Behavior Perception System. ,e positioning tech-
nology can be used to obtain the real-time physical state of
current equipment users, but the intelligent perception
technology is the foundation of the subsequent under-
standing of user information and surrounding information.
,e perception of the surrounding information is completed
by GIS system and LBS system, while the user behavior
perception requires the user perception system of the device.
,e sensor installed in the corresponding position of the
device is utilized to collect the user’s current state data and
analyze the data. ,e processed data is compared with the
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Figure 3: Structure of the GIS system.
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user’s behavior data set to obtain accurate services for dif-
ferent users [18].

,e system is mainly divided into the data layer, business
layer, transmission layer, and display layer. ,e data layer
contains the server data layer and terminal data layer server.
,e data layer is mainly responsible for storing spatial data,
attribute data, and map data, while the terminal data layer is
responsible for storing system pictures. ,e business layer is
responsible for data reading, transformation, analysis, and
requests and responses to client data. ,e transport layer is
responsible for data transfer, mainly via the mobile Internet.
,e display layer is responsible for displaying attribute data,
spatial data, data operation, etc. Figure 5 reveals the
structure of this system.

2.3. Indoor Perception and PositioningModel Based onVisible
Light

2.3.1. Module Composition. System A is designed as an
indoor positioning system based on visible light, which is
composed of several modules shown in Figure 6. Table 1
indicates the operation flow of System A [19, 20].

In addition, the corresponding protection mechanism is
set up, since the environment of the system application is
relatively complex and changeable. When the environment
in which the device is deployed changes (such as commu-
nication equipment falling from the height or being loaded
into the container by the user), the system operation will be
disturbed. ,en, the protection mechanism with excellent
system stability and robustness will first determine the

obtained data to exclude the input value obtained under
abnormal conditions. If it is the output value obtained under
abnormal conditions, the system will adjust the weight of the
particles. Otherwise, the system will run according to the
previous process.

2.3.2. Visible Light Receiving Model. ,e direction of the
user’s handheld device significantly impacts the visible light
intensity. ,is paper uses the mobile camera as the visible
light receiving device. ,e visible light intensity is signifi-
cantly affected by the orientation of the device held by the
user.,erefore, when the device is laterally twisted or yawed,
there is an appreciable impact on the light intensity received
by the device. However, the horizontal rotation has little
effect on the light intensity received by the device, so the
following model is obtained [21–23]. Figure 7 is the light
incidence diagram.

In Figure 7, ϕ represents the radiation angle of the light
source, θ denotes the incident angle of the light source, and d
refers to the distance from the light source to the device
receive. Among them, two variables are fixed to test the
relationship between the third variable and the received light
intensity. Hence, the propagation of basic visible light can be
described as follows:

J � L0
cos ϕ · e

− (θ/2)2

d
2 . (1)

In (1), when L0 equal to the received light intensity θ + 0,
d� 1m, and J� 1.
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Considering the robustness of the device, it is necessary
to simulate and set up a defense mechanism for various
interferences. For example, consider the following:

(a) Different devices have different efficiencies in their light
collectors, which will result in pronounced differences
between the light data sequences collected by different
devices even if the user’s actions and routes are identical.
,erefore, the received light intensity values here are
normalized and transformed it into the closed region
[0, 1]. ,en, the system can use the dynamic time
warping algorithm to normalize the collected light data.

(b) Obstacles blocking light: since obstacles will make
the light intensity data collected by the light sensor
different from the actual value, a function b(l) is set
to describe this. If the light is not covered, b(l)� 1.
Otherwise, b(l)� 0.

(c) ,e condition of multiple light sources: when there
are multiple light sources in a scene, which are
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distributed densely, the received light intensity
is likely to be affected by multiple light sources.
At this moment, it is insufficient to only consider
the influence of a single light source. ,erefore,
the following theoretical model is used for
analysis: set a region containing n light sources,
and the received light intensity data at m posi-
tion are collected, as shown in the following
equations:

Jj � 
n

i�1
Lsij, (2)

Jj � 
n

i�1
L0i · pij, (3)

pij �
e

− θ2ij/δ
2  cos ϕij

d
2
ij

. (4)

Among the above three equations, ϕij represents the
radiation angle of the light source i, θij signifies the incident
angle of the light source i, and dij denotes the relative
distance of the light source i. Meanwhile, L0i is the matrix,
which is calculated according to

Ji  � pij  L0i . (5)

(6) describes the complete visible light model, and (7)
illustrates the three-dimensional position of the light source
i. Moreover, (8) indicates the position vector of the
equipment, while (9) shows the direction vector of the
equipment. Among them, di, ϕi, and θi are the radiation
angle, incidence angle, and relative distance of the light
source i.

J(c, v) �  i∈[1,n]

b(Li)�1

L0i

e
− θ2ij/δ

2  cos ϕij

d
2
ij

, (6)

li � lix, liy, liz , (7)

c � cx, cy, cz , (8)

v � vx, vy, vz , (9)

di � li − c


. (10)

2.3.3. Positioning Scheme. ,e principle of the positioning
module is to use the movement of the device holder to
weaken or even eliminate the error caused by the single
light-source receiving system, to obtain the current specific
location information of the user. ,erefore, L(t) is denoted
as the receiving light intensity of the light source at the time
t, and G(t) represents the gyroscope parameters of the
collected equipment. Besides, D(t) denotes the rotation
matrix data of the collected equipment, and V(t) shows the
direction of the equipment. ,e step number of the
equipment owner is indirectly calculated by collecting the
acceleration of the equipment. ,erefore, the data input of
the positioning module contains L(t), G(t), D(t), and V(t).
After operation, the system outputs real-time position in-
formation and the three-dimensional coordinate position,

Table 1: Operational process of indoor positioning system based on visible light.

Step Module Operation

1 Visible light
sensor Collect received light intensity

2 System Collect the corresponding acceleration sensor data and gyroscope sensor data

3 Positioning
module

A series of candidate positions are generated according to the current scene, or candidate particles are selected in
a particle filter

4 Pedometer ,e RLS sequence collected in this step, the corresponding acceleration sampling sequence, and the gyroscope
sampling sequence are packed as the input of the positioning module

5 Positioning
module

,e received light intensity of each candidate particle is calculated by the designed visible light propagation
model

6 System

By comparing the received light intensity calculated by RLS and visible light propagation model, the system gives
each candidate particle different weights. Particles with weak weight and those violating scene restrictions will be
deleted. Further, the system checks whether the remaining particle sets meet the convergence requirements. If it
is satisfied, the system outputs the best candidate particle and constantly updates its location for real-time
tracking. Otherwise, the system is ready to accept the user’s next data input. In this process, the last round of

surviving candidate particles is taken as candidate particles of the current calculation round

The light source

Equipment

v
Light

θ

Φ

Figure 7: Incidence of light.
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step size, and moving direction of the user. ,e steps of the
positioning scheme are as follows [24].

a. Initialization. Firstly, numerous particles are distributed
discretely in the three-dimensional space. ,e i-th scattered
particle is denoted as P(i). Moreover, for each single particle
in the space, p ∈ P(i), and the state of the particle is rep-
resented by

pi � f(ω, c, s, o). (11)

In (11), ω refers to the possibility that this particle locates
in the same position with the device holder, while c denotes
the three-dimensional coordinates of the device holder, and
s stands for the possible step size of the device user. Besides, o
stands for the orientation vector of the device user. Due to
the uniform distribution of particles in the space, the po-
sitioning perception system must select c, s, and o uniformly
and randomly and add different weights to the three pa-
rameters, respectively. ,e weight is calculated according to
(12), where |p(i)| is the number of particles in the space
system.

ω �
1

|p[0]|
. (12)

,e mobility of the device holder leads to the iteration
calculation of the system in the case of the original initial
particle distribution, as the basis of the calculation of the
next state. ,e state of the newly generated particles is
calculated according to the particle distribution in the
previous state and the motion state of the device holder
during this period. Hence, the particles generated by a single
iteration are called sub-generations, represented by pc. ,e
original particle in a single iteration is called parent gen-
eration, denoted as pm. ,e single iteration time of the
system increases from ti to ti+1, during which the particle
state can be expressed as (13) and (14).

,e owner of the device has a mobility feature that allows
particles to operate continuously. ,e state of newly gen-
erated particles is calculated from the distribution of par-
ticles in the previous state and themotion state of the current
device holder. ,erefore, the particles generated by a single
iteration are called sub-generations, which are represented
by the symbol Pc.

pm � p[i − 1], (13)

pc � p[i]. (14)

When the solution of pc converges to a single particle and
its position, or the number of iterations passes a certain
threshold, the iteration will stop and the system outputs the
particle pbest of pc with the maximum weight. So the single
parent particle state for the parent particle set p(m) can be
written as, and the single sub-generation particle state can be
presented as (16).

p(m) � ωm, cm, sm, om( , (15)

pc � p[i]. (16)

According to the above equations, the step size of the
device holder is controlled in an annular range of r≤ s≤R.
Figure 8 displays the distribution of the walking interval of
particles to more vividly illustrate the dispersion interval of
particles [25].

,e sub-generation particle p(c) should fall into a ring
range r≤ |cc − cm|≤R, but if the particle p(m) falls outside
this range, p(c) needs to be removed from the sub-generation
set p(m).

After the i-th step, the time increases from ti to ti+1. In
this process, it is necessary to obtain the new received light
intensity data to update the weight ωc of the sub-generation
particle set p(c). ,e collected light intensity data is repre-
sented by the set {L}, and the light intensity data calculated
by the visible light propagation model is represented by the
set {H}.

,ere need to be 2| L{ }| spatial locations for the parent
particles and sub-generation particles generated during the
iteration time increasing from ti to ti+1, to obtain the smooth
data of set {H}. Each spatial position is denoted as ςk, andHk
denotes the light intensity corresponding to each position ςk.
,e corresponding occurrence time Tk of each position is
shown in

Tk � ti +
k

2 ςk 



· ti+1 − ti( . (17)

A large weight represents a high possibility of the user to
appear in the position, so when a position has the highest
particle weight, it is most likely to be the position of the user.
,e dynamic time warping (DTW) is in the established
system as the similarity detection method, with the relatively
simple purpose to measure the similarity of two time series
of different lengths. DTW is also applied widely, mainly in
template matching, such as speech recognition of isolated
words (recognition of whether the two voices represent
the same word), gesture recognition, data mining, and

R+Cm

r+Cm
r

R

Figure 8: ,e normal distribution interval of the particle.
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information retrieval. ,e basic principle of DTW is shown
in Figure 9, and the weight is expressed as (18).

When a location has a large particle weight, the user is
more likely to appear here. A new DTW algorithm is
established here, which is a method to measure the similarity
of two time series with different lengths. It has an extensive
application range, such as isolated word speech recognition,
and gesture recognition. Figure 9 reveals the fundamental
principle of DTW algorithm, and (18) describes the weight
[26].

ωc � exp −
DTW( L{ }, H{ })

K
 . (18)

2.4. Verification Experiment of the Visible Light Intelligent
Perception and Positioning Model. ,e received light in-
tensity calculated by the model is compared with the true
value of the received light intensity in the experiment to
verify the validity of the proposed model. Firstly, the gy-
roscope carrying the illumination test equipment is used for
illumination tests. ,e light intensity data is collected by
rotating the gyroscope into multiple angles and keeping it at
multiple specific positions near the light source. ,e ex-
ponential model is expressed as the traditional EXP model.
,e light propagation model is expressed as the EXTmodel,
and the real model is expressed as the TRUE model. ,e
mean square error is calculated according to

MSE(θ) � E(θ − θ)
2
. (19)

In (19), θ denotes the point estimate, and θ represents the
true value of parameters.

,e experiment is carried out on the proposed model
with one male and one female. Due to the height, the average
step lengths of the two subjects are different. ,e average

step length of the male is 0.88meters, and the average step
length of the female is 0.56 meters. Twenty indoor points are
selected as the starting point of the test, and 30 outdoor
points are selected as the starting point for walking [27].

2.5. Optimization and Classified Modeling for Heterogeneous
Training Sets. In data acquisition, various reasons lead to
category errors of detection objects, such as artificial in-
terpretation and evaluation of stratigraphic lithology errors.
When using these data with potential anomalies for mod-
eling, it is necessary to detect and correct the abnormal
categories of these data to improve the recognition accuracy
of the established model and enhance the generalization
ability of the model. Data analysis on massive data often
requires relatively high hardware and time costs. ,is paper
chooses to implement data analysis on the Hadoop platform,
a flexible structure to deal with different types of data quality
problems. One or more modules handle each type of data
quality problem. Hadoop is a distributed system infra-
structure making full use of the power of the cluster for high-
speed computing and storage. Users can develop distributed
programs without understanding the underlying details of
the distribution. Hadoop implements a distributed file
system with high fault tolerance and deploys it on low-cost
hardware; moreover, it provides high throughput to access
applications’ data, suitable for applications with a large data
set. It can access data in the file system as streams.

,e interactive module in the system provides an input
interface for both the files to be cleaned and the require-
ments of cleaning data. ,e result display module provides
the download link of cleaning data and compares dirty data
and cleaned data. ,e entity recognition and truth-value
discovery module is used to eliminate redundancy. Entity
recognition clusters tuples pointing to the same real-world
entity, and truth-value discovery is responsible for finding
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Figure 9: ,e basic principle of DTW.
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the real value in the conflict. ,e inconsistency detection
module finds the data part that violates the dependency rules
and repairs the data to the state that meets the rules. ,e
numerical filling part detects the missing part of the data and
fills it. It can select an appropriate module to deal with the
encountered data quality problems to optimize the data
quality and improve the quality of the constructed data set.
Due to the characteristics of the MapReduce programming
model, a problem is often decomposed into many simple
tasks, and a MapReduce round implements each task. ,is
“decomposition” is excessive in most cases, resulting in
redundant MapReduce. ,is paper appropriately merges the
convergent tasks and meets the conditions such as reducing
the number of MapReduce rounds and times of the original
system without changing the algorithm complexity and it-
eration terminability of the original system to achieve the
optimization purpose.

3. Experimental Results of the Visible Light
Perception and Positioning Model

3.1. Visible Light Intensity Test. ,e test of intelligent per-
ception and positioning model is inseparable from the test of
visible light intensity. To verify the scientificity of the en-
vironmental intelligent perception and positioning model,
comparative analysis is conducted on the test errors of light
intensity and the received light intensity at different incident
angles of several different models. Figures 10 and 11 provide
the comparison results and the deviation between simula-
tion values and real values.

As shown in Figure 10, the mean square error of the
model increases with the continuous growth of light in-
tensity. However, compared with the EXP model, the cal-
culated value of the proposed model is closer to the true
value, so the detection effect of the model is better than that

of the traditional EXTmodel. In Figure 11, with the increase
of incident angle, the deviation between the real light in-
tensity and the received light intensity detected by the model
is getting smaller and smaller. Besides, there is 50% prob-
ability that the error of calculated received light intensity is
within 10 LuX, and there is 95% probability that the error
keeps within 50 LuX. ,e purpose of this experiment is to
intelligently perceive objects according to the light intensity
of visible light.,e light intensity test proves that the error of
the visible light test is getting smaller and smaller, indicating
that the selected model is effective.

3.2. Positioning Accuracy Test. ,e precision of positioning
detection is the research focus in this experiment. Relevant
data such as gender and indoor and outdoor positioning
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precision is collected and studied to further improve the
effectiveness of the experiment. ,e results are presented in
Figure 12.

From Figure 12, the overall positioning accuracy in the
indoor is not as good as the overall positioning accuracy in
the outdoor, and with the increase of the step number, the
positioning accuracy increases gradually. When the exper-
imenter walks within 10 steps, the accuracy increases fast,
but after 10 steps, the accuracy increases rate of positioning
decreases. Furthermore, after 20 steps, the accuracy in-
creases slowly. Since step size of the male tester is larger, the
distance of male tester moving each step increases faster,
which is more conducive to the positioning accuracy.
,erefore, the overall positioning accuracy of the male tester is
always higher than that of the female tester. ,e radio fre-
quency identification technology and Ultra Wide Band
technology mentioned previously have limitations at that time,
cannot be implemented in a large area, and do not have
communication ability. In contrast, the environmental intel-
ligent perception and positioning model presented here is not
affected by space, so it can move indoors or outdoors for free.

3.3. Comparison of Positioning Accuracy. ,e analysis of
many matching results shows in Table 2 that the positioning
accuracy on the straight road is very high, reaching more
than 80%. At intersections and more complex sections, the
positioning accuracy is not very good, caused by the great
randomness of the travel direction at intersections and the
low prediction accuracy of steam travel direction and speed.
Increasing sample training and adding auxiliary parameters
may improve the prediction accuracy. In the case of rugged
roads, the position prediction algorithm can accurately lo-
cate the travel trajectory. Besides, the positioning error does
not change much over time. In addition, because the in-
terruption time of the positioning signal is generally short,
the position prediction algorithm can achieve more accurate
positioning in a short time.

4. Conclusion

A visible light positioning model based on the combination
of IoT intelligent perception system with GIS and LBS
technology is established to change the traditional intelligent
perception and positioning technology for electronic data
investigation modes. Firstly, the intelligent perception and
positioning technology under the background of big data is
introduced. ,en GIS technology and LBS technology are

adapted to propose the indoor perception and positioning
model based on GIS technology, LBS technology, and visible
light propagation model. Meanwhile, the front-end per-
ception of positioning work is used to achieve compre-
hensive data collection. Finally, the proposed model is
experimentally verified. ,e experiment proves that the
intelligent perception and positioning technology based on
GIS and LBS can improve the ability and efficiency of lo-
cation positioning for users, significantly ameliorate the
accuracy of location positioning for targets, and further
improve the efficiency of electronic data investigation.

,e vigorous development of mobile computing and the
upgrading of intelligent devices have revolutionized the
lifestyle of modern human beings. Obviously, the traditional
intelligent sensing positioning technology is inaccurate to
electronic data reconnaissance. An environmental intelli-
gent perception and positioning model is constructed based
on GIS technology, LBS technology, and visible light
propagation model. ,rough relevant experiments, the
following conclusions are drawn. (1) By comparing the light
intensity of the model reported here with that of the EXP
model and EXT model, the proposed environmental intel-
ligent perception and location model can not only provide
results closer to the real light, but also achieve the data with
decreasing error. (2) In indoor and outdoor positioning
precision experiments found that the positioning precision
indoors is not as good as outdoors.

Although the original expected research objectives have
been basically reached, and some valuable research con-
clusions have been obtained, due to the limited academic
literacy, there are still some deficiencies in the research work.
,e conclusions may be limited by the following two factors.
(1) ,e positioning accuracy of the model and the inter-
section becomes lower under the condition of weak light. (2)
Due to the problems of personal privacy regulations, many
practical application cases cannot be found for analysis.
,erefore, it is worth improving the model from the fol-
lowing two aspects in future research. (1) Develop weak light
recognition patterns and use more intersection location data
sets for model training. (2) More volunteers will be recruited
for consultation and practical testing.
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To improve the speed of global optimization algorithm, a class of global optimization algorithms for intelligent electromechanical
control system with improved filling function is proposed. By attaching the intelligent managing system improving algorithm and
the filling function procedure, the algorithm can stand out from the current particular optimal solution, avoid the phenomenon of
falling into the local favorable solution in the process of algorithm iteration, make the algorithm find a better solution, and
improve the efficiency of solving the multiextremum global improving problem. Multiextremum-seeking is an optimal control
technique that works with unknown conditions while assuming that measurements of the plant’s input and output signals are
accessible. /e presented work is for an electromechanical system which will handle the low accuracy and untimely tendency of
conventional systems which are used in various practical applications. Few learning algorithms have been developed to explicitly
optimize mean average precision (MAP) due to computational constraints. /e outcomes show that the convergence of the test
functions F6 and F7 is not good when the MAPID algorithm is only used for optimization. /e MAPID_FF algorithm not only
ensures the convergence and optimization precision of the two test functions, but also reduces the optimization time compared
with the filling function method. Compared with the filling function method, the improved algorithm has higher accuracy and
faster speed, and it is not simple to fall into the local optimum, so the global optimal value is more accurate.

1. Introduction

Since the 1990s, smart building technology has grown in
popularity. /is innovation serves a wide range of study
fields, including space vehicles, aviation, train and car sys-
tems, robots, heavy machinery, and medical equipment.
Noise and vibration are two examples of use. Common
components include a host structure, actuators, and sensors,

and a CPU that analyses data signals, a control law for
changing the structure’s characteristics, and integrated
power electron signals, a control law to adjust the structure’s
features, and integrated power electronics [1, 2]. Optimi-
zation is a powerful tool to solve practical problems, which
can be widely applied in many fields such as engineering,
production, and science. At the early stage of the devel-
opment of optimization theory, the research on it mainly
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focuses on the method and application of local optimization,
and abundant theories and solutions have been obtained in
the research of local optimization. However, with the rapid
development of computing science and technology, more
practical problem is modeled as an optimization model
required to the global optimal solution rather than the local
optimal value, which makes the global optimization become
the hotspot in the academic field, and global optimization is
becoming increasingly wide in the actual application and in
many fields, such as molecular biology, neural network, and
environmental engineering. It has been extended to many
important fields such as economy, science, national defense.
It is an indispensable numerical technique to calculate the
global optimal solution of the corresponding optimization
problem. /erefore, industrial departments, scientific re-
search institutions, and government departments pay high
attention to the research on the relevant theories and solving
methods of global optimization problem, and the in-depth
research on it has far-reaching application significance [3].

Due to the low accuracy and untimely tendency of
conventional particle swarm optimization, the reactive
power optimization control of an electromechanical system
based on fuzzy particle swarm optimization approach was
proposed. Working within the constraints of the operating
environment is the idea. /e network device loss was re-
duced by changing the voltage and reactive transmission
lines of the system, and a static reactive power optimization
mathematical model of the electromechanical system was
created. A control law for changing the structure’s char-
acteristics and integrated power electronics for singnals was
described in [4, 5]. /e control system optimization algo-
rithm uses the idea of “feedback” of the feedback control
system. In the closed-loop control system, the output of the
system is constantly approaching the set value of the system.
If the iterative process of the optimization algorithm can be
continuously approaching the global optimal, then the al-
gorithm can successfully converge to the global optimal
solution of the objective function. /e controller of the
feedback control system generally adopts the incremental
PID control strategy. At this time, the three parameters kp,
ki, and kd need to be set manually. Combining the neural
network technology with the traditional PID control, it can
solve the traditional PID controller to a certain extent, which
makes it not easy for it to carry out online real-time pa-
rameter tuning and other defects, and give full play to the
advantages of PID control [6]. /e proportional-integral-
derivative (PID) control approach is the most often used and
is well known in industrial control./e attractiveness of PID
controllers originates in part from their resilience in a wide
range of operating settings, as well as their functional
simplicity, which allows engineers to run them in a
straightforward and basic manner [7, 8]. /is forms the
neural network PID, referred to as PIDNN. Inspired by the
idea of particle swarm parallel computing and group
learning, the optimization algorithm of PIDNN was im-
proved, and the optimization algorithm of intelligent control
system MPIDNN was proposed (multiple control systems
compute in parallel and learn from each other, which has the
characteristics of “intelligence”). Because the global

minimum value of the objective function is not clear at the
beginning of the algorithm design, it is difficult to give an
appropriate system value. If the initial values of Kp, Ki, Kd,
and other parameters are not appropriate, the algorithmmay
not converge to the global minimum of the objective
function or the optimization accuracy of the algorithm is
very low. /e filling function method is a transformation
function method, which can solve the problem of initial
parameter setting and precocious convergence of the opti-
mization algorithm of intelligent control system. Combining
the optimization algorithm of intelligent control system with
the filling function method can not only reduce the difficulty
of parameter setting of the optimization algorithm of in-
telligent control system, but also shorten the optimization
time compared with the filling function method alone [9]. In
recent years, several diagnostic and prognostic models based
on statistical, artificial intelligence (AI), and soft computing
(SC) techniques have been proposed and get satisfactory
results. In this work, we apply the DE to optimize the control
parameter by reducing the mechanical friction of the worm
gear and reducing the fault occurrence due to friction in the
electromechanical control [10, 11]. PIDNN controllers have
recently been one of the most preferred approaches for
controlling complicated systems. Several robust and auto-
tuning options for improving the PIDNN controller’s
control and robust performance have been provided. An
adaptive PIDNN controller was presented. To improve the
convergence speed and prevent weights from being stuck in
local optima, the neural network was initialized using the
particle swarm optimization (PSO) technique. /e utility of
the proposed method is proved by actual evidence. /e PSO
approach, on the other hand, requires a long time to ini-
tialize the weights [12, 13]. Shi Dongwei et al. proposed an
efficient global algorithm for solving quadratic programs
with quadratic constraints. In this algorithm, we propose a
new linearization method to solve the linear programming
relaxation problem of quadratic programs with quadratic
constraints. /e proposed algorithm is integrated with the
global optimal solution of the initial problem, and numerical
experiments show the computational efficiency of the proposed
algorithm [14]. Metaheuristics can help policymakers and
decision-makers get the greatest results by lowering the cost
function. In this research, an improved grasshopper optimi-
zation algorithm (GOA) was proposed with a novel starting
approach to balanceGOA’s search capacity./e newmethod is
known as the Improved Grasshopper Algorithm (IGOA).
GOA is based on grasshopper swarms andmimics their natural
behavior [15, 16]. Yue and Zhang proposed a GOA algorithm
combining two strategies, namely, a new variant of PCA-GOA.
First, using principal component analysis (PCA) strategies to
obtain grasshoppers with small correlated variables can im-
prove GOA’s development capacity. /en, a new inertial
weight is proposed to balance exploration and exploitation in
an intelligent way, which gives GOA a better search capability.
In addition, the performance of PCA-GOA was evaluated by
addressing a number of baseline functions. Experimental re-
sults show that PCA-GOA provides better results than basic
GOA for most functions and other most advanced algorithms,
which indicates the superiority of PCA-GOA [9].
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With its efficiency and simplicity, the grasshopper op-
timization algorithm (GOA), one of the most recent met-
aheuristic algorithms, has a wide range of applications. /e
fundamental GOA, on the other hand, offers plenty of space
for development. As a result, a novel variation GOA algo-
rithm is suggested that combines the two techniques, called
PCA-GOA. To begin, the principal component analysis
approach is used to get grasshoppers with minimum cor-
related variables, which can increase the GOA’s exploitation
capabilities [17, 18]. Based on this, the control system pa-
rameter adaptive adjustment and multisystem parallel
computation are adopted to improve the control system
optimization algorithm, and the global optimization algo-
rithm of intelligent control system is proposed, which is
called MAPID (Multisystem Adaptive EPID). In the algo-
rithm of intelligent control system, the setting of the given
value of the system is a troublesome problem. It is limited by
the global minimum value of the unknown objective
function, and it is difficult for the objective function with
complex characteristics to use PID control strategy to
achieve high precision optimization results.

/e presented work is a global optimization algorithm
approach for electromechanical system to handle the low
accuracy and untimely tendency of conventional systems
which are used in various practical applications. It possesses
higher accuracy and faster speed and therefore its global
optimal value is more accurate. In addition, the setting of
initial parameters in the control decision will affect the
optimization result and the optimization speed. For this
reason, the filling function method is introduced to improve
the optimization algorithm of intelligent control system,
which is called MAPID_FF. In the simulation experiment,
the results of 7 standard test functions show that MAPID_FF
is superior toMAPID in optimization precision and superior
to the filling function method in optimization speed [19].
/erefore, machine learning is often used to improve ranked
retrieval systems. Despite its widespread application in
evaluating such systems, few learning algorithms have been
developed to explicitly optimize mean average precision
(MAP) due to computational constraints. Existing MAP
optimization approaches either fail to find a globally optimal
solution or are wasteful in terms of computation [20, 21].

/e practical application of the model has multidi-
mensional aspects. /ese machines employ switches and
relay circuitry to do sophisticated calculations. /ey may
discover system faults and offer retry commands based on
the programmed. Almost all moving equipment is powered
by an electromechanical mechanism. /ese systems are
found in the majority of electric motors, solenoids, and
mechatronics. Most of the equipment we use in our everyday
lives, from automotive electric windows and seats to dryers,
rely on these systems./e novel approach of the algorithm is
that it not only ensures the convergence and optimization
precision of the two test functions, but also reduces the
optimization time compared with the filling function
method. Few learning algorithms have been developed to
explicitly optimize mean average precision (MAP) due to
computational constraints.

2. Research Methods

2.1. Global Optimization Algorithm of Intelligent Control
System

2.1.1. Iterate Formula Definition. /e model of the single-
loop closed-loop control system is shown in Figure 1. /e
controlled object is the optimized objective function, R is the
given value of the system, and the control strategy adopts
PID algorithm. /e global optimization problem is to solve
the minf(x) problem, where x ∈ Rn. In order to simplify the
design of the control strategy, the commonly used PID
algorithm is adopted, and the parameter values in the PID
algorithm adopt the method of self-adaptive adjustment.
/erefore, this control strategy is called adaptive PID control
strategy (APID).

Definition 1. According to the APID algorithm, the iteration
formula of the independent variable x in the iteration
process is defined as shown in equations (1)∼(4):

Δ2Ε(k) � Ε(k) − 2 × Ε(k − 1) + Ε(k − 2),

ΔΕ(k) � Ε(k) − Ε(k − 1),

Ε(k) � R − f(k),

x(k + 1) �
ω · x(k) + kp · ΔΕ(k)+

ki · Ε(k) + kd · Δ2Ε(k)
.

(1)

Among them: kp, ki, kd are the parameters of PID al-
gorithm, ω is the inertia coefficient, and these four pa-
rameters are vectors of the same dimension as the
independent variable x [22].

To prevent the calculation of a single system from falling
into the local minimum, the parallel calculation method of
multiple control systems is adopted, inspired by the parallel
calculation of particle swarm optimization algorithm. /e
model of multisystem parallel computing is shown in Fig-
ure 2. /e given value of each system is R, and the control
strategy is PID algorithm, but the starting point of iterative
calculation of each system is different. In each iteration, each
system should not only learn from its own optimal value, but
also learn from the optimal value of all systems.

Definition 2. After adopting the multisystem parallel
computing method, equations (1)∼(4) are replaced by
equations (5)∼(8):

x(i, k + 1) � ω(i) · x(i, k) + kp(i) · ΔΕ(i, k) + ki(i)

· Ε(i, k)k d(i) · Δ2Ε(i, k)+

· r1(i) · c1(i) · (x best(i) − x(i, k)) + r2(i)

· c2(i) · (x allbest − x(i, k)).

Ε(i, k) � R − f(i, k),

ΔΕ(i, k) � Ε(i, k) − Ε(i, k − 1),

Δ2Ε(i, k) � Ε(i, k) − 2 · Ε(i, k − 1) + Ε(i, k − 2).

(2)
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It is assumed that there are n independent control
systems in the multisystem (n� 5 for the simulation parts);
in the above formula, x(i, k) represents the value of the KTH
iteration independent variable x of the ith system; r1, r2 are
adjustable parameters and often take the constant of 0∼1; c1,
c2 are vectors of the same dimension as the independent
variable x, which are usually random values of -0.5∼0.5.
X_best (I) is the best position of the ith system in the it-
eration process, and AA is the best position of all systems in
the iteration process [23].

2.1.2. Parameter Adjustment Mechanism. /e optimization
algorithm of the intelligent control system adopts APID
control strategy, and the parameters of the strategy adopt the
adaptive adjustment method. To ensure that equation (1)
converges during iteration, /eorem 1 is given. To make the

objective function f(x) converge in the iterative process, the
adaptive adjustment formulas of ω, kp, ki, kd are shown in
equations (9)-(12):

ω(k + 1) � ω(k) − η ·
zf(x)

zx
· x(k), (3)

kp(k + 1) � kp(k) − η ·
zf(x)

zx
· ΔΕ(k), (4)

ki(k + 1) � ki(k) − η ·
zf(x)

zx
· Ε(k), (5)

kd(k + 1) � kd(k) − η ·
zf(x)

zx
· Δ2Ε(k) (6)

Prove that

zf(x)

zt
�

zf(x)

zx
·
dx

dt
�

zf(x)

zx
·

zx

zω
·
dω
dt

+
zx

zkp

·
dkp

dt
+

zx

zki

·
dki

dt
+

zx

zkd

·
dkd

dt
 . (7)

Obviously, zf(x)/zt< 0 ensures that the objective
function converges during iteration. If any of the following
equations (14)-(17) are true, zf(x)/zt < 0 must be true

dω
dt

� −
zf(x)

zx
·
zx

zω
, (8)

dkp

dt
� −

zf(x)

zx
·

zx

zkp

, (9)

dki

dt
� −

zf(x)

zx
·

zx

zki

, (10)

dkd

dt
� −

zf(x)

zx
·

zx

zkd

. (11)

Based on equation (1), we can get

zx

zω
� x,

zx

zkp

� ΔΕ,
zx

zki

� Ε,
zx

zkd

� Δ2Ε. (12)

R + X function value
�e PID controller Controlled object

target function f (x)

Figure 1: Single-loop control system model.
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Figure 2: Multisystem parallel computing model.
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After discretization of equations (14)-(17):

Δω � − η ·
zf(x)

zx
· x(k), (13)

Δkp � − η ·
zf(x)

zx
· ΔΕ(k), (14)

Δki � − η ·
zf(x)

zx
· Ε(k), (15)

Δkd � − η ·
zf(x)

zx
· Δ2Ε(k) (16)

where η is the iteration step size adjusted by parameters ω,
kp, ki, kd. Based on equations (19)-(21), the adaptive ad-
justment formula of equations (19)-(21) as parameters can
be obtained. /eorem 1 is proved [24].

2.1.3. =e Initial Position. /ere exists the problem of
selecting the initial position of each system in multisystem
parallel computing. /e first step in adopting the Latin
square method is to determine an appropriate Latin square.
For example, if 5 systems are parallel and the independent
variable x is of 10 dimensions, then the Latin square v5,10 is

v5,10 �

1 2 3 4 5 1 2 3 4 5

2 3 4 5 1 2 3 4 5 1

3 4 5 1 2 3 4 5 1 2

4 5 1 2 3 4 5 1 2 3

5 1 2 3 4 5 1 2 3 4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (17)

/e initial position oij can be calculated from (18), where
x ∈ [l, u], I represents the ith system, and n is the number of
parallel systems.

oij � l +
2υij − 1

2n
(u − 1). (18)

Let us say x ∈ [− 10, 10]; then we have

o5,10 �

− 8 − 4 0 4 8 − 8 − 4 0 4 8

− 4 0 4 8 − 8 − 4 0 4 8 − 8

0 4 8 − 8 − 4 0 4 8 − 8 − 4

4 8 − 8 − 4 0 4 8 − 8 − 4 0

8 − 8 − 4 0 4 8 − 8 − 4 0 4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (19)

/us, there is a way to pick the initial position.
In this paper, an optimization algorithm of intelligent

control system (MAPID) is proposed.

2.2. A Class of Improved Filling Function Algorithm
Construction

2.2.1. Algorithm Design of a Class of Improved Filling
Functions. According to the ideas of the filled function
method and basic implementation steps, the algorithm in the
feasible region is directly from any initial point f(x). In the

process of minimising the objective function, find a local
minimum point. As the dimension of optimization in-
creases, so will the iteration algorithm and the number of
function evaluations. /is will increase the calculation
amount of the algorithm, thus affecting the efficiency of the
algorithm. Based on the idea of selecting a better initial point
to improve the search ability of the algorithm, a new local
search strategy is firstly introduced./is local search method
defines the neighborhood of the current initial point, uni-
formly selects several points in the neighborhood, and then
gets the probability value of each point in the neighborhood
according to the calculation and normalizes the value. /at
is, the sum of the probability values of the points in the
calculated neighborhood to be selected is 1; then the higher
the value of the objective function is, the larger the corre-
sponding calculated value is, and the higher the probability
of this point to be selected is./is method is briefly known as
PLSM (Probability-selected Local Search Method). /eo-
retically, the PLSM method may be used to screen out a
better point near the current initial point as a new initial
point minimization function, which can improve the speed
of the algorithm in finding the local minimum [25]. /e
steps of PLSM method are shown in Table 1.

Based on Table 1, PLSM, and new filled function (C2.5),
design a new filled function with one parameter algorithm
(A New Filled Function Algorithm: NFFA); the specific
algorithm is described as follows: NFFA algorithm.

I. Initialization Steps:

(1) Admissible error 0< ε< 1, e.g.ε: � 1.0e − 5 of local
minimization algorithm.

(2) Make k � 1, f(x∗
k− 1) � +∞.

(3) A large constant C is given as the upper bound on the
number of iterations k.

(4) Choose a positive real number R0, as large as
possible.

II. Main Steps:

(1) s∗ n points within the feasible region X are uniformly
selected to form Y � y1, y2, . . . ysn , according to the
probability value P(yp), p ∈ 1, 2, . . . , sn{ } of each
point calculated in Table 1; the set Y � argmax
P(yp) 

yp∈Y,p∈ 1,2,···,sn{ }
is obtained; pick any xk ∈ Y as

the starting point.
(2) Use PLSM to minimize f(x) from xk to obtain the

local minimum point x∗k , turn 5°;
(3) Construct filling function P(x, x∗k ) at x∗k .
(4) Let x � x∗k + ξi be the starting point, where ξ > 0 is a

small constant, ei is the unit coordinate vector, and
i � 1, 2, . . . , 2n, use PLSM to minimize P(x, x∗k ) and
find a local minimum x′ of P(x, x∗k ), let xk+1 � x,

k � k + 1, and then rotate by 2 degrees.
(5) (Stop criterion) if k<C and it satisfies |f(x∗k ) −

f(x∗k− 1)|≤ ε , or k>C, the algorithm terminates; at
this point, x∗ � x∗k is the global minimum of f(x),
and f(x∗) is the global minimum; otherwise, make
r ≔ 10 · r, increment: and turn 3°.
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mized. /e selected local minimization method is “FMIN-
CON” in MATLAB. (2) In 5°, when r is sufficiently large in
theory, a solution that is better than the current local optimal
solution can be found.

2.2.2. Fill Function Method. /e filling function method is a
transformation function method, that is, using auxiliary
functions from a certain point of the objective function to
find another local minimum point better than the current
point (the new local minimum point has a smaller objective
function value). /erefore, the filling function method is
actually a combination of local optimization algorithm and
constructor method to achieve the purpose of global opti-
mization. /e realization process is mainly divided into
three steps: firstly, the local optimization algorithm is used to
find a local minimum X1 of the objective function; then, an
auxiliary function C is constructed at point X1, and local
optimization algorithm is used to conduct local optimization
on function C with X1 as the initial point, and a local
minimum point X2 of C is obtained. Finally, the local op-
timization algorithm is used to optimize the objective
function with X2 as the initial point, and a new local
minimum point X3, where f(X3)<f(X1), is obtained.
Repeat the above three steps until you find the global
minimum of the objective function f(x), as follows:

C(X, a) � − f(X) − F x1(   · X − X1
����

����
2

+
1
2

 
a

, (20)

where f(x) is the objective function, X1 is a local minimum
point of the objective function, which is a positive number,
and C(X, a) is the filling function constructed at the point
X1. Figure 3 reflects the characteristics of the constructed
filling function. /e objective function
f(x) � x sin(x), x1 � 4.9132 in the figure is constructed by
taking a� 0.3 and a� 0.5, respectively. It is clear from
Figure 3 that, at a� 0.3, the function value increases. At
a� 0.5, the function value increases to the maximum and the
curve gets almost flattened.

2.3. Improved Optimization Algorithm of Intelligent Control
System. /e filling function optimization method starts from
a local minimum point of the objective function and gradually
converges to the global minimum point of the objective
function. In each step, the corresponding local optimization
algorithm should be called twice (once for the objective
function and once for the filling function). /is may lead to a

longer optimization time, especially for the multimodal ob-
jective function. /e specific idea of the improved intelligent
control system optimization algorithm is as follows: (1) Use
the optimization algorithm of the intelligent control system to
optimize the objective function, stop after reaching the set
number of iterations, and write down the best advantage
obtained by searching; (2) the optimal advantage obtained by
the optimization algorithm of the intelligent control system is
used as the starting point and the filling function method is
used to optimize, to obtain the global minimum value of the
objective function. Combining the optimization algorithm of
intelligent control systemwith the filling functionmethod can
not only reduce the difficulty of parameter setting of the
optimization algorithm of intelligent control system, but also
shorten the optimization time compared with the filling
function method alone.

/e concrete implementation steps of the improved
optimization algorithm of the intelligent control system
using the filling function method are as follows:

Step 1. Latin square is used to set the initial position of X (5
systems are used in parallel in the experimental part), set the
initial value of ω, kp, ki, kd, and determinate the number of
iteration steps and the initial values of f(x), error
Ε, (zf(x)/zx), f_best, and f_allbest.

Table 1: Implementation steps of PLSM method.

Input: select an initial point xk at random in the feasible region X � [a, b] � x|a≤x≤ b, a, b ∈ Rn{ } and output local minimum point x∗k

1. Uniformly select s∗ n points in the neighborhood U � [xk − ((b − a)/m), xk + (b − a)/m] of xk , put in the set Y � y1, y2, . . . , ysn ,
where, n is the dimension of the problem variable, s is the number of points selected in each dimension, and m>a, and 1 is a positive
integer.2. Find the set y of the points in Y with the highest probability of being selected:(1)To calculate
P(yp) � [1 − (f(yp)/sn

j�1f(yj))]/s, p � 1, 2, . . . , sn(2) 令 P � P(yp) , Y � argmax(P) (3) Z � argmax
xkyeUxk

p(xk),py 
is the set of initial

points. Select any z0k ∈ Z to minimize f(x) to obtain the local minimum point set Z′ � z∗k  and local minimum sequence F � f(z∗k )  4.
Make f(x∗k ) � min(F); the local minimum point x∗k is obtained
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Figure 3: Characteristic diagram of filling function C(x).
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Step 2. Use equation (5) to update the position of X and
judge whether X has crossed the feasible region. If it has
crossed the feasible region, the optimal position of the
current five systems will be assigned to the current system X
(that is, X�X_AllBest). /is method has achieved very good
results in the experiment.

Step 3. Update the objective function f(x), error
Ε, (zf(x)/zx), and f_best and determine the best of the five
f_best values (that is, updates f_allbest).

Step 4. Adjust the value of ω, kp, ki, kd with equations
(9)∼(12).

Step 5. Judge whether the number of iteration steps has been
reached. If the number of iteration steps has been reached,
the value of F_ALLBESTwill be recorded as the optimization
result of this part and transferred to Step 6; otherwise, the
value of F_ALLBEST will be transferred to Step 2.

Step 6. Set the initial value of X0, a, ξ, Mt, fmin, where
X0 � x allbest, A is a positive number, ξ is a number greater
than 1, and Mt is the upper limit of M (fmin <f allbest).

Step 7. M sets zero to enter the first stage of the filling
function method. Local optimization algorithm was used
(FMINUNC function inMATLAB optimization toolbox was
used in the experiment part) to optimize the objective
function f(x); the starting point is X0. Obtain the local
minimum point X1; if f(X1)≤fmin, then assign f(X1) to
fmin; otherwise, the a � ξ · a.

Step 8. Enter the second stage of the fill function method.
Use X1 to construct the filling function C.

Step 9. Generate an appropriate random number (e1, e2,

. . . , en) of the same dimension as X1, and use X1 � (x11,

x12, . . . , x1n) to construct X � (x11 + e1β, x12 + e2β, . . . ,

x1n + enβ), where β is the linear search step size in the second
stage. /e search direction S is defined as
(X − X1)/‖X − X1‖. Let M�M+1; take X1 as the starting
point and S as the search direction to search for the optimal
linear search of C function.

Step 10. Continue the linear search until you reach point X.

(A) If X crosses the feasible region, jump to Step 11.
(B) If f(X)<f(X1), set X0 � X ; then jump to Step 6;

otherwise go to Step 9.
(C) If X is a local minimum of function c, let X0 � X

jump to Step 6; otherwise go to Step 9.

Step 11. If M<Mt, skip to Step 7; otherwise, the optimal
point found is taken as the global minimum point of the
objective function, and the algorithm stops. Steps 1∼5 are the
implementation of the optimization algorithm of intelligent
control system (MAPID), and Steps 6∼11 are the imple-
mentation of the filling function (FF) method.

3. Result Analysis

To show that the performance of the improved optimization
algorithm of intelligent control system by using the filling
function method has been improved, a comparative ex-
periment was conducted with the filling function method
and the optimization algorithm of intelligent control system.
/is part adopts a total of 7 standard test functions from F1
to F7. /e hardware environment of the experiment is
IntelPentiumM 1.70GHz processor and 512MB memory,
and the software environment is Windows operating system
and Matlab7.0 version, respectively.

/e seven standard test functions are as follows:

F1 � 
n

i�1
x
2
i − 10 cos 2πxi(  + 10 ,

F2 � − 20 exp

������

1
n



n

i�1
x
2
i

− 0.2




⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠ − exp

1
n



n

i�1
cos 2πxi( ⎛⎝ ⎞⎠ + 20 + exp(1),

F3 �
1

4000


n

i�1
x
2
i − Πn

i�1 cos
xi�
i

√  + 1,

F4 �
π
n

10 sin2 πy1(  + yn − 1( 
2

+ 
n− 1

i�1
yi − 1( 

2
· 1 + 10 sin2 πyi+1(  

⎧⎨

⎩

⎫⎬

⎭, yi � 1 +
1
4

xi + 1( ,

F5 �
1
n



n

i�1
x
4
i − 16x

2
i + 5xi ,
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F6 � 
n− 1

i�1
100 x

2
i − xi+1 

2
+ xi − 1( 

2
 ,

F7 � 

11

i�1
ai −

x1 b2i + bix2( 

b2i + bix3 + x4
 

2

,

a � [0 · 1957, 0 · 1947, 0 · 1735, 0 · 1600, 0 · 0844, 0 · 0627, 0 · 0456, 0 · 0342, 0 · 0323, 0 · 0235, 0 · 0246],

b � 4, 2, 1,
1
2
,
1
4
,
1
6
,
1
8
,
1
10

,
1
12

,
1
14

,
1
16

 .

(21)

Table 2 is the basic information of the 7 standard test
functions, including the dimension and feasible region of
independent variables, as well as the standard global
optimal value of the objective function. Table 3 is the
average results of 10 experiments of 7 standard test
functions, in which the optimization results and CPU
time of the intelligent control system optimization al-
gorithm (MAPID), the filling function (FF) method, and
the improved intelligent control system optimization
algorithm (MAPID_FF) are listed, respectively. As can be
seen from Table 3, MAPID_FF algorithm is clearly su-
perior to MAPID algorithm in optimization accuracy and
superior to FF method in CPU consumption. When
MAPID algorithm is only used for optimization, the
convergence of test functions F6 and F7 is not good. After
MAPID_FF algorithm is used, the convergence and op-
timization precision of these two test functions are
guaranteed, and the optimization time is shortened
compared with the filling function method. /erefore,
MAPID_ FF algorithm proves out to be the better suit for
electromechanical system to handle low accuracy and
untimely tendency of conventional systems which are

used in various practical applications. It imparts higher
accuracy and faster speed and thus its global optimal
value is more accurate.

4. Discussion

Because the model’s practical applicability involves several
dimensions, due to computational restrictions, only a few
learning algorithms have been created that explicitly opti-
mize mean average precision (MAP). /e work given here is
for an electromechanical system that will manage the low
precision and unreliability of traditional systems utilized in a
variety of practical applications. /e convergence of test
functions F6 and F7 is poor when the MAPID technique is
utilized only for optimization. /e convergence and opti-
mization precision of these two test functions are ensured
when the MAPID-FF technique is applied, and the opti-
mization time is reduced when compared to the filling
function approach, turned proven to be superior. As a result,
the MAPID_ FF algorithm appears to be a better fit for
electromechanical systems to manage the low precision and
untimely inclination of conventional systems employed in a

Table 2: Providing basic information about the test functions.

Test functions /e feasible region Global optimal value Dimension
F1 [− 5 · 12, 5 · 12]n 0 30
F2 [− 32, 32]n 0 30
F3 [− 600, 600]n 0 30
F4 [− 50, 50]n 0 30
F5 [− 5, 5]n − 78.33236 30
F6 [− 5, 10]n 0 30
F7 [− 5, 5]n 3.0749E − 4 4

Table 3: Experimental results.

Test functions
MAPID FF MAPID-FF

/e minimum value CPU time (s) /e minimum value CPU time(s) /e minimum value CPU time(s)6
F1 9.18E − 11 0.250 0 3.078 0 0.270
F2 6.79E − 10 3.140 5.16E − 9 45.890 1.25EE − 10 4.470
F3 7.08E − 13 0.235 0 0.453 0 0.265
F4 1.92E − 22 6.687 1.42E − 16 1.500 5.28E − 18 1.375
F5 − 78.3323 1.390 − 78.3323 3.703 − 78.3323 2.578
F6 28.0032 0.203 6.7658E − 24 10.593 4E − 27 9.500
F7 0.0215 0.219 3.0749E − 4 0.562 3.0749E − 4 0.204
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variety of real applications. It provides more precision and
faster speed, resulting in a more accurate global ideal value.

5. Conclusions

Global optimization problems have multiple local optimal
solutions and make the algorithm easy to fall into local
optimum in the iterative process of defects, the intelligent
control system of the optimization algorithm were studied,
according to the basic ideas of fusion algorithm, by de-
signing a class of filled function algorithms and blending
intelligent control system optimization algorithm, then a
global optimization algorithm for intelligent electrome-
chanical control system with improved filling function is
proposed. Compared with the optimization algorithm of
intelligent control system, the algorithm has an obvious
improvement in the precision of searching, and the initial
point closer to the local optimal solution can be selected in
the process of the algorithm, so that the convergence speed
of the algorithm to the global optimal solution can be im-
proved. /e work given here is for an electromechanical
system that will manage the low precision and unreliability
of traditional systems utilized in a variety of practical ap-
plications. Due to computational restrictions, only a few
learning algorithms have been created that explicitly opti-
mize mean average precision (MAP).
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*e COVID-19 pneumonia epidemic in early 2020 severely affected all sectors of the Chinese economy, with economic growth
plummeting but the property market continuing to heat up after a brief contraction. How to formulate an effective monetary
policy in the face of the COVID-19 shock to achieve stable economic growth while curbing excessive real estate price inflation has
become a pressing issue for Chinese policymakers today. To this end, this paper focuses on the impact of two types of monetary
policy, price-based and quantity-based, on macro-economic variables such as real estate prices and aggregate output by de-
veloping a multi-sectoral DSGE model incorporating the COVID-19 shock and comparing them. *e analysis finds that both
monetary policy rules can achieve the objective of dampening real estate prices. Nevertheless, while causing the samemagnitude of
real estate price contraction, quantity-based monetary policy leads to greater volatility in variables such as aggregate output, while
other economic variables are less volatile under the price-based monetary policy.

1. Introduction

In the first quarter of 2020, the COVID-19 outbreak resulted
in a nationwide shutdown to combat the epidemic and
negative GDP growth for the first time in over 40 years. *e
government introduced a series of macro-economic policies,
including active fiscal policy and flexible monetary policy, to
counter the impact of the epidemic. Proactive fiscal policy
promoted production recovery in tax and fee cuts and in-
creased market capitalization to help enterprises ease their
difficulties and resume production. Promoting demand
recovery through flexible monetary policy, the People’s Bank
of China implemented a series of accommodative monetary
policies, such as lowering refinancing rates and lowering the
reserve requirement ratio to drive the economy back to life.
Under this policy, the Chinese economy as a whole showed a
steady recovery, but structurally, there was a clear divergence
between different economic sectors. In 2020, China’s dis-
posable income, consumption, and manufacturing

investment as a whole showed negative growth, while real
estate investment bucks the trend. In 2021, as China’s
economy as a whole continues to pick up, real estate in-
vestment gets a further boost in the first half of this year, with
commercial property sales growing at a much faster rate
than before the outbreak, while real estate prices also show
an upward trend. However, concerns about the impact of the
epidemic are likely to continue, and pressure for continued
slow growth in China’s economy remains in the future.

Affected by the epidemic, the deep adjustment of the
world economic and political landscape, and the deep
overlap of domestic conflicts, the uncertainty of China’s
economy has increased.*e Fifth Plenary Session of the 19th
CPC Central Committee clearly proposed to “maintain fi-
nancial security and guard the bottom line of no systemic
risk.” Furthermore, real estate is an important source of
financial risk in China. Since the housing reform in 1998, the
real estate market has experienced more than 20 years of
booming development, and real estate prices have continued
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to rise, which has seriously affected residents’ spending
power. High prices characterize the real estate industry, high
leverage, and high financialization, which has exacerbated
distortions in the real estate market, spawned price bubbles,
and generated a great shock to economic and financial
stability. Against this realistic background, effectively
curbing real estate prices, defusing real estate risks, and
maintaining macro-economic stability through policy
implementation have become a common concern for future
policy researchers and policymakers.

Since 2012, China has repeatedly regulated the real
estate market through macro-control measures, but the
changes in real estate prices have not been satisfactory.
From 2012 to 2013, the growth rate of real estate prices was
basically stable; from 2014 to 2016, the growth rate of real
estate prices rose to 10.1%. In the second half of 2016, the
government’s regulation and control efforts escalated
again. Restrictions on purchasing and lending policies were
introduced, raising policy interest rates in all provinces and
cities. In 2017, General Secretary Xi Jinping proposed the
policy of “housing is for living in, not speculation” in the
report of the 19th National Congress, which brought the
momentum of the rapid rise in real estate prices under
control to some extent. However, since the outbreak of
COVID-19, the real estate market has again seen the
momentum of price increases. Although each regulation
has played a role in stabilizing housing prices in the short
term, housing prices have fallen into the strange circle of
more and more adjustments in the medium and long term.
It is not difficult to find that the real estate development
investment accounted for the proportion of the total social
fixed asset investment from 12.5% in 1998 to 27.26% the
real estate industry after 20 years of rapid development in
2020 with depth analysis. *e real estate industry has
penetrated all fields of the national economy and become
an important part of driving economic growth, promoting
employment, and government revenue. China’s economic
development has entered a new normal with significant
downward pressure on the economy in recent years. Loose
macro-policies have effectively eased some of the pressure
while tightening policies will inevitably add to the down-
ward pressure on the economy. *erefore, the market
generally expects that the tightening policy will not last, so
there is a tendency for real estate prices to continue to rise
in the medium to long term. *erefore, under the current
complex and changing the background of domestic eco-
nomic development, establishing a balance between the real
estate market and economic development, i.e., regulating
the real estate market and ensuring the smooth operation of
China’s economy, has become a major problem for poli-
cymakers and academics.

Because of this, this paper attempts to construct a DSGE
model incorporating COVID-19 shocks, real estate market,
and financial frictions based on the latest monetary policy
theory research in the context of the current reality of global
epidemic shocks and the new normal of China’s economy.
By studying the monetary policy transmission mechanism
and its effectiveness, this paper examines the impact of
different monetary policies on the real estate market and the

macro-economy. Based on the analysis results, it selects the
optimal policy conducive to calming housing prices and
stabilizing economic development.

2. Related Literature

2.1. COVID-19 Shock and Monetary Policy. Since 2020, the
catastrophic impact of COVID-19 on the global economy
has become the focus of attention of macro-economic
scholars at home and abroad. Studies on the impact of
COVID-19 on the economy can be broadly divided into two
categories [1]; one is from a micro-perspective, examining
the impact of the epidemic shock on the behavior of micro-
subjects and industrial structure through survey data in-
formation and other methods [2–4]. Another part of
scholars establishing DSGEmodels from amacroperspective
for the characteristics of the epidemic examine the impact of
the epidemic shock on the macroeconomy and try to pro-
pose relevant policies to mitigate the negative impact of the
epidemic.

While earlier literature on catastrophe shocks mainly
deals with natural disasters such as earthquakes and floods,
COVID-19 is significantly different from other catastrophic
events in terms of the scope, magnitude, and duration of
impact [5]. At present, it seems that the impact of COVID-
19 on the global economy is comprehensive, from the in-
ternal circulation of economies to external exchange and
from the demand side of the macro-economy (residential
consumption, etc.) to the supply side (enterprise production,
etc.) being seriously affected. On the demand side, from the
perspective of household production, the COVID-19 shock
brings more uncertainty by affecting the decision-making
behavior of residents, such as consumption, leading to a
decline in consumption [6, 7]. It forces households to re-
structure their assets and increase their holdings of lower-
risk assets, resulting in the supply side of the economy also
being affected, with investment and output trending
downwards [8]. Zhu et al. proposed a characteristic of
COVID-19 that distinguishes it from other disasters,
namely, the sudden quiescence of the labor force, and in-
troduced the labor force trilogy into the DSGE model [5].
However, as far as the current economic data are concerned,
the impact of sudden labor force quiescence on the overall
economy is not significant (with the rise of online offices, the
Internet economy has defused this impact to some extent).
Chen and Zhong combined the contagion (SIR) model with
the DSGE model to depict the changes in aggregate supply
and aggregate demand in the Chinese economy under the
influence of COVID-19 and analyzed the impact of mon-
etary policy under the interest rate rule [9]. However, the
impact of quantitative monetary policy and mixed monetary
policy is not discussed in depth.

In summary, although some of the literature analyzes the
COVID-19 shock economy and the corresponding policy
choices for domestic and international studies on the epi-
demic, there is no specific discussion on the optimal choice
of multiple monetary policies under COVID-19 shocks.
Examining optimal monetary policies based on the COVID-
19 context to mitigate macro-economic volatility and
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quantitatively analyzing the impact of COVID-19 on the
effectiveness of traditional monetary policies are still topics
less covered in current studies. In addition, the possible real
estate price volatility triggered by COVID-19 has been even
less explored.

2.2. Real Estate Price Volatility and Monetary Policy. In re-
cent years, many scholars at home and abroad have studied
the relationship between real estate prices, monetary policy,
and economic fluctuations, mainly using DSGE model
analysis. However, different scholars have different views on
the impact of monetary policy on the real estate market.
Most of the early literature concluded that monetary policy
need not respond to real estate price volatility and that
monetary policy regulations that dampened asset price
volatility reduced output volatility, albeit marginally.
However, this led to more dramatic inflationary fluctuations
and did not stabilize the economy [10, 11]. After an in-depth
analysis of the above literature, it is not difficult to find that
their models have the following two common features. First,
incremental changes in assets such as real estate are not
considered separately, which is clearly not in line with the
current economic reality, where the real estate firms have
become an important pillar of the national economy inmany
important economies. Second, many important financial
market frictions were not attended to, which may lead to
biased policy transmission paths and ultimately yield ex-
pected results inconsistent with reality. *erefore, later
scholars continued their research to address the above issues
by adding the real estate market as an important productive
sector to the model for analysis. As the uncertainty of the
economy increased after the subprime mortgage crisis, more
scholars introduced financial frictions such as credit con-
straints and monetary policy shocks into the DSGE model.
*ey began to focus on the financial stirrup effect and
various types of shocks on the macro-economic regulation
effect. It has been found that the inclusion of heterogeneous
production sectors can better model the transmission path of
monetary policy and multiple shocks to the real economy,
and real estate prices have become an important trans-
mission medium for monetary policy shocks [12–14]. *is
view gradually gained influence after 2008, with a growing
literature affirming the role of monetary policy on asset
prices and its macro-economic implications.

*ey analyzed the U.S. real estate market by building a
DSGE model that includes credit constraints and found that
real estate price volatility has a significant impact on the
cyclical fluctuations of the economy [15]. Others focused on
two frictions, asset collateral and external financing premium,
and argued that negative fluctuations in asset prices lead to
homogeneous fluctuations in investment and output, exac-
erbating negative fluctuations in the economy [16]. Real estate
mortgages have a significant financial stirrup effect in econ-
omies where the macro-economic impact of real estate price
volatility is more dramatic and that this spillover effect is more
pronounced in countries with more developed real estate fi-
nancial markets [17]. Some scholars obtained similar con-
clusions from their analysis in the context of the Chinese

economy: price-based monetary policy shocks are a key de-
terminant of real estate price volatility, and excessive real estate
price increases can be curbed through the formulation of
appropriate monetary policies [18]. *e shocks such as
mortgage rate shocks and preference shocks to real estate have
a significant impact on macro-economic fluctuations in China
[19]. Monetary policy shocks affect consumption and real
estate demand through the medium of nominal interest rates,
ultimately leading to fluctuations in real estate prices and
aggregate demand [20, 21].*e government can use monetary
policy and financial shock effects to achieve stability in the real
estate market. *erefore, some scholars argue that expecta-
tions affect cyclical fluctuations in the real estate market and
even the macro-economy [22]. Active use of monetary policy
tools such as lending rates can effectively reduce the volatility
of household debt and aggregate consumption and GDP.
*ere are significant effects in dampening expectation-driven
cyclical fluctuations in the real estate market and the macro-
economy [23]. Starting from the correlation between real
estate prices and variables such as interest rates, exchange
rates, and financing size, scholars have also argued that
monetary policy is significantly effective in smoothing real
estate prices as well as stabilizing themacro-economy and have
discussed the linkage mechanism between these three [24].

It is clear from the review of the above literature that while
most early scholars and policymakers did not advocate in-
tervention in asset price volatility with the help of monetary
policy, the mainstream view changed significantly after the
2008 crisis. Using DSGE models that incorporate financial
frictions, many scholars have affirmed the moderating role of
monetary policy on real estate prices as well as macro-eco-
nomic stability. Since most of the studies mentioned above
discuss the impact of a single type of monetary policy on real
estate prices, few articles compare and analyze the impact of
different monetary policies. *erefore, there is no uniform
analysis on the choice of the optimal monetary policy.

3. The DSGE Model

3.1. Model Frame. Compared with previous models, this
paper constructed a DSGE model including COVID-19
shocks, the real estate market, and financial frictions. *e
model includes multiple macro-economic sectors, such as
households, firms, commercial banks, and central banks. We
try to compare and analyze the impact of different monetary
policies. As seen in the 2020 Chinese and global economic
data and related reports, the COVID-19 shock triggers a
reduction in the rate of technological upgrading, human
resource mismatch, and different proportions of original
stock capital accumulation in each sector of production
firms, and the overall performance of the economy is se-
verely affected by the level of output. *e impact of COVID-
19 on the economy is similar to previous disasters in that it
causes a reduction in the level of output in the economy and
a decline in capital accumulation. However, the impact of
this epidemic is much broader, and its negative impact is no
less than that of any previous disaster. Consequently, the
model in this paper will introduce variables ut

s for COVID-
19 shocks in the real estate firms, the consumer goods sector,
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and household capital accumulation, which result in sectoral
total factor productivity and capital stock being affected, as
shown in Figure 1.

3.2. Households. Drawing on Iacoviello’s model setup, het-
erogeneous household characteristics are introduced in the
household sector, considering the differences between Chinese
and U.S. households: savings-type households and loan-type
households [11].*ediscount factor β′ is larger for savings-type
households than for loan-type households β″. When making
utility maximization choices, loan-type households are more
inclined to consume than savings-type households, while sav-
ings-type households are more inclined to save for investment.
*us, saving households accumulate physical capital through
investment and save in commercial banks. In contrast, loan-
based households do not accumulate physical capital and
borrow from commercial banks as collateral for their only real
estate asset that has a collateral function. *erefore, a financial
stirrup mechanism is introduced in the model. *e proportion
of saving households is denoted as α and the proportion of loan
households is 1 − α.

3.2.1. Savings-Type Households. Saving-type households’
discount factors β′ is saving-type households’ discount
factor. Subjecting to the budget constraints, saving-type
households rationally choose consumption Ct

′, housing Ht
′,

labor Nt
′, assets: physical assets, and financial assets (in-

cluding monetary Mt
′, deposits bt

′, etc.) subject to budget
constraints. Maximizing household lifetime utility:

maxEt 

∞

t�0
β′( 

t ln Ct
′ + Jt ln Ht

′ + ln Mt
′ −

Nt
′( 
1+ϕ

1 + ϕ
⎛⎝ ⎞⎠, (1)

where ϕ is the inverse of the real wage elasticity and Jt is a
housing preference shock that obeys the AR(1) process
ln Jt � ρt ln Jt−1 + υj,t (υj,t ∼ N(0, σ2j))(Exogenous shocks in
the text take the same setting, i.e., they obey the first-order
autoregressive process.). *e labor supply of a saving
household is the sum of its labor supply in the real estate and
consumer goods sectors, assuming that labor supply is
invested according to this equation:

Nt
′ � Nct

′( 
1+τ

+ Nht
′( 
1+τ

 
1/1+τ

, (2)

where τ is the elasticity of substitution of labor inputs be-
tween sectors and Nct

′ and Nht
′ represent the household’s

labor supply in the consumer goods and real estate firms.
*e saving household faces the following budget constraint:

Ct
′ + bt
′ + Mt
′ + QtHt

′ � Nct
′Wct
′ + Nht
′Wht
′ +

Mt−1′

Πt

+
r

b′
t−1bt−1′

Πt

+ Qt 1 − δh( Ht−1′,

(3)

where δh is the depreciation rate of real estate, Wct
′ and Wht

′
represent the level of real wages in the consumer goods
sector and the real estate firms, Πt is the inflation rate, rb′

t is

the interest rate on bank deposits, and Qt is the level of real
estate prices.

3.2.2. Loan-Type Households. Loan-type households have a
discount factor of β″. Loan-type households have no capital
holdings and mortgage their homes bt

″ (to commercial
banks). Maximizing process lifetime utility:

maxEt 

∞

t�0
β″( 

t ln Ct
″ + Jt ln Ht

″ + ln Mt
″ −

Nt
″( 

1+ϕ

1 + ϕ
⎛⎝ ⎞⎠.

(4)

Similar to the saving-type household, the labor supply of
the loan-type household is invested according to this equation:

Nt
″ � Nct

″( 
1+τ

+ Nht
″( 

1+τ
 

1/1+τ
. (5)

*e budget constraints faced by loan-based households
are as follows:

Ct
″ +

r
b″
t−1bt−1″

Πt

+ Mt
″ + QtHt

″ � Nct
″Wct
″ + Nht
″Wht
″

+
Mt−1″

Πt

+ bt
″ + Qt 1 − δh( Ht−1″,

(6)

where rb″
t is the bank’s lending rate. Loan-type households

prefer to consume and use home mortgages, so they face the
following credit constraints (m″ is the mortgage rate):

bt
″ � m″Et

Qt+1 1 − δh( Ht
″Πt+1

r
b″
t

⎡⎢⎢⎣ ⎤⎥⎥⎦. (7)

3.3. Labor Supply and Wage Setting. *ese two household
sectors are the only labor supply sectors in the economy,
providing labor for the real estate and consumer goods sectors.
Assume a Calvo-type stickiness setup for households: assume
that the proportion of households with adjustable wages in
each period is 1 − θw. θw is the wage stickiness index, i.e., the
larger θw is, the stickier the wage is. In period t, households that
can adjust their wages choose the actual optimal wage W∗t . For
households that cannot adjust their wages, wages are indexed to
the inflation rate of the previous period (inflation inertia) and
set to Wt−1Πt−1 (the fully indexed setting) [25].

A large and competing class of labor integration agents
in the economy adds up the heterogeneous labor supplied by
each household i into homogeneous labor and supplies it to
other sectors. εw can be understood as the wage elasticity of
labor demand.

W(c,h),t � 
1

0
W

i
(c,h),t 

1− εwdi 

1/1− εw

, (8)

where W(c,h),t denotes the real wage index for both sectors,
assuming that the labor demand function faced by the first
representative household is defined as
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N
i
(c,h),t �

Wi
(c,h),t

W(c,h),t

 

− εw

N(c,h),t, (9)

where N(c,h),t is the aggregate demand in the labor market
for both sectors. Solving the problem of setting the
household optimal wage yields the real wage inflation
equation for the household sector:

W(c,h),t �
β′

1 + β′
Et

W(c,h),t+1 + Πt−1 

− Πt +
1

1 + β′
Et

W(c,h),t+1 + Πt−1 

−
1 − β′θw  1 − θw( 

θw(1 + β′) 1 + εwϕ( 
W(c,h),t − ϕ N(c,h),t − Ct .

(10)

3.4. Representative Enterprises

3.4.1. Real Estate Firms. *e real estate firm produces
housing, referring to the setting in the article by Wang and
Hou [26]. *e real estate firm is assumed to consist of
monopolistically competitive manufacturers continuously
distributed on the interval [0,1], with homogeneous and
divisible products and non-sticky housing prices. Real
estate manufacturers produce by hiring labor, renting
capital from savers, and providing land. *e manufac-
turer’s production function can be expressed in the fol-
lowing form:

Yht � Lt Kh,t− 1 
αh

N
′α
htN
″1−α
ht 

1− αh

. (11)

*e COVID-19 shock has hit the global economy
since the beginning of 2020. As shown in the Chinese and
global economic data for 2020 and related reports, the
COVID-19 shock triggered a reduction in the rate of
technological upgrading, human resource mismatch, and

a different proportion of the original stock of capital
accumulation in production enterprises in various sec-
tors, resulting in an overall severe shock to the output
level of the economy. *e shock of COVID-19 on the
economy is similar to that of previous catastrophes in that
both have caused a decline in output levels and capital
accumulation in the economy. However, the shock of the
COVID-19 was more widespread and caused as much
negative shock as any of the previous catastrophes.
*erefore, in two production sectors, namely, the real
estate sector and the consumer goods sector, a variable us

t

representing a COVID-19 shock is introduced to denote
the probability of a COVID-19 shock occurring in period
t [27]. *is shock leads to a decrease in total factor
productivity by a proportion syh. Since this COVID-19
shock has a greater impact than other previous cata-
strophic shocks, it can be distinguished by adjusting the
size of the impairment proportion syh. *en, the above
equation can be rewritten as follows:

Yht � 1 − u
s
tsyh Lt Kh,t− 1 

αh
N
′α
htN
″1−α
ht 

1− αh

. (12)

Assume that wages are non-differentiable within the
same sector, i.e., (N′αhtN

″1−α
ht ). Here the land supply directly

affects the output of the vendor, assuming that the vendor
faces a representative land supply shock Lt. Since the wages
of labor in the real estate firms are non-differentiable,
Wht
′ � Wht
″ � Wht. From the vendor cost minimization

problem, the real marginal cost function of the vendor is
obtained.

MCht �
1
Lt

1
1 − u

s
tsyh

1
α

 
α 1− αh( ) 1

αh

 

αh 1
1 − αh

 

1− αh

1
1 − α

 
(1− α) 1− αh( )

R
αh

ht W
1−αh

ht .

(13)

It is assumed above that prices in the real estate firms are
not sticky, i.e., all real estate vendors can re-price each
period. *erefore, it is assumed that vendors use the mar-
ginal cost-plus method for pricing and thus
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capital
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Monetary
policy

Deposit
reserve

COVID-
19

shocks

Figure 1: Model structure diagram.
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Qt �
εh

εh − 1
MCht, (14)

where εh/εh − 1 is the price plus ratio and εh is the price
elasticity coefficient of housing demand.

3.4.2. Consumer Goods Sector. Referring to some of the as-
sumptions of the real estate firms, the production of goods in
the consumer goods sector requires the input of capital and
labor to produce and supply its products to other economic
agents. Like the real estate firms, considering that the epidemic
shock also impacts TFP (total factor productivity), the pro-
duction function is defined in the following form:

Yct � 1 − u
s
tsyc At Kc,t− 1 

αc
N
′α
ct N
″1−α
ct 

1− αc

. (15)

Here the technology shock At directly affects the level of
output of the vendor. Solving the vendor cost minimization
problem yields the real marginal cost function of the vendor.

MCct �
1

At

1
1 − u

s
tsyc

1
α

 
α 1− αc( ) 1

αc

 

αc 1
1 − αc

 

1− αc

1
1 − α

 
(1− α) 1− αc( )

R
αc

ct W
1−αc

ct .

(16)

Since this paper sets the existence of price stickiness in
the consumer goods sector, the current price stickiness
characteristics refer to the Calvo stochastic price adjustment
model [28]. Assume that the proportion of manufacturers
who can adjust prices in each period is 1 − θc, and θc is the
price stickiness index. *e NK Phillips curve for the con-
sumer goods sector can be obtained as follows.

Πt �
β′

1 + β′
Et

Πt+1  +
1

1 + β′
Πt+1 +

1 − β′θc  1 − θc( 

θc(1 + β′)
MCct.

(17)

3.5. Capital Accumulation and Investment Decisions. It is
assumed that saving households, as owners of capital goods,
invest their holdings in various production sectors and
achieve capital accumulation through investment decisions
in each period [29]. *e COVID-19 shock introduced in the
model can lead to an impairment of the capital stock by a
percentage. *e capital accumulation of saving households
in each sector satisfies the following equation.

Kct � 1 − u
s
tskc(  1 − δk( Kc,t−1 + Ict 1 −

ψc

2
Ict

Ict−1
− 1 

2
⎛⎝ ⎞⎠u

I
t

⎡⎢⎢⎣ ⎤⎥⎥⎦,

Kht � 1 − u
s
tskh(  1 − δk( Kh,t−1 + Iht 1 −

ψh

2
Iht

Iht−1
− 1 

2
⎛⎝ ⎞⎠u

I
t

⎡⎢⎢⎣ ⎤⎥⎥⎦.

(18)

δk is the capital depreciation rate. Assuming that the
saving household does not separate ownership and opera-
tion of the firm, the household makes its choice of capital
along with its choice of investment, ψc and ψh are the
sensitivity coefficients of the capital adjustment costs of the
two sectors, respectively, and uI

t is the investment shock.
*en, the saving household makes its investment decision
through the following optimization problem.

maxEt 

∞

t�0
(β′)

tλt
′ Kc,t−1Rct + Kh,t−1Rht − Ict − Iht . (19)

3.6. Commercial Bank. Considering the model consistency
and solution problems, the commercial bank sector in the
model is set to be highly simplified compared to the be-
havioral characteristics of commercial banks in practice.*e
profit sources of commercial banks are deposit and loan
spreads, which are obtained by taking deposits from saving
households and then extending loans to the real estate firms
and lending households to maximize profits. In the course of
their operations, commercial banks are subject to the

required legal deposit reserve RRt � bt
′fRR

t , of which fRR
t is

the legal deposit reserve ratio. *us, the asset-liability
structure of commercial banks can be expressed as follows:

RRt + bt
″ � bt
′. (20)

Commercial banks need to consider liquidity issues
while generating profits. Referring to the loan stock ad-
justment problem proposed by Atta and Dib, banks adjust
the number of deposits and loans according to various re-
quirements such as capital adequacy ratio in their operations
[30]. *is adjustment cost is assumed to be
ψb/2(bt
″/bt− 1″ − 1)2bt−1″, where bt

″ denotes the total amount of
loans and ψb is the loan stickiness parameter. Solving the
bank’s profit maximization problem yields the first-order
condition as

r
b″
t −

r
b′
t

1 − f
RR
t

− ψb

bt
″

bt−1″
− 1 

� β′
ψb

2
bt+1″

bt
″

− 1 

2

− ψb

bt+1″

bt
″

− 1 
bt+1″

bt
″

⎡⎣ ⎤⎦.

(21)
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3.7. Central Bank. *ere is no uniform conclusion on the
applicability of monetary rules in China, and Huang and Xu
conducted a policy analysis using a Taylor rule with addi-
tional interest rate stickiness and obtained good fitting re-
sults [31]. In contrast, others argued that a quantity rule
based on monetary supply regulation is more representative
of China’s macro-policy practice [32, 33]. Given the above
literature, in the following analysis, the model settings are
considered separately for both interest rate and quantity
rules, which are commonly used in the literature.

3.7.1. Interest Rule. Assuming that the lending rate is the
main operating instrument of the central bank [26], the
monetary policy rule takes the form of the promoted Taylor
rule:

r
b″
t

r
b″
ss

�
rb″

t− 1

rb″
ss

 

ρb Πt

Πss

 

φΠ Yt

Yss

 

φY Qt

Qss

 

φQ

 

1− ρb

u
r
t , (22)

where rb″
t denotes the lending rate, ρb is the interest rate

smoothing coefficient, which is set to avoid the impact of
large fluctuations in interest rates on the economy and al-
lows for some inertia in the adjustment of interest rates, φΠ,
φY, φQ denote the response coefficients of output gap, in-
flation, and real estate prices, and ur

t is the monetary policy
shock.

3.7.2. Quantity Rule. Under the quantity rule, the monetary
supply becomes the main operating tool of the central bank.
According to the model setting of this paper, the monetary
aggregate is Mt � Mt

′ + Mt
″ + bt
′ [33], the monetary growth

rate can be expressed as gmt � Mt/Mt−1, and the monetary
policy rule is as follows:

gmt

gmss

�
gmt− 1

gmss

 

ρm Πt

Πss

 

−φπ Yt

Yss

 

−φy Qt

Qss

 

−φq

 

1− ρm

u
g
t ,

(23)

where ρm is the smoothing factor that regulates themonetary
supply, allowing for some inertia in the adjustment of the
monetary supply, and u

g
t is the monetary policy shock at this

point.

3.8. Equilibrium. *e clearing conditions of the whole
system, including the commodity market, are

Yt � Yct + QtYht,

Yct � Ct
′ + Ct
″ + Ict + Iht,

Yht � Ht
′ − 1 − δh( Ht−1′  + Ht

″ − 1 − δh( Ht−1″ ,

bt
′ �

bt
″

1 − f
RR
t 

,

(24)

where Yt denotes real GDP. *e equilibrium conditions of
the above-mentioned economic agents and production

sectors and the exogenous shock processes together con-
struct an economic dynamical system.

4. Parameter Calibration and Estimation

4.1. Parameter Calibration. When calculating the steady
state, it is necessary to calibrate the relevant parameters to
determine the steady state. In this paper, the data related to
the Chinese economic variables are matched to the relevant
parameters in the steady-state model and are summarized in
Table 1.

Among them, sy, sk are estimated based on the esti-
mation method of Barro using Chinese real GDP per capita
growth rate data [35]. Figure 2 shows China’s real GDP per
capita growth rate indicators during 1953–2020.*e average
value of the nine negative values is taken as the percentage of
total factor productivity loss due to disaster shocks in China,
and the estimated percentage of total factor productivity loss
is 0.0678. *erefore, the above percentage of loss is set to
0.0678.

4.2. Parameter Simulation. *ere are seven external shocks
included in the model. *is paper selects relevant data
from seven primary data such as consumer price index,
total retail sales of consumer goods, fixed asset invest-
ment, gross domestic product, average price of com-
mercial housing (calculated from sales of commercial
housing/area of commercial housing sales), and monetary
and quasi-monetary (M2) supply to estimate the model.
*e data sample period is from the first quarter of 2000 to
the fourth quarter of 2020. Since the model variables are
all real values, the above nominal data are processed and
converted to real values. Quarterly data are used for all
data characterized by seasonal fluctuations, except for the
monetary supply and interest rates, which do not have
significant seasonal characteristics. *erefore, X12 is used
to adjust these data seasonally. Next, the natural logarithm
of the above-adjusted data was taken, and finally, HP
filtering was applied to remove long-term trends from the
data and convert them into observable variable
information.

*e parameters to be estimated by the model were es-
timated using Bayes methods to compare the posterior es-
timates under the price-based rule and the quantity-based
rule, as shown in Table 2.

5. Impulse Response Analysis

*is paper compares the impulse response results of
monetary policy shocks of two rules, price-based and
quantity-based (the dynamic responses of each variable in
the figure are shown as percentage deviations from the
steady state), to analyze the different impacts of the two
monetary policy shocks on China’s macro-economic fluc-
tuations in terms of both the magnitude of fluctuations and
the duration period and further analyzes the applicability of
the two monetary policy rules in China.
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5.1. COVID-19 Shock. Figure 3 shows in comparison the
dynamic impact of COVID-19 shock on macro-economic
variables under both models. *e simulation results above
show that the onset of the epidemic has a significant short-
term impact on the real estate market and the economy as a

whole. Real estate prices contract more significantly under
the epidemic shock but for a shorter duration. Aggregate
output and consumption also fall sharply in a short period,
which confirms the market performance since 2020, and the
household sector does not experience post-disaster panic

Table 1: Parameter calibration.

Calibration Meaning Calibration
value Basis for taking values

β′ Savings-based household discount factor 0.988 Iacoviello and Neri [15]
β″ Loan-based household discount factor 0.95

Wang and Hou [26]δk

Elasticity of substitution between labor
inputs in each sector 1

ϕ Quarterly depreciation rate of real estate 0.8%
τ Capital depreciation rate (quarterly) 2.5% Xu and Liu [33]

δh

*e inverse of the real wage elasticity of
labor 1 Bernanke et al. [10], Peng and Fang [39]

m″ Mortgage ratio 0.7 According to the current lending policy in China, the
downpayment ratio for the first suite is usually 30%

εh

Elasticity of output with respect to capital
for the real estate firms 0.5

Iacoviello and Neri [15]
αh

Elasticity of output of the consumer goods
sector with respect to capital 0.5

αc Price elasticity of demand for housing 6 Iacoviello [11]
φΠ Inflation under the interest rate rule 0.15

Hou and Gong [18]
φY Output gap under the interest rate rule 1.5

φQ

Real estate price response coefficient under
the interest rate rule 1.5

φπ Interest rate smoothing coefficient 0.8
φy Inflation under the quantity rule 0.5

Xu and Liu [33]
φq Output gap under the quantity rule 1.5

ρb

Real estate price response coefficient under
the quantity rule 1.5

ρm Monetary supply smoothing coefficient 0.8

sy

Proportion of TFP declines in both sectors
due to epidemic shocks 0.0678 Estimation based on Barro [35] estimation method with actual

data from China.

sk

Proportion of capital stock impaired due to
epidemic shocks 0.0678 Chen et al. [34]
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Figure 2: Trends in real GDP per capita growth rates(Data source: Calculated based on data from the official website of the National Bureau
of Statistics.).
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consumption. As can be seen, the impact of the epidemic
shock on real estate prices and aggregate consumption and
investment is similar in magnitude in both models, but the
volatility of output is more pronounced in the quantity-
based model. Hence, the price-based model effectively
regulates real estate prices and stabilizes the economy under
an epidemic shock. In contrast, the quantity-based model
can achieve the objective of regulating real estate prices but
may cause drastic fluctuations in the total economy in the
short run, which is not conducive to stabilizing economic
development.

5.2. Monetary Shock. Figure 4 shows the dynamic effects of
different monetary policy shocks on macro-economic var-
iables. In the model, including the impact of the epidemic,
real estate prices show a significant increase and a long
duration when a positive interest rate shock occurs. Ag-
gregate output and aggregate investment show varying
degrees of decline, and aggregate consumption shows a rise
followed by a decline. When a positive monetary growth rate
shock hits the economy, real estate prices show a more
pronounced rise and last longer. Aggregate output, aggre-
gate investment, etc. show varying degrees of increase, and
aggregate consumption shows a tendency to fall and then
rise.

From the above simulation results, it can be seen that a
tight monetary policy can be more effective in curbing the
overheated development of real estate prices, but it also has a
dampening effect on the total output of the economy, and
the impact is relatively long-lasting. *us, in the face of a
pandemic shock, raising interest rates will dampen real
estate prices in the short run, but it will also cause a certain
degree of economic contraction. When using this type of
monetary policy, attention needs to be paid to the negative
effects on the economy. An accommodative quantitative
monetary policy shock can positively impact investment and
output, with real estate prices tending to rise and the impact
having a high degree of permanence. However, the side
effects of the policy are also evident, leading to persistent and
significant inflation.

5.3. Investment Shock. Figure 5 compares the macro-
economic dynamics of investment shocks in the two
models. As can be seen, both models exhibit similar results
when subjected to investment shocks, both affecting ag-
gregate consumption in the short run and having some
dampening effect on real estate prices. However, as higher
interest rates reverse the dampening effect on investment,
a slight rebound in housing prices ensues. *e volatility of
aggregate investment suggests that the long-run impact of

Table 2: Bayes estimation results of the model.

Parameter
Prior distribution Interest rule Quantity rule
Distr. Mean Posterior mean Confidence interval Posterior mean Confidence interval

ρj Beta 0.8 0.7662 (0.7633, 0.7686) 0.8386 (0.7320, 0.9502)
ρI

u Beta 0.7 0.9193 (0.9158, 0.9226) 0.8313 (0.8151, 0.8439)
ρs

u Beta 0.8 0.7455 (0.7445, 0.7465) 0.8447 (0.8319, 0.8563)
ρl Beta 0.8 0.9973 (0.9951, 0.9993) 0.8972 (0.8809, 0.9180)
ρa Beta 0.8 0.8218 (0.8197, 0.8238) 0.4369 (0.4063, 0.4737)
ρRR

f Beta 0.8 0.9152 (0.9117, 0.9181) 0.8700 (0.8295, 0.9208)
ρr

u/ρ
g
u Beta 0.8 0.9991 (0.9986, 0.9998) 0.8471 (0.8145, 0.8770)

σj Inv.Gamma 0.1 0.0059 (0.0026, 0.0092) 0.0078 (0.0024, 0.0139)
σI

u Inv.Gamma 0.1 0.0070 (0.0060, 0.0079) 0.2996 (0.2453, 0.3526)
σs

u Inv.Gamma 0.1 0.0017 (0.0015, 0.0020) 0.2346 (0.1774, 0.3195)
σl Inv.Gamma 0.1 0.0019 (0.0018, 0.0020) 0.0929 (0.0778, 0.1081)
σa Inv.Gamma 0.1 0.2271 (0.2142, 0.2409) 0.1476 (0.0832, 0.1789)
σRR

f Inv.Gamma 0.1 0.1827 (0.1715, 0.1911) 0.0079 (0.0022, 0.0135)
σr

u/σ
g
u Inv.Gamma 0.1 0.0057 (0.0050, 0.0065) 0.0355 (0.0290, 0.0418)
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the current positive investment shock is poor and may be
dragged down by the subsequent decline in aggregate
social investment, which creates an awkward situation of
early use, leading to a subsequent slippage in aggregate
output as well.

5.4. Land Supply Shock. As can be seen from the simulation
results below, a positive land supply shock effectively sup-
pressed real estate prices over a longer period in both
models. It also has a strong, persistent effect on all variables,
which positively affects the overall adjustment of the
economy. However, the drawback is also evident in that it
causes inflation to remain at a high level for a longer period,
which in the long run must prevent the economy from
overheating, as shown in Figure 6.

In summary, in terms of stabilizing the real estate market
as well as macro-economic fluctuations, the above shocks of
both price-based and quantity-based rule models have
produced certain effects on achieving real estate price reg-
ulation and stabilizing the economy, but the effects of each
shock on aggregate output are more drastic under the
quantity-based rule. *erefore, in practice, it is necessary to
choose the optimal regulation instruments according to the
current economic development and macro-economic reg-
ulation objectives in different periods while paying attention
to the abnormal fluctuations of other variables.

6. Conclusions

Since the outbreak of COVID-19, the economies of various
countries have been hit to varying degrees, and the recent
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rapid heating of the real estate market has drawn the at-
tention of scholars. In this context, regulating the real estate
market while stabilizing the economy has become a key
problem faced by China’s policy makers. *is paper focuses
on the effects of two types of monetary policies, price-based
and quantity-based, on variables such as real estate prices
and aggregate output by building a multi-sectoral DSGE
model that includes COVID-19 shocks. *e following
conclusions are drawn.

First, price-based monetary policy is more effective in
regulating real estate prices and stabilizing the economy.*e
analysis finds that both monetary policy rules achieve the
goal of curbing real estate prices to some extent, but variables
such as aggregate output are more volatile under the
quantity-based rule, which is detrimental to economic
stability. In contrast, in the model with the price-based rule,
other variables such as aggregate output are less volatile
under the same degree of real estate price volatility. Price-
based monetary policy can curb real estate prices while
having a milder impact on the overall economy.

Second, the COVID-19 shock dampened real estate
prices in the short run but simultaneously had serious effects
on other parts of the Chinese economy, and the effects lasted
longer. Impulse response analysis finds that the impact of the
epidemic shock on real estate prices lasts only about 4
periods, while the impact on aggregate consumption, ag-
gregate investment, and aggregate output lasts more than 10.
*is finding is supported by economic reality, as China’s real
estate market heated up rapidly in the first quarter of the
year, with real estate prices and volumes rising in many
places, while the rest of the economy recovered more slowly.

*ird, investment and land supply shocks can effectively
curb real estate prices while not having much negative
impact on other economic variables and can better cope with
the current situation. While aggressive monetary policy can
effectively stimulate the economy in the short run, it may
lead to further increases in real estate prices. In contrast,
investment and land supply shocks can stabilize the econ-
omy while dampening real estate prices in response to the
epidemic.

*is paper puts forward the following policy recom-
mendations based on the above findings. First, given that the
effects of COVID-19 are still ongoing, it is more appropriate
to choose price-based monetary policies for macro-eco-
nomic control at this time. Both types of monetary policies
can effectively curb the rise of real estate prices under normal
circumstances. However, in the face of a special period like
COVID-19, the monetary authorities should minimize the
impact on economic fluctuations in their policy operations
to curb real estate prices. Obviously, at this time, price-based
monetary policy is more effective and can achieve real estate
price regulation while having a more moderate impact on
the economy. Second, regulating real estate prices in the
context of COVID-19 requires appropriate monetary policy
and the coordination and cooperation of various other
sectors better stabilize real estate prices in the long run, for
example, stimulating investment through relevant policies
and targeted increases in land supply by local governments
at all levels.
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With the advancements in e-healthcare services, it is possible to provide remote medical services to patients and swifter first aid.
Medical images play an essential role in e-healthcare applications for providing quick and better remote diagnosis and treatment
to patients. Medical images generally comprise secret details about the patients and are therefore prone to various security threats
during their transmission over public networks. 'us, it is required to secure these images prior to their communication over
public networks. But due to distinctive properties of medical images, like higher correlation and redundancy among the pixels,
and larger size, it is required to design an efficient encryption model to resist against various security threats. In this paper, an
efficient encryption model for medical images is proposed. To obtain the secret keys, six-dimensional hyperchaotic map (SDHM)
is proposed. Firstly, plain medical image is divided into three channels such as red, green, and blue. Secret keys are used to diffuse
these channels. Lastly, encrypted channels are concatenated and final encrypted medical image is obtained. Extensive experiments
are drawn by considering the benchmark medical images. Also, comparisons are performed among the proposed SDHM and
competitive techniques by considering various performance metrics. Comparative analysis reveals that the proposed SDHM
achieves remarkably good performance than the existing encryption models.

1. Introduction

With the advancements in multimedia applications, images
are playing very crucial role in various applications. One of
the most important applications is e-healthcare. Due to
digitalization, the communication among the doctors and
patients becomes very easy. 'e doctors from distant areas
can collaborate and work together. 'e e-health has wide
range of applications such as drug-synergy prediction,
disease diagnosis, digital surgery, telemedicine, and tele-
health. Generally, healthcare data are transmitted over
public networks which may cause various security threats. In
this paper, we focused only on medical images. 'e com-
munication and storage of medical images over the public
networks is not secure. 'e primary concerns of medical
images are authentication, confidentiality, and integrity. 'e
security vulnerabilities of medical images can pose various

threats that further restrict the development of mobile
healthcare applications [1, 2]. 'erefore, it is required to
protect the medical images while communication and
storage. Image encryption is one the information security
models that can be utilized to protect the medical images.

Many researchers have used chaotic maps to protect the
medical images.'e strength of the encryptionmodel always
lies on the secret keys. To produce secret keys, chaotic maps
are extensively utilized. In [1], logistic map, cubic map, and
sinemap were used to secure themedical images. In [3], edge
and chaotic maps were used to encrypt the medical images.
In [4], secret key was obtained using double humped (DH)
logistic map to encrypt the medical MRI and X-ray images.
In [5], logistic-sine chaotic map was used to permute the
original image. 'en, image was divided into blocks, and the
blocks were encrypted using hyperchaotic map. In [6],
medical images were encrypted using the ElGamal
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cryptosystem. 'e secret key was obtained using Mersenne
Twister pseudo-random number generator. In [7], sine map
and Rossler dynamical systems were utilized to secure the
medical images.

Chaotic encryption models come under spatial-domain
models. In spatial-domain models, operations are directly
applied on the plain image. To make medical image en-
cryption models more secure, many researchers combined
spatial and frequency domain models. In [8], cosine number
transform was applied to protect the medical images. In [9],
fuzzy chaotic map was used to encrypt the images along with
discrete wavelet transform (DWT). In [10], medical images
were protected using cosine number transform. In [11], edge
maps and DWTwere used to encrypt the medical images. In
[12, 13], integer wavelet transform (IWT), DNA, and 3D
Lorenz chaotic map were utilized to secure the medical
images over public networks.

'ere are many other concepts which have been utilized
to protect the medical images. One of them is homomorphic
encryption. It allows to perform the operations on medical
images stored in cloud storage without compromising the
confidentiality [14]. However, the use of homomorphic
encryption is computationally expensive. 'e combination
of encryption and watermarking models was also applied to
improve the security and reliability [15, 16]. 'e concept of
optimization is also utilized by many researchers in the field
of image encryption. 'e optimization algorithms help in
selection of optimized encrypted image [17–19]. However,
the selection of optimization algorithm and fitness function
is very challenging. Along with this, optimization algorithms
are very time consuming. 'e concept of compression was
also used to reduce the processing time [20]. Compression
may reduce the quality of medical images that is not ac-
ceptable in medical field where minute details are very
important [21–23].

It is found that the medical images generally comprise
secret details about the patients and are therefore prone to
various security threats during their transmission over
public networks. 'us, it is required to secure these images
prior to their communication over public networks. But due
to distinctive properties of medical images, like higher
correlation and redundancy among the pixels, and larger
size, the existing encryption models are unable to achieve
high security. 'erefore, they are unable to resist various
security attacks. 'us, the main objective of this paper is to
design an efficient image encryption model that can develop
significantly complex secret keys.

'e main contributions of this paper are as follows:

(1) An efficient image encryption model is proposed to
encrypt e-healthcare images.

(2) To obtain the secret keys, six-dimensional hyper-
chaotic map (SDHM) is proposed.

(3) Efficient permutation-diffusion-based encryption
approach is proposed to encrypt the biomedical
images.

'e rest of the paper is organized as follows. Literature
review is presented in Section 2. Section 3 discusses the
proposed model. Section 4 presents the experimental
analysis. 'e conclusion is presented in Section 5.

2. Literature Review

Every day many healthcare related images are transmitted
over public networks. 'ese images contain potential secret
information related to patients. But these healthcare images
are suspectable to numerous security attacks [24–26].
'erefore, many medical image encryption models have
been implemented. In [27], Ding et al. designed a deep
learning-based medical image encryption model. Cycle-
generative adversarial network (CGAN) was used to encrypt
the images. In [28], Khedr and Glenn implemented a GPU-
accelerated homomorphic encryption model. 'is model
can provide encryption results at a rapid speed. In [29], Liu
et al. designed a verifiable multi-keyword search (VMKS)
encryption model. It has utilized anonymous key generation
for medical images. Convergence key was utilized to
scramble electronic health records.

In [30], Yi et al. utilized Paillier and ElGamal crypto-
systems (PECs) to implement statistical analysis on the
healthcare data without compromising the patients’ privacy.
In [31], Haddad et al. presented a joint watermarking en-
cryption approach so called JJL for medical images. Bit
substitution watermarking modulation with JPEG-LS was
also used to encrypt the data. In [32], Qiu et al. designed a
secure communicationmodel by using a selective encryption
model (SET) combined with fragmentation and dispersion.
In [33], Jiang et al. utilized somewhat homomorphic en-
cryption (SHE) for homomorphic evaluation over single
instruction multiple data. It can encrypt data with lesser
number of overheads. In [34], Bao et al. designed a revo-
cable, privacy-preserving fine-grained data sharing method
with keyword search to encrypt the healthcare data. For data
authenticity, a pseudo-identity-based signature approach
was also used. In [35], Wang designed a blind batch en-
cryption model to encrypt the healthcare data. It has been
found that this model can resist six typical attacks. In [36],
Zeng et al. studied that attribute-based encryption can en-
sure data confidentiality and user privacy in healthcare
environment. Partially policy-hidden and large universe-
based encryption model was also used.

In [37], Sara et al. used permutation and substitution
framework to encrypt the medical images. Images were
divided into blocks and these blocks are permutated using
zigzag pattern. Logistic map was applied to obtain the secret
keys and perform the substitution operation. In [38], Sha-
fique et al. proposed a medical image encryption scheme
using DWT, logistic map, and bit-plane extraction system.
In [39], Ravichandran et al. protected the medical images by
using chaotic maps and deoxyribonucleic acid (DNA).
Multiple chaotic maps were applied to create random keys
further used in permutation, encoding, and substitution

2 Scientific Programming



processes to carry out the encryption. In [40], Ibrahim et al.
designed an encryption scheme using chaotic maps and
S-boxes to secure the medical images. In [41], Belazi et al.
used DNA and chaotic maps to encrypt the medical images.
SHA-256 was also used to obtain the initial values for secret
keys. In [42], Wang et al. encrypted the medical images
based on Galois field. In [43], Shankar et al. used adaptive
grasshopper optimization algorithm to select the optimal
secret key to encrypt the medical images.

From the literature, it is observed that the development
of efficient encryption approach for e-healthcare is a chal-
lenging problem. Increasing the key space size is desirable.
'erefore, high-dimensional hyperchaotic map can be
designed to increase the key size.

3. Proposed Model

In this section, the proposed encryption model is presented
for healthcare data. A SDHM is used to obtain the secret
keys. 'ese keys are then used to diffuse the medical images.
'e proposed SDHM is mainly divided into three parts: key
generation, encryption process, and decryption process. 'e
proposed encryption model is illustrated in Figure 1.

3.1. Six-Dimensional Hyperchaotic Map. To obtain the
secret keys, a SDHM is used. It is more complex and dy-
namic than low-order dimensional chaotic maps. Due to
this, it becomes difficult to guess the secret keys without the
knowledge of initial values. It improves the security as well as
robustness of the model. It is defined as [44, 45]

w1′ � λ1 w2 − w1(  + w4 + λ2w6,

w2′ � pw1 − w2 − w1w3 + w5,

w3′ � −vw3 + w1w2,

w4′ � fw4 − w1w3,

w5′ � −bw2 + w6,

w6′ � u1w1 + u2w2,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(1)

where w1, w2, w3, w4, w5, and w6 are initial state variables of
SDHM. λ2, b, u1, u2, and h are the control parameters. λ1, v,
and p are the constant parameters. f is the coupling pa-
rameter. In this proposed SDHM, seven secret keys are used,
and seventh secret key (w7′) is obtained as

w7′ � zw1⊕fw4, (2)

where z is the constant parameter. 'e hyperchaotic nature
of SDHM with attributes λ1 � 9, f � 2, b � 8.7, v � 7/2,
λ2 � 2, u1 � 2, p � 31, u2 � 3, and z � 1 is shown in Figure 2.
It can be seen that SDHM is dynamic in nature and provides
more complexity that is needed for security of medical
images.

3.2. Encryption Process. Algorithm. 1 represents various
steps to encrypt the medical images. Firstly, plain image
(Pmg) is divided into red (Pr), green (Pg), and blue (Pb)

channels. 'e six keys w1′, w2′, w3′, w4′, w5′, and w6′ are

obtained using equation (1). Another key, i.e., w7′, is com-
puted by utilizing the XOR (⊕) (see equation (2)). Pr is
diffused using w1′ and ⊕ operation and obtains P′

′
r. Similarly,

Pg and Pb are diffused as Pg
′ and Pb

′ using w2′ and w3′, re-
spectively. 'e diffused channels Pg

′ and Pb
′ are further

diffused as P′
′
g and P′

′
b using P′

′
r and Pg

′, respectively. To
increase the complexity and strength of the secret keys, keys
are further modified. w5′ is modified using w4′ and ⊕ oper-
ation as w′

′
5. w6′ is modified using w4′ and ⊕ operation as w′

′
6.

w7′ is modified using w4′ and ⊕ operation as w′
′
7. 'e diffused

channels P′
′
r, P′
′
g, and P′

′
b are encrypted using w′

′
5, w′
′
6, and w′

′
7

with encryption factor Ef. 'e obtained resultant encrypted
channels are Cr, Cg, and Cb. Finally, encrypted image (Cmg)

is obtained by concatenating the ciphered channels Cr, Cg,
and Cb (Algorithm 1).

3.3. Decryption Process. Decryption process converts the
encrypted image back into original image. Algorithm. 2
shows the various steps to decrypt the encrypted image.
Before starting the decryption, the algorithm needs pa-
rameters such as initial values of w1, w2, w3, w4, w5, w6, w7,
λ1, λ1, b, v, f, u1, u2, z, and p to obtain the secret keys using
equations (1) and (2) and encryption factor Ef to perform
the decryption. Decryption algorithm is identical to en-
cryption algorithm, but in reverse order (Algorithm 2).

4. Experimental Analysis

'e proposed method is implemented on MATLAB2021a
with 16GB RAM on i7 processor. 'e proposed SDHM is
compared with existing models such as CGAN, VMKS, PEC,
JJL, SET, and SHE to assess the performance. Five colored
medical images such as CTof ascites (CTA) [46], brain MRI
(BMRI) [47], dermoscopy (DM) [48], fundus (FS) [49], and
ultrasound (US) [50] are taken for testing. Figure 3 shows
the visual analysis of the proposed medical image encryp-
tion. Figure 3(a) shows the plain medical images which are
used for encryption. 'e histograms of the plain images are
shown in Figure 3(b). 'e encrypted images and their re-
spective histograms are shown in Figures 3(c) and 3(d),
respectively. Here, we can see that the histograms of
encrypted images are uniform which means that it does not
reveal any statistical information to attackers. Figure 3(e)
shows the decrypted images that exactly look like plain
images.

4.1. Performance Parameters. To assess the performance of
the proposed medical image encryption model, various
parameters such as peak signal to noise ratio, entropy, and
correlation coefficient are utilized.

4.1.1. Peak Signal to Noise Ratio. Peak signal to noise ratio
(PSNR) is utilized to quantify the quality of decrypted
images [51]. It can be computed as

PSNR � 10 × log10
2552

MSE
. (3)
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Figure 1: Proposed encryption scheme.
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Figure 2: Chaotic attractors of SHM: (a)w1 − w2 plane, (b)w3 − w4 plane, and (c)w1 − w3 plane.
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Here, mean squared error (MSE) can be computed as

MSE �
1

mn


m−1

i�0


n−1

j�0
Pmg(i, j) − Cmg(i, j) 

2
. (4)

Here, Pmg shows input image. Cmg shows encrypted
image. (i, j) denotes pixel coordinates. mandn shows size of
the input image.

Table 1 shows the performance evaluation of the pro-
posed SDHM in terms of PSNR among decrypted and actual

Input: plain image (Pmg)

Output: encrypted image (Cmg)

/∗ Decompose Pmg into red (Pr), green (Pg), and blue (Pb) matrices.∗/
Pr � Pmg (:,:, 1)
Pg � Pmg (:,:, 2)
Pb � Pmg (:,:, 3)
obtain secret key wi

′, with i � 1, . . . , 7 utilizing equations (1) and (2)
//Diffuse color channels using w1′, w2′, and w3′

P′
′
r � mod(Pr⊕w1′, 256)

Pg ’ � mod(Pg⊕w2′, 256)
P′
′
g � mod(Pg

′⊕Pr ”, 256)
Pb
′ � mod(Pb⊕w3′, 256)

P′
′
b � mod(Pb

′⊕Pg ’, 256)
//Modify keys w5′, w6′, and w7′ by considering w4′

w5 ” � w5′⊕w4′
w6 ” � w6′⊕w4′
w7 ” � w7′⊕w′4
//Diffuse Pr ”, Pg ”, and Pb ” utilizing w′

′
5, w6 ”, and w7 ”

Cr � mod(w5 ” ×Pr ” + (1 − Ef) × w5 ”, 256)
Cg � mod(w6 ” ×Pg ” + (1 − Ef) × w6 ”, 256)
Cb � mod(w7 ” ×Pb ” + (1 − Ef) × w7 ”, 256)
//Obtain an encrypted image by concatenating scrambled channels
Cmg � cat(Cr, Cg, Cb)
return Cmg

ALGORITHM 1: Proposed encryption algorithm for medical images.

Input: keys w1, w2, w3, w4, w5, w6, w7, λ1, λ1, b, v, f, u1, u2, z, p, and Ef

Output: Dmg

//Decompose Cmg to red Cr, green Cg, and blue Cb channels
Cr � Cmg (:,:, 1)
Cg � Cmg (:,:, 2)
Cb � Cmg (:,:, 3)
obtain keys w1′, w2′, w3′, w4′, w5′, w6′, and w7′ using equations (1) and (2)
//modify keys w5′, w6′, and w7′ by w4′
w′
′
5 � w5′⊕w4′

w′
′
6 � w6′⊕w4′

w′
′
7 � w7′⊕w4′ //Decrypt Cr, Cg, and Cb by w′

′
5, w′
′
6, and w′

′
7

P′
′
r � (Cr - (1-Ef) ×w′

′
5)/ Ef

P′
′
g � (Cg - (1-Ef) ×w′

′
6)/ Ef

P′
′
b � (Cb - (1-Ef) ×w′

′
7)/ EF

//Decrypt P′
′
r, P′
′
g, and P′

′
b by considering w1′, w2′, and w3′

Pr � P′
′
r⊕w1′

Pg
′ � Pr⊕P′

′
g

Pg � Pg
′⊕w2′

Pb
′ � P′

′
b⊕P
′′
g

Pb � Pb
′⊕w3′

//Obtain original image by concatenating the decrypted channels
Dmg � cat(Pr, Pg, Pb)
return Dmg

ALGORITHM 2: Decryption algorithm.
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images. PSNR among decrypted and actual images is de-
sirable to be maximum. It is clearly found that the proposed
SDHM achieves remarkably better PSNR values than the

existing models. 'e proposed SDHM shows an average
improvement in terms of PSNR as 3.4587%. Bold values
indicate the high performance.
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Figure 3: Visual analysis. (a) Plain medical images. (b) Histograms of plain images. (c) Encrypted medical images. (d) Histograms of
encrypted images. (e) Decrypted images.

Table 1: Performance evaluation of color image in terms of PSNR between actual and decrypted images.

Technique CTA BMRI DM FS US
CGAN [27] 56.62 47.31 40.16 51.86 50.59
VMKS [29] 56.52 43.77 47.51 52.99 52.81
PEC [30] 44.37 50.18 59.02 57.04 54.18
JJL [31] 58.21 52.55 51.12 59.32 53.92
SET [32] 57.12 56.94 43.53 57.02 57.41
SHE [33] 56.76 48.92 45.59 59.22 51.25
Proposed 59.41 58.14 60.22 60.52 58.65
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Table 2 demonstrates the performance evaluation of the
proposed SDHM in terms of PSNR among encrypted and
actual images. PSNR among encrypted and actual images is
desirable to be minimum. It is clearly observed that the
proposed SDHM obtains remarkably minimum PSNR
values than the existing models. 'e proposed SDHM shows
an average reduction in terms of PSNR as 1.6478%.

4.1.2. Entropy. Entropy is a well-known measure which
indicates the degree of randomness in the image [52]. En-
tropy values of encrypted images are desirable to be 8.
Entropy (m) of an image can be computed as

m � 
m−1

i�0
p mi( log2

1
p mi( 

. (5)

Here, mi shows the probability values of corresponding
pixels.

Table 3 shows the performance evaluation of the pro-
posed SDHM in terms of entropy of encrypted images and it
should be maximum. It is clearly observed that the proposed
SDHM attains remarkably better entropy values than the
existing models. 'e proposed SDHM shows an average
improvement in terms of entropy as 0.8978%.

4.1.3. Correlation Coefficient. 'e attackers sometimes ex-
plore the relation among the adjacent pixels of an image for
statistical attacks. Actually, the adjacent pixels of the plain
image are highly correlated to each other in all three di-
rections such as horizontally (HC), vertically (VC), and
diagonally (VC) [53]. 'is relation should be minimum so
that no statistical information should be disclosed to the

attackers. 'e relation among the adjacent pixels can be
calculated as follows:

r �
 xi − μx(  yi − μy 

�������������������

 xi − μx( 
2

yi − μy 
2

 . (6)

Here, r is the correlation coefficient. x and y represent
the adjacent pixels. μx and μy are the means of x and y,
respectively. For this experiment, we randomly selected 3000
pairs of adjacent pixels (x, y) from plain and encrypted
images. US image is taken for this test.

Figure 4 shows the inter-pixel correlation of US image.
Horizontal (HC), vertical (VC), and diagonal (DC) cor-
relations between the pixels of plain red channel are
presented in Figures 4(a), 4(b), and 4(c). Here, it shows
that pixels of plain image are highly correlated.
Figures 4(d), 4(e), and 4(f ) show HC, VC, and DC among
the pixels of encrypted red channel. Here, it can be seen
that pixels are random in nature and show no relation
among the pixels.

'e inter-pixel correlation of green channel is shown
in Figure 5. HC, VC, and DC between the pixels of plain
green channel are shown in Figures 5(a), 5(b), and 5(c),
respectively. Figures 5(d), 5(e), and 5(f ) show HC, VC,
and DC among the pixels of encrypted green channel. It
can be seen that pixels are loosely correlated to each
other. Similarly, Figure 6 shows the correlation among
the pixels of plain and encrypted blue channels.
Figures 6(a)–6(c) show the relation between the pixels of
plain blue channel. Figures 6(d)–6(f ) show the relation
among the pixels of encrypted green channel. It can be
observed that pixels are not correlated to each other.
Table 4 shows HC, VC, and DC among the adjacent pixels

Table 2: Performance evaluation of color image in terms of PSNR between actual and encrypted images.

Technique CTA BMRI DM FS US
CGAN [27] 6.18 4.25 2.44 3.73 4.27
VMKS [29] 4.32 5.12 2.17 2.42 5.27
PEC [30] 4.57 4.55 6.58 3.61 4.04
JJL [31] 1.64 3.45 5.99 3.55 1.75
SET [32] 5.05 6.92 4.61 4.32 4.44
SHE [33] 3.29 4.94 5.31 2.08 4.89
Proposed 1.44 2.25 1.97 1.88 1.55

Table 3: Performance evaluation of color image in terms of entropy.

Technique CTA BMRI DM FS US
CGAN [27] 7.76 7.26 7.54 7.6 7.05
VMKS [29] 7.51 7.59 7.45 7.39 7.19
PEC [30] 7.21 7.72 7.5 7.07 7.31
JJL [31] 7.65 7.37 7.03 7.43 7.12
SET [32] 7.6 7.7 7.52 7.53 7.56
SHE [33] 7.16 7.53 7.55 7.14 7.12
Proposed 7.59 7.53 7.38 7.43 7.39
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Figure 4: Correlation analysis of red channel of US image: (a)HC, (b)VC, and (c)DC among the pixels of plain red channel and (d)HC, (e)VC,
and (f)DC among the pixels of encrypted red channel.
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Figure 5: Correlation analysis of green channel of US image: (a)HC, (b)VC, and (c)DC among the pixels of plain green channel and (d)HC,
(e)VC, and (f)DC among the pixels of encrypted green channel.
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of encrypted medical images. From the values, it can be
seen that there is no relation among the adjacent pixels of
the encrypted medical images. Hence, attackers cannot
discover any kind of statistical information to recover the
information.

5. Conclusion

An efficient image encryption approach for medical images
was proposed. Six-dimensional hyperchaotic map was uti-
lized to obtain the secret keys. Firstly, plain medical image
was divided into three channels such as red, green, and blue.
Secret keys were used to diffuse these channels. Lastly,
encrypted channels were concatenated and final encrypted
medical image was obtained. Comparative analysis revealed
that the proposed SDHM achieves remarkably good per-
formance than the existing encryptionmodels.'e proposed
SDHMhas significantly increased the key size.'erefore, the
proposed SDHM can resist various security attacks. Ex-
tensive experimental analysis revealed that the proposed
SDHM outperforms the competitive models in terms of
entropy, correlation coefficient, and PSNR by 1.7483%,
1.7483%, and 1.8325%, respectively.

In near future, we will utilize some soft-computing
techniques to increase the size of secret keys. Additionally,
more security attacks will be implemented to evaluate the
performance of the proposed model.

Data Availability

'e used datasets are freely available from the following: CT
(https://www.kaggle.com/kmader/siim-medical-images); der-
moscopy (https://www.kaggle.com/sergio814/dermoscopy-
images); fundus (https://www.kaggle.com/andrewmvd/ocular-
disease-recognition-odir5k); brain MRI (https://www.kag-
gle.com/mateuszbuda/lgg-mri-segmentation); ultrasound
(http://femonum.telecom-paristech.fr/download.html).
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Artificial neural network algorithm has strong nonlinear mapping function. BP neural network algorithm is the representative of
artificial neural network algorithm. Due to the relatively small scale of small, medium, and micro enterprises and lack of mortgage
assets, the biggest market risk they usually face is credit risk. In order to avoid huge economic losses for banks, the impact of risk
analysis on credit decision-making is the key. +erefore, the establishment of a scientific and complete credit risk assessment
system has become the primary task. +is paper mainly uses BP neural network algorithm to analyze the risk of small and
medium-sized enterprises and solve the problem of credit decision-making. First, analyze the various influencing factors that
cause credit risk, and layer the factors according to the degree of risk; secondly, use the fuzzy comprehensive evaluation method in
mathematical modeling to rank each factor; then, use the fuzzy analytic hierarchy process to calculate the weight of each indicator
factor as calculated by establishing the risk value function, using the function expression of the annual interest rate and the total
credit formula to calculate the total credit, which solves the problem of the loan line of each enterprise, and use the optimal linear
programming to give priority to the selection of the line and the interest rate. Enterprises: finally, for enterprises that do not have a
credit rating, reasonable adjustments are made to the quota by establishing lending qualification expression, taking into account
the impact of unexpected external factors, establishing an improved annual interest rate function, and achieving an optimized
credit strategy through the establishment and solution of the model. +e goal of optimizing credit strategy has been achieved.

1. Introduction

In practice, due to the relatively small scale of small, me-
dium, and micro enterprises and lack of collateral assets [1],
banks usually rely on credit policies, corporate transaction
bill information, and the influence of upstream and
downstream companies to provide companies with strong
strength and stable supply-demand relations and provide
loans and give preferential interest rates to companies with
high reputation and low credit risk. Banks first evaluate the
credit risk of small, medium, and micro enterprises based on
their strength and reputation and then determine whether to
lend and credit strategies such as loan limits, interest rates,
and maturity based on factors such as credit risk.

A certain bank has a loan amount of 100,000 to 1
million yuan to an enterprise that is determined to lend;
the annual interest rate is 4% to 15%; and the loan period is
1 year. Relevant data include the relevant data of 123
companies with credit records, the relevant data of 302
companies without credit records, and the 2019 statistics
on the relationship between loan interest rates and cus-
tomer churn rates. +en, how to establish a model to study
the credit strategy for small, medium, and micro enter-
prises based on the actual situation and the data infor-
mation in the attachment has become a key issue in bank
lending.

For the bank’s credit strategy, the following three issues
need to be addressed:
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(1) Quantify the credit risk of the 123 companies in
Annex 1 and give the bank’s credit strategy for these
companies when the total annual credit is fixed.

(2) On the basis of question 1, conduct a quantitative
analysis of the credit risk of the 302 companies in
Annex 2 [2] and give the bank’s credit strategy for
these companies when the total annual credit is 100
million yuan.

(3) +e production and operation and economic ben-
efits of enterprises may be affected by some sudden
factors, and sudden factors often have different ef-
fects on different industries and different types of
enterprises. Considering the credit risk of each
company in Annex 2 and the impact of possible
sudden factors (such as the novel coronavirus epi-
demic) on each company, the bank’s credit adjust-
ment strategy when the total annual credit is 100
million yuan is given.

2. Problems Analysis

In response to question 1, we are required to quantify
customer credit risk. +e first problem is to find out the key
factors that affect credit risk. We can consider the fuzzy
analytic hierarchy process [3] to establish systematization
and hierarchy. In a structured system, the elements in the
system are compared in pairs, and a matrix is generated for
quantitative analysis. After determining the collective
evaluation (level) of the credit risk factors (indicators) of 123
companies, the fuzzy priority relationship matrix is obtained
through custom data, and the fuzzy judgment matrix is
calculated through the formula, then the weight of each
factor level is determined, and the priority is judged. +e
most important risk factors can be obtained.

In response to problem 2, the goal is to solve the
problems of credit risk quantification, loan interest rates,
and bank credit optimal strategies. Because of the relevant
data and loan interest rates of 302 companies with no credit
records, the risk value cannot be calculated based on the
reputation rating and default. +erefore, the relationship
between the average profit rate and the risk is mainly
considered, and the function is obtained by fitting the data in
Annex 1. +is problem can be solved; use the function of
problem 1 to get the annual interest rate of 203 companies;
use the formula of problem 1 to calculate the quota of each
enterprise, and then use the combination optimization
program and planning method to adjust the credit limit.

In response to question 3, focus on the sudden factors
that affect the production and operation and economic
benefits of the enterprise, and use the data in Annex 2 as the
basis for analysis. Several questions are mainly considered.
First, why are many companies operating negatively? Sec-
ond, what is the reason why the corporate credit line is not
within the scope of the bank’s requirements? +ird, how to
reduce customer churn rate? In view of the above problems,
the model designed in question 1 and question 3 can be
improved.

3. Credit Strategy Based on Risk
Quantitative Analysis

For question 1, it is necessary to find the credit factors to
quantify the risk. Because the company has historical rec-
ords, the fuzzy evaluation method can be considered; if the
influencing factors can be determined, consider using the
multiweight relationship [4] to calculate the risk value. From
the risk value, the annual interest rate can be obtained by
using a piecewise function or a fitting method; combined
with the annual interest rate, on the basis of calculating the
credit limit, linear programming and optimization methods
can be used to select the optimal credit strategy.

3.1. Rating of Credit Factors. +e first problem of question 1
is to find the important factors of credit evaluation. In order
to select the factors that affect the credit of small and micro
enterprises, the fuzzy comprehensive evaluation method is
used to evaluate the credit decision, comprehensively con-
sidering various factors related to credit risk and based on
indicators. +e selection principle finally determines the
level of the indicator system for corporate credit risk
evaluation. +e specific evaluation indicator structure is
shown in Table 1.

Find the weights of the pairwise comparison matrix
between the criterion layer and the target layer [5].

First, the criterion layer compares the target pair by pair
and establishes the priority relationship matrix G � (gij)n×n,
with gij � (1, 0.5, 0) to establish a priority matrix:

A1 B1 B2 B3 r1

B1 0.5 1 1 2.5

B2 0 0.5 1 1.5

B3 0 0 0.5 0.5





. (1)

According to formula (2), the fuzzy judgment matrix is
calculated, and then the square root method formula (3) is
used to calculate the weight of the level index.

rij �
ri − rj

2n
+ 0.5, (2)

wi � ri 
m
i�1 ri (i � 1, 2 . . . . . . m), (3)

ri �

�����



n

i�1
rij

n




(j � 1, 2 . . . . . . m). (4)

Second, the criterion layer establishes a fuzzy consistent
judgment matrix for the target:

A1 B1 B2 B3 W1

B1 0.50 0.67 0.83 0.430

B2 0.33 0.50 0.67 0.316

B3 0.17 0.33 0.50 0.200





. (5)
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Find the weight coefficient of the pairwise comparison
matrix of the plan layer to the target layer.

First, the priority comparison matrix corresponding to
the enterprise’s own factor criteria is

B1 C1 C2 C3 C4 r1

C1 0.5 1 1 1 3.5

C2 0 0.5 0 1 1.5

C3 0 1 0.5 1 2.5

C4 0 0 0 0.5 0.5





. (6)

Second, the company’s own factor criteria establish a
fuzzy consistent judgment matrix:

B1 C1 C2 C3 C4 W2

C1 0.5 0.75 0.625 0.875 1.420

C2 0.25 0.5 0.375 0.375 0.768

C3 0.375 0.625 0.5 0.75 1.149

C4 0.125 0.625 0.25 0.5 0.663





. (7)

+en, the priority comparison matrix corresponding to
the bank’s own factor criteria is

B2 C1 C2 C3 C4 r3

C1 0.5 1 1 1 3.5

C2 0 0.5 1 1 2.5

C3 0 0 0.5 1 1.5

C4 0 0 0 0.5 0.5





. (8)

+en, the fuzzy consistent judgment matrix corre-
sponding to the bank’s own factor criterion is

B2 C1 C2 C3 C4 W3

C1 0.5 0.625 0.75 0.875 0.894

C2 0.375 0.5 0.625 0.75 0.723

C3 0.25 0.375 0.5 0.625 0.976

C4 0.125 0.25 0.375 0.5 1.404





. (9)

In addition, the priority comparison matrix corre-
sponding to the macro factor criterion is

B3 C1 C2 C3 C4 r4

C1 0.5 0.5 0 0 1

C2 0.5 0.5 0.5 0 1.5

C3 1 0.5 0.5 0 2.0

C4 1 1 1 0.5 3.5





. (10)

Finally, the fuzzy discriminant matrix corresponding to
the macro factor criterion is

B3 C1 C2 C3 C4 W4

C1 0.5 0.4375 0.375 0.1875 0.535

C2 0.5625 0.5 0.4375 0.25 1.130

C3 0.625 0.5625 0.5 0.3125 1.307

C4 0.8125 0.75 0.6875 0.5 1.027





. (11)

From the above calculation and analysis, it can be seen
that the more weighted factors are C2 and C4 in B2; that is,
the credit risk is mainly determined by the credit rating and
bill information of the company’s own factors, and C1
(national economy) is also affected by B3 (macro factor) [6]
and other factors.

Vij � wi × wij. (12)

From formula (12), it can be concluded that the ranking
of the influence of each factor on the credit decision of the
enterprise is shown in Table 2.

3.2. Calculation of Risk Value Based on Multiweight
Relationship. +e quantitative analysis of the credit risk G of
the 123 companies in Annex 1 is as follows.

First, construct the weight term sum risk value function,
as shown in

G � P × P3 + D × P1 + W × P2, (13)

P �
S − C

4
, (14)

Table 1: +e structure of corporate credit evaluation indicators.

Causes of corporate credit risk A1

First level indicator Secondary indicators

Enterprise’s own reasons B1

Reputation level C1
Number of violations C2

Bill information C3
Upstream and downstream companies influence C4

Bank’s own reasons B2

Industry risk C1
Professionalism of assessors C2

Enterprise size C3
Credit strategy C4

Macro factor B3

Government administrative intervention C1
National legal system C2
National economy C3

Vicious struggle between banks C4
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D �

0.9 C1 � A

0.7 C1 � B

0.5 C1 � C

0 C1 � D

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

, (15)

W �
0 breach of contract
1 no breach of contract

 . (16)

Among them, formula (14) is to calculate the average
annual profit rate.

+en, use Excel to calculate the profit of each compa-
ny� total expenditure (tax included)-total income (after
tax). +e total expenditure (including tax) here� SUMIFS
(input invoice information! $G$2:$G$210948, input invoice
information! $A$2:$A$210948, A2, input invoice informa-
tion! $H$2:$H$210948, “Valid invoice”), Total income (after
tax)� SUMIFS (output invoice information! $E$2:
$E$162486, output invoice information! $A$2: $A$162486,
A2, output invoice information! $H$2: $H$162486, “Valid
invoice”).

Finally, by using formulas (13)–(16) to calculate, finally
calculate the risk Y. Specific data are shown in Table 3.

3.3. Calculate the Annual Interest Rate. After calculating the
risk value in Annex 1, the evenly distributed risk value range
is [0, 9.21]. According to the data in Annex, the value
difference of the annual interest rate is 0.004. +erefore, the

corresponding value of the risk value and the annual interest
rate is obtained as shown in Table 4.

Perform data fitting on the data in Table 1 to obtain the
calculated annual interest rate function, as shown in formula
(22), and the specific annual interest rate is shown in Table 5.

Z � E + Q, (17)

E �
Y × 1 − Y2( 

I
, (18)

G2 �
R − J

J
, (19)

I � T − U, (20)

Q � E × Pi, (21)

y � 1E − 05x
2

− 0.0122x + 0.1505. (22)

Calculate the total credit Z of the enterprise by formulas
(17)–(21).

Use goal planning [8] to judge whether to lend to en-
terprises under the condition of maximizing the interests of
banks:

E(x) � max
n

i�1
Yixi 1 + Yi( Mi. (23)

Among them,

Mi �
0 credit rating is D

1 the credibility level is atleast C
 , 10≤Yixi ≤Gi ≤ 0.15. (24)

3.4. Calculate the Credit Limit of Each Company. xi repre-
sents the loan amount, corporate credit line� last year’s sales
revenue× (1-previous year’s sales profit
rate)× (1 + estimated sales revenue growth rate)/number of
capital turnover. Among them, the number of turn-
over� accounts receivable turnover days-accounts payable
turnover days, the credit limit in 2021 is determined by

calculating the 19–20 income growth rate and the number of
capital turnover [9]. +e specific data is shown in Table 6.

+rough the above quantification of credit risk, the
annual credit interest rate and credit limit can be calculated,
and then the target planning model analysis can be used to
obtain the credit strategy. First, if the bank wants to insure
the collection, it can consider giving priority to mortgage

Table 2: Weights of corporate credit evaluation indicators [7].

Causes of corporate credit risk A1

First level indicator Secondary indicators Weight w

Own cause B1

Reputation level C1 1.420
Number of violations C2 0.768

Bill information C3 1.149
Upstream and downstream companies influence C4 0.663

Bank’s own reasons B2

Industry risk C1 0.894
Professionalism of assessors C2 0.723

Enterprise size C3 0.976
Credit strategy C4 1.404

Macro factor B3

Government administrative intervention C1 0.535
National legal system C2 1.130
National economy C3 1.307

Vicious struggle between banks C4 1.027
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Table 3: Sample table of enterprise risk value data.

Enterprise
code Company name Reputation

rating
Rank
weight

Breach of
contract

Default
weight

Average annual
profit rate Risk

E1
∗∗∗Electric Appliance Sales

Co., Ltd. A 0.9 No 1 −0.3874844 0.688335602

E2 ∗∗∗Technology Co., Ltd. A 0.9 No 1 2.63621849 2.182256471

E3
∗∗∗Electronics (China) Co.,

Ltd. ∗∗∗ Branch C 0.5 No 1 9.52389829 5.341012428

E4
∗∗∗Development Limited

Liability Company C 0.5 No 1 6.22735183 3.71228772

E5
∗∗∗Supply Chain Management

Co., Ltd. B 0.7 No 1 −0.1086503 0.703979141

E6
∗∗∗Decoration Design
Engineering Co., Ltd A 0.9 No 1 0.14092075 0.949404716

E7
∗∗∗Home Appliances Co., Ltd.

∗∗∗ Branch A 0.9 No 1 7.07898782 4.377295512

Table 4: Corresponding value of risk value and annual interest rate.

Value at risk Annual interest rate Value at risk Annual interest rate Value at risk Annual interest rate
9.21 0.04 5.920714286 0.0785 2.631428571 0.1185
8.881071429 0.0425 5.591785714 0.0825 2.3025 0.1225
8.552142857 0.0465 5.262857143 0.0865 1.973571429 0.1265
8.223214286 0.0505 4.933928571 0.0905 1.644642857 0.1305
7.894285714 0.0545 4.605 0.0945 1.315714286 0.1345
7.565357143 0.0585 4.276071429 0.0985 0.986785714 0.1385
7.236428571 0.0625 3.947142857 0.1025 0.657857143 0.1425
6.9075 0.0665 3.618214286 0.1065 0.328928571 0.1465
6.578571429 0.0705 3.289285714 0.1105 0 0.15
6.249642857 0.0745 2.960357143 0.1145

Table 5: Sample table of corporate annual interest rate data.

Enterprise
code Company name Reputation

rating
Rank
weight

Breach of
contract

Default
weight Risk Annual interest

rate

E1
∗∗∗Electric Appliance Sales Co.,

Ltd. A 0.9 No 1 0.688335602 0.142107044

E2 ∗∗∗Technology Co., Ltd. A 0.9 No 1 2.182256471 0.123924093

E3
∗∗∗Electronics (China) Co., Ltd.

∗∗∗ Branch C 0.5 No 1 5.341012428 0.085624913

E4
∗∗∗Development Limited

Liability Company C 0.5 No 1 3.71228772 0.105347901

E5
∗∗∗Supply Chain Management

Co., Ltd. B 0.7 No 1 0.703979141 0.14191641

. . . . . . . . . . . . . . . . . . . . . . . .

Table 6: Sample table of corporate credit line data.

Enterprise
code Company name Risk 2020 income

(after tax)
2020 profit
margin

19–20 revenue
growth rate Turnover 2021

quota

E1
∗∗∗Electric Appliance Sales

Co., Ltd. 0.688335602 73231470 −0.2228772 −0.95 94 48151.8

E2 ∗∗∗Technology Co., Ltd. 2.182256471 49935565 4.35035404 −0.81 −700 45669.9

E3
∗∗∗Electronics (China) Co.,

Ltd. ∗∗∗ Branch 5.341012428 15380416.5 20.3692017 −0.89 335 97897.7
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loans for enterprises with low risk. Choose companies with
high annual interest rates; second, if banks want tomaximize
their benefits, they can expand credit lines or regulate annual
interest rates for companies with high credit risks to
maximize their annual returns.

4. Credit Strategy for Companies with No
Credit History

For problem 2 the main solution is to carry out risk
quantification, loan interest rate and bank credit optimal
strategy for enterprises without credit records.

4.1. Quantify the Credit Risk of Companies with No Credit
History. Because of the relevant data and loan interest rates
of 302 companies with no credit records, the risk value
cannot be calculated based on the credit rating and default or
not. +erefore, the relationship between the average profit
rate and the risk is mainly considered [10]; by fitting the data
in Annex 1, the derived function can solve the problem.

First, determine the annual interest rate according to the
method in question 1. +e process is as follows.

First, use formula (25) and formula (26) to calculate the
total expenditure (including tax) and total income (after tax)
of each enterprise, then calculate the profit, and finally, use
formula (27) to calculate the average profit of each enterprise
rate.

Z(i) � 
k

j�1
Q(i)(j). (25)

Among them, i � E124, E125, . . . , E425,Q is the amount
of the input invoice, and j is the serial number of the input
invoice of the i enterprise.

S(i) � 
m

j�1
G(i)(j). (26)

Among them, i � E124, E125, . . . , E425, G is the total
fare tax on output, and j is the serial number of the output
invoice of enterprise i.

A(i) �
G(i)(j) − Q(i)(j)

Q(i)(j)/n
. (27)

Among them, i � E124, E125, . . . , E425, and n is the
number of effective operating years.

Second, from the data relationship between the annual
profit rate and the risk value in Annex 1, the risk value
function is fitted by fitting:
y � −8E − 09x2 + 0.4941x + 0.6467, and the specific risk
value is shown in Table 6 and Table 7.

4.2. Calculate the Annual Interest Rate. Using problem 1
function y� 1E− 05x̂2− 0.0122x+ 0.150 to get the annual
interest rate of 203 companies, the data sample table is
shown in Table 8.

4.3. Credit Line Adjustment Strategy. Calculate the quota of
each enterprise using the formula for calculating quota in
question 1, and then adjust the quota according to the total
amount of 100 million.

Strategy 1: select the legal limit range (100,000 to 1
million) and companies with purchase and sales data in
2020. Companies with low risk and high returns are pre-
ferred. Use the C# program to obtain the business portfolio
and its credit line according to the conditions, and get the
total amount of loans. +e total income is 3497942.5 yuan,
and the total income is 383611.8845 yuan.+e specific data is
shown in Table 9. +is strategy minimizes the risk of re-
payment and maximizes the income of the lending bank, but
it cannot meet the condition of a total loan of 100 million
yuan.

Strategy 2: choose a company with purchase and sales
data in 2020, with low risk and high return priority. In order
to solve the problem of strategy 1, expand the scope of the
line, use the C# program to obtain the business portfolio and
its credit line according to the conditions, and get the total
loan amount of 83966019.96. +e total income is
919,9847.981 yuan. +e specific data is shown in Table 10.
+is strategy expands the quota range to 10,000∼40,000,000
yuan, minimizes the risk of repayment, and maximizes the
income of the loan bank. According to the optimal linear
programming method [11], run the C# program to achieve
the goal of the total loan amount closest to 100 million.

5. Improvement of Credit Strategy
Based on Emergencies

Question 3 needs to consider the unexpected factors that
affect the company’s production and operation and eco-
nomic benefits. By calculating the purchase and sales invoice
data of each company in Annex 2, we found the following
problems:

(1) Affected by the new crown virus epidemic in 2020,
many companies will experience negative growth in
their operations

(2) +e credit line of the enterprise is not within the
range required by the bank

(3) Excessive annual corporate credit interest rates may
cause serious loss of customers

In view of the above analysis, these problems can be
solved through strategies such as focusing on assessing the
changes in the company’s purchase and sales invoice data in
2019, adjusting the credit limit, and improving the calcu-
lation method of the annual interest rate.

5.1. Reassessment of Companies 8at Have No Record of
Purchase and Sales Invoices in 2020. Focus on assessing the
data of purchase and sales invoices in 2019, and calculate the
profit growth rate from 2018 to 2019. +is is the credit
reference for 2021. +e formula in Excel changes to:
�COUNTIFS(output invoice information! $A $2:
$A$162486, A2, output invoice information!$H$2:
$H$162486, “valid invoice”, output invoice information!I$2:
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Table 7: Sample table of process data for calculating Annex 2 risk value.

Enterprise code Company name Risk Total expenditure Total income Average annual profit rate
E124 Self-employed E124 0.586753595 844202797.2 741780368 −0.1213244
E125 Self-employed E125 0.617094302 1001201809 941211364 −0.0599184
E126 Self-employed E126 2.149774437 128818723.6 520691098 3.04204516
E127 Self-employed E127 182.5994278 1765558.94 651937955 368.253011

Table 8: 203 corporate annual interest rate data sample table.

Enterprise code Company name Risk Annual interest rate
E124 Self-employed E124 0.586753595 0.143345049
E125 Self-employed E125 0.617094302 0.142975258
E126 Self-employed E126 2.149774437 0.124318967

Table 9: 203 corporates’ loan strategy data.

Enterprise code Company name risk Risk Annual interest rate 2021 quota Income
E149 ∗∗∗Construction labor Service Co., Ltd. 78.6259881 0.04 140987.6 5639.5052
E176 ∗∗∗Technology Co., Ltd. 8.778604263 0.044171667 157082.4 6938.5915
E144 ∗∗∗Labor Service Co., Ltd. 5.662303789 0.081740511 220474.2 18021.67
E392 ∗∗∗Technology Co., Ltd. 5.461949443 0.084162546 146091.3 12295.419
E234 ∗∗∗Mechanical and Electrical Equipment Trading Co., Ltd. 4.086490945 0.100811805 378987.4 38206.4
E303 ∗∗∗Book Distribution Co., Ltd. 3.486049648 0.10809172 886724.1 95847.533
E243 ∗∗∗Technology Co., Ltd. 3.392272855 0.109229346 207823.5 22700.43
E407 ∗∗∗Decoration Engineering Co., Ltd. 2.374062469 0.1215928 238903.3 29048.921
E302 ∗∗∗Electromechanical Equipment Co., Ltd. 1.476475579 0.132508798 275226.5 36469.927
E307 ∗∗∗Communication Engineering Co., Ltd. 1.091490391 0.137195731 128036.2 17566.024
E313 ∗∗∗Logistics Co., Ltd. 0.955389312 0.138853378 122741.0 17043.004
E232 ∗∗∗Investment Development Co., Ltd. 0.784912808 0.140930225 594865.0 83834.46

Table 10: 203 corporates’ loan strategy 2 data.

Enterprise code Company name Risk Annual interest rate 2021 quota Income
E343 ∗∗∗Hardware Tools Business Department 1501.178169 0.04 14834298.2 593371.9
E359 ∗∗∗Kitchen Supplies Business Department 1050.753956 0.04 2924976.0 116999
E375 ∗∗∗Electrical Department 870.0656293 0.04 302790.5 12111.62
E382 ∗∗∗Education Information Consulting Co., Ltd. ∗∗∗ Branch 335.911581 0.04 935355.9 37414.23
E215 ∗∗∗Construction Engineering Co., Ltd. 139.7314732 0.04 57732.1 2309.285
E149 ∗∗∗Construction Labor Service Co., Ltd. 78.6259881 0.04 140987.6 5639.5052
E422 ∗∗∗Children’s Clothing Store 14.05858053 0.04 125885.8 5035.43
E399 ∗∗∗Decoration Engineering Co., Ltd. 10.98344746 0.04 237148.3 9485.9306
E176 ∗∗∗Technology Co., Ltd. 8.778604263 0.044171667 157082.4 6938.5915
E144 ∗∗∗Labor Service Co., Ltd. 5.662303789 0.081740511 220474.2 18021.67
E392 ∗∗∗Technology Co., Ltd. 5.461949443 0.084162546 146091.3 12295.419
E413 ∗∗∗Stone Crafts Co., Ltd. 5.357296826 0.085427985 99596.6 8508.336
E254 ∗∗∗Equipment Installation Engineering Co., Ltd. 5.238550658 0.086864106 1193160.7 103642.8
E362 ∗∗∗Building Materials Co., Ltd. 4.730884788 0.093007018 2039255.1 189665
E210 ∗∗∗Construction Engineering Co., Ltd. 4.443812652 0.09648296 25676.5 2477.342
E234 ∗∗∗Mechanical And Electrical Equipment Trading Co., Ltd. 4.086490945 0.100811805 378987.4 38206.4
E398 ∗∗∗Medical Management Consulting Co., Ltd. 3.936529644 0.102629301 160134.2 16434.462
E303 ∗∗∗Book Distribution Co., Ltd. 3.486049648 0.10809172 886724.1 95847.533
E243 ∗∗∗Technology Co., Ltd. 3.392272855 0.109229346 207823.5 22700.43
E415 ∗∗∗Advertising Design Service Department 2.494874076 0.12012478 40176.9 4826.241
E315 ∗∗∗Tire Co., Ltd. 2.465996416 0.120475655 15648.5 1885.268
E407 ∗∗∗Decoration Engineering Co., Ltd. 2.374062469 0.1215928 238903.3 29048.921
E409 ∗∗∗Plastic Co., Ltd. 2.304318966 0.122440407 14148.8 1732.382
E406 ∗∗∗Tendering Agency Co., Ltd. 2.227985901 0.123368211 4772155.3 588732.3
E250 ∗∗∗Plastic Factory 1.82336773 0.12828816 48162.6 6178.688
E354 ∗∗∗Advertising Co., Ltd. 1.803160504 0.128533956 10605.9 1363.223
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I$162486, 2019)-COUNTIFS(input invoice informa-
tion!$A$2: $A$210948, A2, input invoice information!
$H$2:$H$210948, “valid invoice”, input invoice informa-
tion! $I$2:$I$210948, 2019). +e specific data comparison is
shown in Tables 11 and 12.

5.2. Adjust Credit Limit. For some corporate credit lines,
macrocontrol can be implemented in accordance with

policies. +e credit line can be increased if the credit line is
less than 100,000, and the credit line can be reduced if the
credit line is greater than 1 million.

5.3. Improve Annual Interest Rate. According to the data
analysis, if the annual interest rate is too high, it will lead to a
sharp increase in the customer churn rate. +erefore, in
order to ensure that the customer churn rate is less than 50%,

Table 11: Growth rate of revenue of some enterprises in 2020.

Enterprise
code Company name Risk Annual

interest rate
2020 expenditure
(tax included)

2020 income
(after tax)

2020 profit
margin

19–20 revenue
growth rate

E186
∗∗∗Construction Labor

Service co., Ltd. 13.29270342 0.04 1 1 0 −1.00

E128 Self-employed E128 12.94731484 0.04 1 1 0 −1.00

E166
∗∗∗Construction

Engineering Co., Ltd. 12.17331368 0.04 1 1 0 −1.00

Table 10: Continued.

Enterprise code Company name Risk Annual interest rate 2021 quota Income
E372 ∗∗∗Auto Repair Co., Ltd. 1.779281527 0.128824424 26574.1 3423.388
E276 ∗∗∗Sports Facilities Engineering Co., Ltd. 1.555535584 0.131546663 18595.4 2446.165
E298 ∗∗∗Electrical Maintenance Service Co., Ltd. 1.547518376 0.131644224 13606.4 1791.204
E302 ∗∗∗Electromechanical Equipment Co., Ltd. 1.476475579 0.132508798 275226.5 36469.927
E256 ∗∗∗Materials Co., Ltd. 1.393742208 0.13351577 94308.9 12591.72
E305 ∗∗∗Labor Service Co., Ltd. 1.360741454 0.13391747 8349441.3 1118136
E355 ∗∗∗Carpet Business Department 1.264860734 0.135084698 38700704.4 5227873
E171 ∗∗∗Quality Inspection And Testing Station 1.256349819 0.135188316 27279.9 3687.92
E393 ∗∗∗Commercial And Trade Limited Company 1.186267081 0.136041614 892782.4 121455.6
E307 ∗∗∗Communication Engineering Co., Ltd. 1.091490391 0.137195731 128036.2 17566.024
E347 ∗∗∗Stainless Steel Material Co., Ltd. 1.084168799 0.137284895 2967322.6 407368.6
E249 ∗∗∗Construction Engineering Co., Ltd. 1.054026283 0.137651989 64464.9 8873.723
E313 ∗∗∗Logistics Co., Ltd. 0.955389312 0.138853378 122741.0 17043.004
E335 ∗∗∗Excavator Leasing Operation Department 0.900990849 0.139516029 1112123.0 155159
E397 ∗∗∗Hairy Crab Business Department 0.878407001 0.139791151 118020.2 16498.186
E361 ∗∗∗Survey And Design Engineering Co., Ltd. 0.878205611 0.139793604 13616.8 1903.548
E169 ∗∗∗Architectural Design Co., Ltd. 0.867856955 0.139919677 29880.3 4180.849
E160 ∗∗∗Steel Structure Engineering Co., Ltd. 0.800656764 0.140738398 13465.4 1895.099
E232 ∗∗∗Investment Development Co., Ltd. 0.784912808 0.140930225 594865.0 83834.46
E279 ∗∗∗Environmental Packaging Co., Ltd. 0.755090716 0.141293595 28942.8 4089.433
E334 ∗∗∗Mechanical Technology Co., Ltd. 0.743188632 0.141438622 76938.9 10882.13
E297 ∗∗∗Construction Machinery Leasing Co., Ltd. 0.723080704 0.141683644 32156.6 4556.064
E300 ∗∗∗Construction Engineering Co., Ltd. 0.720388899 0.141716445 30338.3 4299.442
E293 ∗∗∗Materials Co., Ltd. 0.596137139 0.143230681 20606.9 2951.545

Table 12: Credit lines calculated by certain companies based on revenue growth rates in 2019.

Enterprise
code Company name Risk

Annual
interest
rate

2020
expenditure
(tax included)

2020
income

(after tax)

2020
profit
margin

19–20
revenue
growth
rate

Turnover 2021 quota

E186
∗∗∗Construction
Labor Service Co.,

Ltd.
13.29270342 0.04 1 1 0 −1.00 −181 4078933.0

E128 Self-employed E128 12.94731484 0.04 1 1 0 −1.00 −561 11635616.4

E166
∗∗∗Construction
Engineering Co.,

Ltd.
12.17331368 0.04 1 1 0 −1.00 692 1171434.3
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the annual interest rate can be controlled within 0.0785. For
this, we renew the annual interest rate. +e function is
refitted. Redivide the data in Annex 1 as shown in Table 13.

Use Excel to perform trending fitting and get an im-
proved annual interest rate function:

y� 3E− 06x̂5 + 0.0016x̂4 – 0.0109x̂5 + 0.0402x
2̂ – 0.0767 + 0.1074. +e fitting effect is shown in Figure 1.

+rough the calculation and comparison of the two
functions (y� 1E− 05x̂2–0.0122x+ 0.150, y� 3E
− 06x̂5 + 0.0016x̂4 – 0.0109x̂5 + 0.0402x̂2 – 0.0767 + 0.1074),

Table 13: Annex 1 correspondence between corporate risk value and annual interest rate.

Reputation rating Risk Interest rate Reputation rating Risk Interest rate Reputation rating Risk Interest rate
B 0.308035 0.0785 B 0.870827 0.0627 A 2.106037 0.0498
C 0.43323 0.0782 C 0.885318 0.0621 A 2.182256 0.0494
C 0.602095 0.0775 A 0.921991 0.0616 A 2.211497 0.049
C 0.613443 0.0769 A 0.949405 0.0611 C 2.259863 0.0485
C 0.650022 0.0762 B 0.996121 0.0606 B 2.406582 0.0481
C 0.650045 0.0756 A 1.00881 0.06 B 2.416484 0.0477
C 0.652995 0.0749 B 1.017842 0.0595 A 2.423647 0.0473
A 0.688336 0.0743 B 1.023288 0.059 B 2.588746 0.0469
C 0.690585 0.0737 A 1.059018 0.0585 B 2.671114 0.0465
B 0.692255 0.073 B 1.108265 0.058 C 2.807199 0.0461
B 0.700992 0.0724 A 1.124168 0.0575 C 3.125604 0.0457
B 0.703979 0.0718 A 1.12627 0.0571 B 3.303712 0.0453
B 0.714014 0.0712 A 1.158062 0.0566 B 3.576327 0.045
A 0.724354 0.0706 A 1.19084 0.0561 C 3.685514 0.0446
B 0.727404 0.07 C 1.206253 0.0556 C 3.712288 0.0442
B 0.738483 0.0694 C 1.209741 0.0551 C 3.856233 0.0438
B 0.753467 0.0688 C 1.312666 0.0547 B 4.048533 0.0435
C 0.755346 0.0682 C 1.360376 0.0542 A 4.377296 0.0431
B 0.757424 0.0676 A 1.398631 0.0538 A 5.00316 0.0427
B 0.760574 0.0671 B 1.421465 0.0533 C 5.164616 0.0424
B 0.781265 0.0665 A 1.426184 0.0528 C 5.341012 0.042
A 0.805959 0.0659 C 1.533839 0.0524 B 5.782902 0.0416
A 0.810297 0.0654 B 1.721949 0.052 B 6.10317 0.0413
C 0.828054 0.0648 A 1.824604 0.0515 A 6.381905 0.0409
A 0.830954 0.0643 B 1.832157 0.0511 C 6.990441 0.0406
B 0.853665 0.0637 C 2.018004 0.0506 B 8.842854 0.0402
B 0.867381 0.0632 B 2.078559 0.0502 B 9.211668 0.04

0
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interest rate
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y = 3E-06x6 - 0.0001x5 + 0.0016x4 - 0.0109x3 + 0.0402x2 - 0.0767x + 0.1074
R2 = 0.9731

Figure 1: Improved annual interest rate function fitting effect diagram.
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the annual interest rate of some companies has been re-
duced, which has achieved the effect of reducing the cus-
tomer churn rate. +e specific data sample table is shown in
Table 14.

During the experiment, BP neural networkmodel, Fisher
model, and logistic model are used to predict the risk of
small and medium-sized enterprises [12]. According to the
experimental results, compared with the other two models,
the prediction accuracy of the model based on BP neural
network (compared with the actual situation) is higher,
which can ensure the prediction results and accuracy to a
certain extent.

6. Conclusion

For the article’s model design ideas for small, medium, and
micro enterprises’ credit decision-making, analysis is carried
out according to the characteristics of the attached data
provided by the title. First, use the fuzzy evaluation method
to find the three factors that affect credit risk: reputation
rating, default or not, and average profit rate, and use the
addition of factor weights to get the function to calculate the
credit risk value; secondly, find the function based on the
risk value. +e annual interest rate is used to calculate the
credit limit of each enterprise through a function. According
to the linear programming optimization theory, the program
is used to find the best mortgage credit enterprise portfolio
and provides an effective credit strategy; finally, based on the
analysis of the data, analyze the operation of many enter-
prises. +e reasons for negative growth, corporate credit
lines not within the scope of bank requirements, and severe
customer churn have been proposed to solve the above
problems by changing the data changes in the invoicing and
sales invoices of the assessed companies in 2019, adjusting
the credit lines, and improving the calculation method of
annual interest rates. +e main advantages are as follows:

(1) +e fuzzy evaluation method can prepare to find out
the key factors affecting credit risk.

(2) +e calculation methods of credit risk value, annual
interest rate, credit line, etc. are scientific, and the
result data is reasonable and reliable.

(3) Fitting based on the data in Annex 1 to ensure the
accuracy of the related questions of the calculation
question 2 and question 3.

(4) +e mathematical model is combined with Excel to
ensure the scientificity and accuracy of the model,
and the C# program is used to realize the combi-
nation problem [13], which solves the batch data that
cannot be processed manually.

(5) When the sample size of the data set increases sig-
nificantly, compared with other models, the accuracy
of enterprise risk prediction based on BP neural
network model is higher.

After many experiments, it was found that there are
deficiencies.

+e large amount of data in the invoicing and sales
invoices of enterprises and the excessive number of com-
binations result in a relatively long time for data processing.
Some programs may cause problems such as memory
overflow due to excessive data volume, and the degree of
program optimization needs to be improved.
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In recent years, as one of the pillar industries of the national economy, the real estate industry has achieved unprecedented
development. Since the 1990s, my country’s real estate industry has experienced three decades of rapid development. )e average
annual growth of commercial housing area is nearly 20%, and the average annual growth of housing prices in second-tier cities is
11.87%. However, in the rapid development, there are also many problems. For example, there are more and more phenomena
such as unreasonable development, serious environmental pollution, and shortage of resources. At the same time, artificial
intelligence has made great achievements in the development process in recent years, and it has continued to grow with
technological progress and social demand. At present, China is in a transitional period of economic and social development, and
the real estate industry is also facing huge challenges. In this context, research and development of traditional Chinese cities is very
necessary and important.)erefore, how to effectively control and coordinate the real estate development behavior in the big data
environment is one of the major problems that China is facing and needs to be solved urgently. )is article uses questionnaire
surveys and data analysis methods to understand the elements of real estate development strategies and analyze consumer
purchase intentions through questionnaires. Randomly select 120 citizens of P city as the survey objects, and carry out a
questionnaire survey. According to the survey results, most of the interviewees believe that the resource integration strategy
occupies an important position in the real estate development strategy, and the big data management strategy also exerts its
advantages. Most people believe that internal demand motivation is the most important, followed by the characteristics of real
estate. It can be seen that real estate development must fully consider the actual needs of consumers and improve the development
process to highlight the characteristics of real estate.

1. Introduction

)e rapid development of artificial intelligence technology
has brought earth-shaking changes to human life. As a new
real estate development model under the background of the
big data industry policy, smart real estate projects have
become a current research hotspot at home and abroad.
Under such circumstances, China has begun to vigorously
promote smart housing, smart cities, and green buildings.
How to effectively control and coordinate the real estate
development behavior in the big data environment is one of
the major problems that China is facing and needs to be
solved urgently. )erefore, in the context of artificial in-
telligence and big data industrial policies, it is very necessary

to carry out relevant research on real estate development
strategies.

At present, the research results on the application of
artificial intelligence and big data to real estate development
are relatively rich. For example, Shi pointed out that China
has been committed to the research and development of
artificial intelligence, and the rapid rise and continuous
development of big data technology have been widely used
in various fields [1]. Luo analyzed the combination of big
data technology and management accounting work, dis-
cussed the main points of management accounting work
after the application of big data technology in real estate
enterprises, and provided useful references and learning
lessons for the same industry [2]. Jin and Li believed
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mastering residential property development and manage-
ment strategies, developing commercial properties, maxi-
mizing the benefits of commercial property development
and construction, and grasping the correct direction of
commercial real estate development, so as to promote the
development of urban commercial real estate [3]. )erefore,
this article combines artificial intelligence and big data in-
dustrial policies to conduct research on real estate devel-
opment strategies.

)is research is based on the questionnaire survey
method; through data analysis and arrangement, it draws
suggestions for the development of the real estate market.
)is article mainly discusses these aspects. First of all, it
elaborates on artificial intelligence and its related content.
)en, it also introduces the big data industry and its
policies and carries out related research. In addition, it
discusses real estate development and strategies. Finally, a
questionnaire survey is launched, and relevant survey
results and analysis conclusions are drawn. )e devel-
opment of the research will not only help alleviate the
troubled situation of my country’s real estate development
and promote the sustainable development of the industry
but also help to better promote the integration of the real
estate industry with information technology and fill the
gaps in related research.

2. Related Theoretical Overview and Research

2.1. Artificial Intelligence. )e research of artificial intel-
ligence is to explore and imitate the intelligence that exists
in the natural world and apply it to real life. And artificial
intelligence can also be called an automated, programmed
machine. Artificial intelligence is a subject, and its re-
search fields mainly include biotechnology, computer
simulation, and industrial automation. For example,
people use artificial intelligence to perform speech rec-
ognition, breaking through the barriers to sound signal
reception. In medicine, machines can also be used instead
of people to perform some pathological or other disease
diagnosis works [4, 5].

)e development of artificial intelligence has gone
through three stages. In the first stage, computer technology
and sensor technology are combined to form an intelligent
system. One is to simply complete tasks, and the other is to
automatically process and detect information. In the second
stage, the combination of “big data” technology and AI has
formed a new model that provides conditions for human-
computer interaction. )e third stage is the transition from
the researchers beginning in the direction of robot learning
to the real realization of automated production processes,
such as intelligent equipment and robots.

Artificial intelligence is an emerging technology, which
has the following basic characteristics. One is intelligence.
)e robot runs and controls the computer system. )e
second is simple operation. It can change its own functions
and performance according to changes in external condi-
tions, and at the same time, it can self-learn and improve
artificial intelligence through programs to make it contin-
uously adapt to the external environment [6, 7].

2.2. Big Data Industry Policy and Related Research. With the
advent of the Internet era and the continuous emergence of
new technological revolutions such as cloud computing
and information science, it has had a profound impact on
social and economic development, and at the same time, it
has provided more convenient services to humans in life.
)e big data industry is an emerging research field, which is
based on cloud computing, the Internet of )ings, and
mobile internet, and relies on information processing
technology.

Big data is not only innovation and technological
progress but also has greatly changed the path of social
development. At the same time, big data has become a
weapon to lead the global economic and social trans-
formation and promote the modernization of traditional
industries. However, this is precisely because they belong
to emerging industries, and their development trends are
more difficult to grasp. )erefore, countries all over the
world are actively adopting new big data strategies, ac-
tively promoting the development of the big data in-
dustry, and grasping the development trend [8, 9]. Table 1
shows the development index of China regional big data
industry.

)e big data industry is inseparable from the support
of big data. Big data has become an important driving
force and is developing into an emerging industry
dominated by technology and information services.
)erefore, data and big data technologies provide pre-
requisites for the emergence of the big data industry, and
the application of big data drives the development of the
big data industry.

Behind the vigorous development of the big data in-
dustry, there are also many hidden dangers such as talent
and technology, weak industrial foundation, insufficient
innovation and application, and imperfect laws and regu-
lations. )e existence of these problems severely restricts the
future development of China’s big data industry. Nowadays,
more and more countries realize the importance of the big
data industry and implement industrial policies one after
another.

)e big data industrial policy is an organic whole,
which organically integrates various specific industrial
policies, in which various components cooperate and in-
terconnect with each other. After the development of the
big data industry has gone through the initial exploration
and start-up stages, the development of the big data in-
dustry has moved from the understanding of the theoretical
basis to the industrial construction, promotion, and ac-
ceptance of big data technology and applications. With the
gradual maturity of the society, the entire industry has
developed rapidly, and the scope of the industry has
gradually expanded [10, 11].

)e big data industry policy has played an effective
role in promoting the development of the big data in-
dustry. It can be summarized into four aspects, namely,
the technology policy, structural policy, layout policy, and
organizational policy of the big data industry. )e big data
industry is an important driving force for future social and
economic development, and the structural policy of the
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big data industry is also an important part of the big data
industry policy.

In response to the development of China’s big data
industry, the introduction of big data industry layout
policies can promote the integration and concentration of
data resources. )e inequality in the development of big
data industries in different regions and different indus-
tries can help promote each region. Each region also
adopts different big data industry layout guidelines based
on its own regional advantages and the status quo of the
big data industry. Optimizing the big data industry or-
ganization policy is one of the important tasks to promote
the development of China big data industry. It can better
regulate the relationship between enterprises, maintain
normal market order, and promote effective competition
[12, 13]. Figure 1 shows the relationship between the
main elements of the big data industry and the big data
industry policy.

2.3. Real Estate Development and Strategic Research.
Although there have been several bubbles during the de-
velopment of the real estate industry, the real development
of the real estate industry was after the abolition of the
subsystem.

Real estate development is a comprehensive project that
involves a wide range of areas, requires consideration of
many factors, and is affected by multiple conditions
throughout the process. )erefore, real estate projects have
obvious particularities. From the preliminary investigation,
planning, design, and construction of the project to the
completion and acceptance, they are closely related to the
land.

If real estate wants to develop and operate better, it is
necessary to avoid the impact of residential real estate as
much as possible and to find a fit for a commercial real
estate development model with Chinese characteristics in
accordance with the law of real estate development.
)erefore, if commercial real estate wants to develop
better, it needs to clarify the relevant theoretical basis first,
and at the same time, it is necessary to learn a lot of
advantages of Western developed countries in the com-
mercial real estate development and operation process for
reference. Solve various problems encountered in the
development of China commercial real estate, and provide
reference for the development of commercial real estate
[14, 15].

)ere are three main branches of real estate development
theory. )e first is the theory of market analysis, which
analyses and compares consumer needs, buying behavior,
and sales methods with real estate companies as the research
object and grasps the product life cycle through changes in

the consumption environment and conditions.)e second is
the economic income hypothesis, whichmainly includes two
parts, population growth and per capita disposable income,
as well as new benefits brought about by technological
progress. )e third is the theory of social structure, which
refers to various production factors formed in the history of
human society.

Real estate development strategy usually refers to the
methods or means adopted by an enterprise in order to
gain a competitive advantage and create greater and more
profits within a certain range. From an economic per-
spective, strategic management theories can be divided
into three types. )e first is the combination strategy, the
second is the overall policy, and the third is the external
environment strategy. Real estate development projects
generally have the characteristics of large scale and wide
distribution. )erefore, reasonable planning and design of
corresponding engineering schemes are required to im-
prove their economic benefits and social impact effects.
)is is also one of the important goals implemented by
developers [16, 17].

In addition, companies must fully investigate the current
status of real estate development before formulating de-
velopment strategies. Choose the right project and operating
model not only to reduce the debt ratio and solve the
problem of tight cash flow but also to obtain sales revenue in
the shortest possible time.

)e entire operation process of real estate is complex,
including land development in the early stage and sales and
promotion in the middle and later stages. Only by ensuring
the smooth completion of each link can the entire project
run smoothly. )e real estate development process is shown
in Figure 2.

3. Questionnaire and Research

3.1. Questionnaire Design Process. )e questionnaire survey
selected the citizens of city P, including consumers, real
estate developers, and real estate sales staff. )rough the
issuance of online questionnaires or paper questionnaires,
the collection and quantitative analysis of the information
filled in by users are carried out to draw conclusions of the
questionnaire.

(1) In the preliminary preparation of the question-
naire, the number of questions should be as
concise as possible to avoid fatigue of the
interviewees.

(2) )e questionnaire is released. Questionnaires were
distributed through online questionnaires, on-site
questionnaires, and inviting friends to help ask
friends and students around them. A total of 140

Table 1: Big data industry development index by region.

Development index Eastern area Western area Middle area Northeastern area
2017 471.324 346.533 186.714 83.612
2018 510.241 386.412 230.772 100.231
2019 590.783 457.561 298.134 178.424
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questionnaires were distributed, 120 valid ques-
tionnaires were returned, and the questionnaire
recovery rate was 85.71%. )e questionnaire distri-
bution method and the results of the collection are
shown in Table 2.

(3) Questionnaire analysis: organize the collected
questionnaire information to get the required in-
formation data. Analyze the results of the ques-
tionnaire, including analysis of real estate
development strategies and consumer purchase in-
tentions. Some of the results obtained from the
questionnaire are as follows.

3.2. Analysis of the Reliability and Validity of the
Questionnaire. Reliability and validity testing is a very
important link in the process of empirical research and is
used to ensure the quality of questionnaires used in
survey research [18, 19]. Only when the measurement
tool (i.e., questionnaire) meets the reliability and validity
requirements, the research results can be convincing
[20, 21]. )e specific calculation method is shown in
formulas (1) and (2):

λd �
 θ( 

2

 θ( 
2

+ (θ) 
, (1)

λe �
 θ2 

 θ2  + (σ) 
. (2)

Among them, λd is the combined reliability, λe is the
average extraction variance, θ is the standardized factor, and
σ is the measurement error variance of the observed variable
[22, 23].

3.3. Questionnaire Survey Content. )e first part is the se-
lected 120 citizens of city P, including consumers, real estate
developers, and real estate sales staff, to investigate real estate
development strategies in terms of resource integration,
consumer experience, e-commerce integration, and big data
management [24, 25].

)e second part is to sort out the information collected by
the questionnaire and investigate and analyze consumers’
purchase intentions in terms of personal characteristics, internal
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Figure 1: Relationship between the main elements of the big data industry and the policy.
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Figure 2: Real estate development process.
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demand motives, real estate characteristics, and social envi-
ronment. Part of the questionnaire survey results is as follows.

4. Analysis and Discussion

4.1. Analysis of the Real Estate Development Strategy. )is
questionnaire survey launched a survey on real estate de-
velopment strategies, including residential real estate,
commercial real estate, office real estate, industrial real es-
tate, agricultural real estate, and other uses of real estate, with
regard to resource integration, consumer experience,
e-commerce integration, big data management, etc. )e
survey results are shown in Figure 3.

As can be seen from Figure 3, of the 120 respondents, 49
people think that the overall resource integration strategy in
residential real estate is the first priority, followed by con-
sumer experience, while in office real estate, 38 people think
the overall resource integration strategy is the first priority. It
is a big data management strategy. It can be seen that most of
the interviewees believe that the resource integration
strategy occupies an important position in the real estate
development strategy, and the big data management strategy
also exerts its advantages.

4.2. Analysis of Consumers’ Purchase Intention. )is ques-
tionnaire survey will investigate and analyze consumers’
purchase intentions in terms of personal characteristics,

internal demand motives, real estate characteristics, and
social environment. )e survey results are shown in Table 3.

It can be seen from Table 3 that, among the 120 in-
terviewees, including consumers, real estate developers, and
real estate sales staff, 34, 35, and 39, respectively, believe that
internal demand motivation is the most important, followed
by real estate characteristics. It can be seen that real estate
development must fully consider the actual needs of con-
sumers and improve the development process to highlight
the characteristics of real estate.

5. Conclusion

Starting from 2020, the Chinese government has stepped up
its macrocontrol of the real estate market. Some real estate
companies that rely on disorderly expansion have fallen into
a quagmire, and the development of real estate companies
has entered a state of stagnation. )e development of this
research provides a new idea for the development of the real
estate market so that it can better grasp the actual market
demand with the help of information technology, so as to
formulate a more scientific development strategy. With the
application of artificial intelligence in various fields, it has
had a huge impact on various industries, especially the real
estate industry. At present, China is in the era of big data,
and the opportunities and challenges of real estate devel-
opment coexist. )erefore, it is necessary to combine the

Table 2: Questionnaire distribution method and collection results.

Questionnaire distribution method Number of questionnaires issued Number of questionnaires returned Recovery rate (%)
Internet questionnaire 45 41 91.1
On-site questionnaire 57 52 91.23
E-mail 38 27 71.05
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Figure 3: Survey results on the real estate development strategy.

Table 3: Survey results of consumer purchase intentions.

Project Consumer Real estate developer Real estate sales staff
Personal characteristics 28 27 24
Internal demand motivation 34 35 39
Property characteristics 30 35 36
Social environment 25 26 21
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support of artificial intelligence and big data industrial
policies to break through the bottleneck of real estate de-
velopment. )erefore, this article combines artificial intel-
ligence and big data industrial policies to carry out research
on real estate development strategies, which has important
practical significance and research value. Research shows
that the resource integration strategy plays an important role
in the real estate development strategy, and the big data
management strategy also exerts its advantages. At the same
time, real estate development should fully consider the actual
needs of consumers and improve the development process
to highlight the characteristics of real estate.
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In agriculture supply chain management, traceability is a crucial aspect to ensure food safety for increasing customer loyalty and
satisfaction. Lack of quality assurance in centralized data storage makes us move towards a new approach based on a decentralized
system in which transparency and quality assurance is guaranteed throughout the supply chain from producer to consumer. -e
current supply chain model has some disadvantages like a communication gap between the entities of the supply chain and no
information about the travel history and origin of the product. -e use of technology improves the communication and relation
between various farmers and stakeholders. Blockchain technology acquires transparency and traceability in the supply chain,
provides transaction records traceability, and enhances security for the whole supply chain. In this paper, we present a blockchain-
based, fully decentralized traceability model that ensures the integrity and transparency of the system.-is new model eliminated
most of the disadvantages of the traditional supply chain. For the coordination of all transactions in the supply chain, we proposed
a decentralized supply chain model along with a smart contract.

1. Introduction

Agriculture is a need for the majority of people worldwide to
survive [1]. Improvements in agriculture productivity and
quality, adequate marketing infrastructure, and assistance,
and efficient food management are all prerequisites for
agriculture growth [2]. Food safety appears to be an essential
aspect that both producers and consumers are concerned
about. Transparency in supply chains helps to improve the
procedures engaged in manufacturing [3]. Traceability is
also crucial as it allows us to determine the product’s origin,
including data such as the producer, harvesting and pro-
duction dates, and so on. To meet the growing demands, the

agricultural system has to be vastly improved [4]. To address
the complicated agricultural issues, advanced technologies
are being developed. Blockchain is the most recent addition
to these technologies. A cryptographic hash is the base of
blockchain technology. It is a transaction ledger system that
is decentralized and immutable [5]. -is guarantees that the
user’s transactions and identity can never be affected. If a
forged transaction takes place, the decentralized mining
mechanism will prevent it from entering the encrypted chain
[6]. -e supply chain logistics industry is the most visible
implementation of blockchain technology [7]. In the field of
logistics, blockchain moves ahead with a lot of options re-
garding the shipment of data. Every product or item can be
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tracked, which helps in precautions for any possible delay in
shipment [8]. Internet of things can be utilized with
blockchain to track the supply of perishable goods. Block-
chain has various trading applications as well. -e trans-
action in agriculture supply chain management includes the
data about raw material and quantity etc. and blockchain
technology can maintain various crop insurance schemes
with the help of proof of records for a claim during the loss of
crop in any case. -e use of smart contracts is helpful for
settling transactions and eliminates intervene of any third
party, and this could be considered the main advantage of
blockchain technology [9].

2. Literature Review

In this particular section, we review the work related to
blockchain in the agriculture supply chain found in the
literature. Blockchain has gained massive popularity in the
banking and finance industry, but it is growing steadily in
agriculture. In [10], the authors proposed a hazard analysis
and critical control points based agriculture food supply
chain traceability model with the collaboration of blockchain
and IoT. A use case of tracking a product from producer to
consumer is implemented through hyper-ledger, and
Ethereum is presented in [11]. Moreover, the authors in-
troduced a traceability solution for the food value chain. -e
authors discussed how to apply blockchain technology in the
agriculture food supply chain and also raise the trust, se-
curity, and integrity issues in [12]. In [13], the authors
reviewed the Agri-ICT concept in blockchain and presented
an improved model of ICT in the agriculture blockchain. For
increasing efficiency in smart contracts and DLT, an ap-
proach is introduced in [14]. Furthermore, the authors
highlighted the challenges and barriers while adopting
blockchain technology in agriculture. In [15], researchers
introduced an efficient blockchain agriculture food-man-
agement supply chain with smart contracts. Potential risks
and challenges while adopting blockchain in the food supply
chain are discussed in [16]. In [17], the authors proposed a
new blockchain approach that is based on an IPBFT algo-
rithm to optimize trading for food supply chain buyers. In
[18], researchers presented an approach to measure the grain
quality using blockchain smart contract. Authors explored
in [19] how to blockchain-based systems promote value
transfer in small-scale agricultural farms. To increase
transparency and automate the process of blockchain in
agriculture, authors in [20] introduced an advanced proto-
type. -e authors studied challenges in the implementation
of blockchain in the dairy industry in [21]; moreover, they
introduced a hyper-ledger-based solution for blockchain-
based traceability. As seen by the linked study, there is a
strong trend toward using blockchain technology in food
and agricultural supply chains to improve information se-
curity, transparency, and verification of different criteria
[22]. -e literature demonstrates how blockchain and smart
contracts can provide supply chains with an efficient,
trustworthy, safe, and decentralized trace and track. Table 1
describes the proposed methods and their attributes by
various researchers.

3. Challenges

(i) -ere is no way to change or update data in a
blockchain if, at any step, someonemakes a mistake.
-e immutability of blockchain is one of the major
advantages. However, as opposed to traditional
database systems, blockchains are hard to amend or
manipulate.

(ii) A verified transaction cannot be altered by security
schemes.

(iii) Using smart contracts, the system can be controlled
and the steps can be automated. Smart contracts
cannot be modified after they are deployed.

(iv) -e blockchain environment will require some
money during its initial setup.

(v) It is possible for IoT devices to be hacked.
(vi) -e acquisition of data requires IoT devices. Data

collection can be affected if devices are damaged.

4. Traditional and Centralized Supply Chain

As shown in Figure 1, supply chains have a traditional
structure. A central database containing data regarding all
processes is created by using this approach. An adminis-
trator manages the database. Several limitations apply to this
approach. -is system uses a server to manage the database.
-erefore, if that server fails, the entire system will go down.
An administrator who is dishonest could change the data
without the stakeholder’s knowledge [4]. -ose manipula-
tions are inadmissible to trackback. -us, this centralized
approach is opaque and untraceable as well. Among the
major challenges of the traditional supply chain ecosystem
are traceability of products, transparency of stakeholders,
and trust in collaborative systems. In the traditional ap-
proach, there are a lot of intermediaries, causing trust
problems and performance problems [7]. Various supply
chain entities include farmers, distributors, retailers, etc.
Consequently, any outbreak involving food products will be
extremely difficult to trace [10]. It is essential to examine the
functional impact, social impact, and economic impact of
emerging technologies in the supply chain ecosystem.
Furthermore, the traditional supply chain ecosystem is
highly centralized. -is leads to trust issues when multiple
organizations collaborate. A centralized process makes it
easy to manipulate data without the knowledge of other
stakeholders. Any carelessness in the food supply chain may
put the lives or health of people at risk [8]. -is is a big
concern when it comes to traceability. Trust issues within the
supply chain can result in significant losses for companies.
Companies put the utmost effort into creating trust among
consumers. Providing access to data while protecting it from
being altered by others should resolve these issues. By uti-
lizing emerging technologies in the supply chain, we can
resolve these issues. With blockchain technology, supply
chain performance can be improved, and issues can be
eliminated. Furthermore, it has some features that make it
useful for addressing supply chain concerns beyond its use of
distributed ledger technology. As a result of its immutability
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and distributed nature, it provides a secure and reliable
record that cannot be altered or altered. Food supply chain
ecosystems can be improved by transparency and the use of
emerging technologies [14].

5. Blockchain in the Agri-Food Supply Chain

Many difficulties have plagued agriculture and food (agri-
food) supply chains, including a lack of traceability, poor
visibility, and inefficiency [27]. -ese challenges have a direct
and considerable impact on management efforts to ensure
agri-food production compliance, enhance food safety and
quality, reduce food waste, and decrease supply chain

operation expenditures [29].-e advancement of a traditional
supply chain becomes imperative in the case of unexpected
growth of a product’s demand [30]. Moreover, customer
satisfaction can be improved with the help of supply chain
management. A supply chain comprises operations such as
product flow, information, and product travel history. Fig-
ure 1 portrays a traditional food supply chain that includes
producers, suppliers, manufactures, distributers, and retailers
working in a chain to deliver products from producer to
consumer. Traditional supply chains based on centralized
systems lacks traceability, transparency resulting in data loss,
data tempering, and security threats. -ere are the following
drawbacks of a traditional supply chain:

Seed Provider Farmer Admin

Farmer Processor

ProcessorDistributor

Distributor Vender

centralized
Database

Server

Vender Customer

Figure 1: Centralized food supply chain.

Table 1: Literature proposed methods and their attributes.

Papers Provide system
implementation Traceability

Control over the
system (smart

contract)

Customer
decision-making
made easier

Getting
real-time
data

Fraud
reduction

Eliminating
third parties

Price
transparency

[23] No Yes Yes Yes Yes Yes Yes No
[24] Yes Yes Yes Yes No No Yes No
[25] No Yes No Yes Yes Yes Yes No
[17] No Yes No No Yes Yes Yes No
[26] Yes No Yes No Yes Yes No No
[10] Yes Yes Yes No No Yes Yes No
[1] No Yes Yes No Yes Yes Yes Yes
[27] No Yes Yes No No No Yes No
[28] Yes Yes Yes Yes No Yes Yes No
[12] Yes Yes Yes No No Yes Yes No
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(i) No traceability and transparency.
(ii) No details of product origin.
(iii) No food safety is assured at any stage.
(iv) No record of any transaction in the whole supply

chain.

-e upper stated issues can be solved by blockchain
technology; over distributed networks, it acts as a public
ledger and overcomes information maintenance issues like
verification and validation. Blockchain technology provides
security, maintains temper proof record, avoids any kind of
the third party of middle man in transactions, helps to
reduce the overall cost of trans-action, and improves the
product quality. -e cryptographic approach followed here
develops user confidence, resulting in increasing the
product’s demand [31]. Cryptocurrency-related encryption
methods assist in the validation and verification of users and
new blocks; that is why each block in the blockchain network
contains the details of the transaction. -e chain contains a
ledger from the beginning to the creation of a new genesis
block [32]. Each block has a reference to the preceding block
due to a hash value. -e peer-to-peer network assists in the
verification of new transactions and users [33]. Among the
emerging technologies, blockchain technology is likely to
have a significant impact on many areas of collaboration. By
using distributed ledger technology, entities can commu-
nicate without a middleman in a peer-to-peer network. By
virtue of its numerous features, it promotes trust and
transparency in cooperative environments. -e decentral-
ized nature of its operation means that it is not controlled by
a single party or entity. A consensus refers to an agreement
reached between all parties regarding how to carry out a
transaction. -is feature permits the traceability of any
transaction. Whenever a transaction is made, the distributed
ledger is updated so that all nodes can see it. One of the most
important features of immutability is that it makes it im-
possible to tamper with [34]. Unlike traditional databases,
the distributed ledger cannot be modified or deleted once it
has been written. Smart contracts can also be implemented
on the distributed ledger.-ese are computer programs used
to specify the logic of a contract between two or more
parties. After the contract is executed, certain conditions
must be satisfied.

5.1. Provenance Tracking. Blockchain technology can be
useful to resolve discrepancies in transactions when his-
torical information is required. -e blockchain-based so-
lution can track the provenance of transactions.
Transactions can be tracked from when they were initiated.

5.2. Transparent Procurement. A company looks for a
middleman every time it is in the procurement process. It is
almost impossible to track the exact volume or quantity
between partnership firms, subsidiaries, etc., using the
traditional approach. With the blockchain, this process can
be automated. With the blockchain, virtually all transactions
are visible and continually updated. Companies can check

their orders by using distributed ledgers. Auditing em-
ployees are usually hired just for the auditing process [26].
As a result of blockchain, auditing will become much easier
and faster without involving so many people.

5.3. Transacting Immutably. Authorized nodes can execute
multiple transactions. Attackers cannot delete or modify the
transactions. Transactions in the blockchain cannot be al-
tered or deleted once they are recorded in the decentralized
ledger since they are immutable [5]. It is impossible to delete
or update transactions that have already been executed, not
even the administrator. As part of blockchain technology,
the hash function is used, which means modifying the data
can affect the hash.

5.4. No Rogue Frauds. -ere is a decentralized ledger shared
by all connected nodes on the blockchain. Each node’s ledger
reflects these transactions. Rogues who try to execute
transactions for their own benefit are doomed to failure [21].
Each transaction must be approved by all stakeholders due
to the consensus feature of blockchain. Table 2 illustrates the
major challenges that exists with the agri-food supply chain
system, apart from that all those challenges which currently
opted supply chain process in the agri-food.

6. Use of Smart Contracts for Blockchain-Based
Agriculture Supply Chain

-e blockchain allows us to eliminate intermediaries, but the
promises and trust boundaries between the contributing
parties typically require something called a smart contract.
In the same way that traditional contracts regulate trust
between the parties, smart contracts provide organizational
terms and conditions that govern trust within the scope of
the contract. A smart contract is only different because it is
coded in a programming language [7]. Using controlled
coding, the rules, terms, and conditions reflected in the
agreement are implemented exactly as agreed by all parties.
A smart contract concept has existed since the 1980s, but all
it lacked was the removal of intermediaries. Smart contracts
were introduced in 1996 by Nick Szabo [35]. A smart
contract embeds the contractual terms within a combination
of hardware and software, making it difficult for them to be
breached, and making them cost-prohibitive. As such, smart
contracts increase safety by reducing attacks. Ethereum
blockchain popularized the notion of smart contracts and its
implementation in real life in 2016. -e Ethereum network
combines a decentralized Turing-complete blockchain with
a smart contract environment and integration tools. Figure 1
shows the steps involved in building a smart contract. In
other words, a smart contract automates processes in
blockchain technology. By storing the contract within the
blockchain, we can potentially use blockchain in other real-
world situations. To automate the steps involved in the
system, the authors in [18] use smart contracts as their core
technology. Real-time tracking of products in a supply chain
and a comprehensive view of the process are both part of the
automation. Using a smart contract, [7] incorporates
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industrial spare parts traceability research to implement the
necessary functions, modifiers, and events to implement the
logical flow mechanism to automate the entire process. By
securing contracts within the blockchain, smart contracts
can satisfy the fundamental need for trust between parties.
-e paper [2] proposes implementing an IoT-based auto-
mobile insurance ecosystem known as CAIPY, which im-
plements step-by-step processes and communicates with
tamper-proof IoT devices in order to monitor a car’s con-
dition. Smart contracts can be used for intellectual property
rights management. Paper [36] presents BMCProtector, a
music copyright management platform using blockchain
and smart contracts. From song creation until royalty dis-
tribution, their smart contract system implements all the
necessary functionality. It is nearly impossible to alter a
smart contract that has been distributed within a blockchain
because they are distributed inside the block chain, so you
need to deploy them within a blockchain environment for
maximum security. When coding smart contracts, you will
frequently come across terms like attribute, function, event,
and modifier. Here is an explanation of these terms.

Attribute: a variable that holds a value in memory is an
attribute. Various primitive data types are supported in
solidity: integers, chars, strings, doubles, andmappings,
addresses, and enumerators.

Function: in a system, functions represent mechanisms
and tasks. If a function is called, the task it contains will
be executed.

Modifiers: actors or components have access power
through modifiers. Although the contract owner has
ultimate control over modifications, other actors or
components can be granted some specific rights to
modify or gain access.

Event: a blockchain transaction log stores anything that
happens as part of an event. In the transaction logs of
the blockchain, in response to an event taking place or
being emitted, any argument that is passed along with
that event gets recorded.-is mechanism allows for the
subsequent retrieval of historical information about the
system. -e system is auditable through this
mechanism.

Smart contracts are computer programs that run when
certain conditions are met and recorded on a blockchain
[15]. -ey are often utilized to automate the execution of a
contract so that all parties are instantly in-formed of the
results, without the need for any middlemen or time waste.
Traditional contracts are no longer efficient for blockchain
technology [15]. -e traditional supply chain also contains a
huge amount of paperwork and documents which is not a
good approach for tracking and records proofs. Smart
contracts are automatically executed and triggered when
preset criteria are fulfilled, can assist to address these
drawbacks of transparency, efficiency, security, and tracking,
and eliminate the role of a mediator [18]. -ese auto-exe-
cuted code-based contracts enable agreed-upon activities
(such as payments) to occur quickly upon the completion of
the terms of the contract. -is is a major function that
differentiates blockchain from Ethereum. For example,
when a client verifies their shipment, according to the in-
structions a smart contract will transfer money to the carrier.
Smart contracts are unique in that they allow you to write
code that executes itself without the need for a third party,
which helps to save a lot of money, time, and effort, also no
chance of errors or frauds. In comparison to a traditional
contract, a smart agreement between two parties partici-
pating in a transaction holds each participant responsible for
their participation in the transaction and also ensures that

Table 2: Challenges and opportunities while adopting block chain in agriculture.

Opportunities and potential benefits Challenges and barriers
Food-borne disease risks are reduced when items
are of higher quality Platforms for education and training are limited

User friendly for farmers Market fluctuations and ambiguity
Fewer number of frauds due to transparent
transactions Small businesses lack of competence

Financial transaction facilitation for every entity in
the supply chain

New users may be unable to access marketplaces due to a lack of information
infrastructure

Enhanced sustainability and reduction of waste As the technology ahead forms trigonal methods, SMEs have various issues and
difficulties while adopting

A valuable platform for reducing emissions Understanding issues among policymakers and technical support staff
Pricing is more equitable across the whole value
chain Requirements of IoT/computing equipment

Purchase decisions are made by well-informed
consumers Digital gap between developing and developed countries

Consumers are well informed about what they are
purchasing

Cryptocurrencies market share is dwindling, and there is a lot of volatility (reputation
issues)

Less reliance on intermediates and third parties Open technological questions and scalability problems for example transactions
latency

Insurance policies and financial aids for rural area
farmers Limited flexibility in design decisions [19]

Traceability and transparency in value chains Some food quality factors, particularly environmental indicators, cannot be assessed
using objective analytical methods
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the contract is implemented. Smart contracts increase a
supply chain’s transparency, traceability, and efficacy,
allowing it to be more flexible in establishing connections
between partners. A unique address is assigned to every
smart contract. -is address never changes one of the
contracts deployed in the blockchain. User transactions can
only send to a contract address. Every consensus node in the
network will execute the transaction to achieve a consensus
on its output. -e two forms of smart contracts are deter-
ministic and non-deterministic smart contracts [29]. A
deterministic smart contract executes without the need for
any information from a third party. A non-deterministic
smart contract relies on third-party data (database). A smart
contract works by following simple “if/when . . . then . . .”
statements which are written into the blockchain code.

An action is executed by a network of computers when
certain conditions have been met and verified. A blockchain is
then created to record the transaction. Parties who have already
been granted permission are the only ones who can see the
results of a transaction unless permission is granted [37]. -e
participants in a smart contract can specify as many conditions
as necessary to ensure a successful outcome. By defining how
transactions and their data will be represented on the block-
chain, establishing the “if/when. . .then. . . rules” that will
govern the transactions, exploring all alternative possibilities,
and establishing the dispute resolution framework, participants
are in the process of setting the conditions as shown in Figure 2.
Supply chain management is expected to benefit from
blockchain technology to reduce the number of coordination
challenges [38]. Smart contracts can handle multiple trans-
actions between parties, which reduces complexity, enables
greater transparency across the supply chain, and enhances the
trust-less verification process. -e supply chain will be
streamlined andmademore flexible, and stronger partnerships
will be fostered [39]. Considering the above discussion of the
use of blockchain and smart contract in various fields and use
cases, it is quite clear that the combination of blockchain and
smart contract results in an automated, highly secure, and
ingenious system. Rather than storing and tracking data in a
blockchain, smart contracts implement the business logic and
control access to the data.

7. Benefits of Smart Contract over the
Traditional Supply Chain

7.1. Transparency. -rough smart contracts, the provenance
of goods can be recorded, enhancing supply chain trans-
parency. -e blockchain stores information such as the date,
location, and quality, which are helpful in verifying a
product’s origin. Consumers will have more confidence that
they are purchasing good products, and manufacturers will
have the assurance that their raw material comes from a
reliable source [40]. Smart contracts can also be used to
enable transparent credentialing among supply chain
partners by creating and storing digital forms of identifi-
cation. With this system, parties can easily verify that other
parties have the requisite certifications to be able to do their
duties [41]. Blockchain technology can also be used to
manage reputations and reliability.

7.2. Traceability. Using smart contracts, traceable inventory
can be tracked from its raw material source to its delivery to
its end-user, which can improve supply chain traceability. A
serial number, RFID tag, or smart sensor can be used to
accomplish this. In addition to location and environmental
data, smart sensors can provide information about product
quality (especially for perishable goods). -e ability to make
better and faster decisions will be improved with real-time
information and updates about product status. In this case, it
is easier to activate a reserve batch of goods midway through
the supply chain process rather than to wait until the bad
batch arrives before making a decision. As a result, delays can
be reduced, and the supply chain can remain agile [35].
Natural disasters, factory strikes, and delivery accidents will
also be dealt with well by the organizations. With the increase
of product competition, ensuring continuity of supply can
significantly enhance a brand’s image among consumers.

7.3. Efficiency. A smart contract can improve the efficiency
of the supply chain from both an operational and cost
perspective. Using distributed ledgers to perform smart
contracts simplifies multi-party supply chains, improving
process efficiency. Because smart contracts execute them-
selves automatically, they can automatically execute “con-
tractual rights and obligations, including payment and
delivery terms” [42]. Reduced processing time and work are
the results of reducing paperwork. Cost reduction is another
way to enhance efficiency. As contractual agreements are
executed using trusted computer code that can easily be
customized, fewer physical documents need to be created
and maintained by each party’s purchasing, accounting, or
legal departments. By eliminating physical records, a great
deal of manual work can be reduced [43].

8. Process of Blockchain
Implication in Agriculture

Consumer-to-provider solutions provide a database in-
cluding an efficient structure as well as a public ledger that
holds digital data about items, persons, and events that can
be viewed or examined by a large number of people in the
blockchain [44].

Using blockchain technology in supply chain manage-
ment, we can overcome issues like the following:

(i) Overall management of the system.
(ii) System errors.
(iii) Product delay.
(iv) Transparency.
(v) Traceability.
(vi) Improving communication between all entities in

the supply chain.
(vii) Increasing the trust between consumer and

supplier.

Improvement in the supply chain is needed to tackle the
changing and increasing demand of customers. Also, we can
normalize the use of blockchain in the food supply chain to
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make a better marketing environment. -e food product’s
data, such as its harvesting date and price, is uploaded by the
supplier and then an RFID chip is embedded in the product
as shown in Figure 3 [5]. -ese tags consist of an antenna
and a microchip. Special printers are used to print identi-
fying information on tags. -e information on tags can be
utilized for a variety of purposes. When RFID scanners scan
a product, information from the tag is read, which might
include essential information for preserving the item and
managing the supply chain, such as the following:

(i) Components of product.
(ii) Product ID number.
(iii) Location history.
(iv) Order status.
(v) A serial number of an individual product.

Figure 3 illustrates how RFID receiver can be used to
update and send this information and the data is not restricted
to only containing serial numbers and ID. As the goods pass
through warehouses and vehicles, the information provided by
RFID will be linked to the system automatically tracking
shipping and stock positions. By incorporating RFID into these
systems, it is possible to verify the correct items and quality of
products. Product information could be tracked throughout
the whole shipping process and storage with the collaboration
or IOTthat increases accountability and accuracy. Supply chain
networks fully utilizing RFID can detect the location of the
goods, allowing theft and other unlawful actions to be found
and punished instantly. After tagging by the supplier, the
manufacturer gathers product information and adds aQR code
to the package [41]. -e product then moves towards the
distributor, who is automatically notified of the arrival of food
goods.-en, based on completely accessible data on customers,
like delivery dates, and other user information, distributors
select a suitable 3PL (-ird Party Logistics) [45].-e origin and
destination of food goods are then communicated to 3PL. It
optimizes network flows flexibly. -e product now transferred
to the retailer uses machine intelligence to anticipate sales and
also provides a mobile application to customers.-e product is
now ready for sale. Product information remains the same
throughout the chain [17].-e store provides full transparency
on delivery time. Each company now scans the RFID at each
step of themanufacturing process and updates the information
on the blocks in the cloud using a mobile app [6]. As a result,
the cloud plays an important role in storing blocks. -e app or
website is used for verification, validation, and transactions,
among other things [12]. A communication plat-form is

provided through a website and a mobile app. When the
genesis block is formed, the information is saved in it, and the
very first transaction is carried out, and the blockchain tech-
nology begins to operate. Customers may access product data
such as origin, aging, duration, and expiry by scanning the QR
code using an app.

9. Blockchain-Based Proposed Model for
Agriculture Supply Chain Using
Smart Contracts

In this paper, a new model for tracking and traceability is
presented. Block chain smart contract is involved in this
proposed model to coordinate traceability of food in the
agriculture supply chain. -e implementation of this model
improves the traditional blockchain-based supply chain.
-ere are 4 layers in this model. In the first layer, the
producer agent manages all the operations that come in their
domain like buying materials and selling products. -e next
layer deals with processor agents who process the products
like sorting, packaging, and processing. In the transport
layer, all the tasks regarding transport between whole supply
chains are managed by transport agents. In the next layer,
the retailer agent purchases a product from the processor
agent and sells it further to customers. All the entities in the
whole supply chain are interconnected in a decentralized
blockchain with a smart contract. And every transaction in
the whole system can be traced through blockchain network.
Everyone in the whole supply chain can trace the product as
portrayed in Figure 4.

A consumer can check the origin and processing of the
product. -is new supply chain model enables the agri-
cultural industry to gigantically grow [24]. -e use of
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Figure 3: Traditional food supply chain.
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blockchain enables the consumer to trace all the products
from origin to delivery. -e main benefit of this model is the
confidence of the final consumer that will increase the sales a
lot. Figure 5 shows the sequence diagram for the proposed
model.

10. Outcomes of the Proposed Model

After having examined enough literature survey and ex-
periments from numerous researchers, we proposed our
conceptual model that has components that are being used
in the manual/current agri-food supply chain processes and
the other which would be a blockchain-based model. We
have constructed a detailed Table 3 that explains the possible
outcomes of the blockchain-based system and how this
system can ensure transparency, traceability, security, and
immutability in the entire agri-food supply chain process.

11. System Flow Analysis

Consider the supply of rice from the farmer to the consumer.
-e farmer first purchases seeds from seeds suppliers. -e
seeds are grown on the farmer’s farm. After harvesting the
crops, he uploads the detail document to the network, which
contains information about the seeds, the seed suppliers, and
the crops. -e blockchain will record the transactions re-
lating to this document. After reviewing all the details of a
farmer’s seeds and crops, the rice processor can place a
purchase order directly with him. Unprocessed rice is sent to
the processor with a document containing details about the
processing. After the processor receives the order, the dis-
tributor oversees the contract. -e distributor then inspects
the retailer’s buy order. Upon completion, the distributor
ships the orders to the retailer [46]. A document with the
shipment information is uploaded by the distributor. Upon
receiving the rice from the distributor, retailers sell it to
consumers. All information about the rice, from its starting
date to its end process, can be viewed by the customer. Smart
contracts permit communication between two entities.
Proof of authority is established using a consensus mech-
anism in this model. -e consensus determines which nodes
are permitted to validate transactions. For example, an entity
sending the data to the validator node for validation will be
notified by the validator node [43]. A notification will be sent
to the validator node once the transaction is complete. A
transaction is approved by them if it is deemed legitimate.
When a validator finds that a transaction is not authentic, it
can be declined. -e information flow of whole system is
presented in Figure 6.

Apart from that, the diagram of the entity relationships is
depicted in Figure 7.-ese depictions are for the reference of
our system’s work flow and events occurring at any stage of
the whole process.

12. Contribution

In this paper, we have proposed a permissioned blockchain
model that is essentially validated with the Ethereum
blockchain. -e blockchain supply chain model is full

decentralized model, in which we have introduced certain
concepts that are vital for the effective process of supply
chain using novel technologies like blockchain.

13. Validation of the Model by Ethereum
Blockchain Smart Contact

Although we have studied and researched theoretical aspects of
using smart contracts, still we are giving a testing and validation
of the proposed model. Validation can also be performed by
having an experiment with those stake holders who are cur-
rently using these systems. But here we are going to have some
smart-contract-based technical validations. In order to give
some sort of validation for our proposed model, we have used
Ethereum blockchain and wrote a simple smart contract which
has shown the possibility of using blockchain technology and
its relevant tools for the innovation of the current agri-food
supply chain process; our validation helps to identify the
potential of blockchain technology. Below are a few shots of the
smart contract and how that smart contact got compiled.
Figure 8 shows the first part of our smart contract that wewrote
for the validation of our proposed model.

Figure 9 depicts the smart contract for the proposed
activity of supply chain process of agri-food process.

Figure 10 is again a representation the functions dec-
larations and their calls for the specified events.

Figure 11 is for the reports that would be the ultimate
source of transparency and through which we can have a
detailed track of our supply chain procedure. Figure 12 is the
last part of our smart contract.
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Figure 4: Decentralized smart contract-based supply chain.
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Table 3: Outcomes of the proposed blockchain-based agri-food supply chain system.

Attributes BC-based proposed system Traditional method

Immutability -e information in a transaction cannot be changed even by the admin Information can be easily manipulated by the
admin

Consensus Stakeholder agreement is taken into account No consensus available
Provenance Transaction histories are available No history, no information record
Structure Fully decentralized Centralized
Trust Increasing trust in a collaborative environment Centralized approaches impose trust issues
Storage Distributed storage Centralized

Farmer processor Distributer Retailer

Validation and Verification (IOT RFID)

Block chain network ( Ethereum)

Provider Consumer (software) 

API

In
fo

rm
at

io
n 

Fl
ow

Figure 6: Information flow throughout the system.

Figure 7: Entity relationship diagram of proposed model.
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Figure 8: Part 1 of the smart contract.

Figure 9: Part 2 of the smart contract.
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While checking the issues in the deployed smart con-
tract, we have then complied it with the available Ethereum
test network and this can be seen in Figure 13.

Figure 14 shows the real-time working mechanism of the
deployed smart contract where all the defined instances of
the smart contracts are being called and executed.

Figure 10: Part 3 of the smart contract.

Figure 11: Part 4 of the smart contract.

Figure 12: Part 5 of the smart contract.
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Figure 13: Part 6 of the smart contract.

Figure 14: Part 7 of the smart contract.
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-e last part of the validation section is Figure 15; this
part shows all the sections, i.e., the components of the as-
sumed blockchain-based agri-food supply chain system, and
how this can be tested with the help of Ethereum test
networks.

14. Conclusion and Future Work

Researchers are trying hard to develop such systems that can
bring innovation in the current scenarios. Blockchain
technology is one of the developing and emerging tech-
nologies nowadays as this technology is disrupting every
field and also it can make a lot of revolutionary changes in
the agriculture field by improving the supply chain and
ensuring the integrity, security, and traceability of data. It
has the potential to improve the country’s economic situ-
ation by lowering corruption and improving producer and
customer satisfaction. Blockchain establishes an efficient and
transparent system by eliminating the middleman in supply
chain management. In this paper, we introduce an advanced
blockchain approach to enhance the traditional supply
chain. For managing the whole supply chain efficiently, we
use a multi-agent system with smart contracts because they
eliminate intermediaries, allowing the circular economy
market to thrive. Our methodology is automated; it can be
used to optimize any supply chain, resulting in increased
security and efficiency. Utilizing blockchain technology, we
give robust security characteristics to the agriculture system.
Origin of product can be verified, shipment of product can
be monitored, and proof of all transactions can be saved with
this model. Agents who verify that both parties are following

the terms and conditions of smart contact are another
novelty of this study. Fine or penalties are imposed if the
agent detects that a participant does not fulfill the condi-
tions. -is makes our models more reliable and efficient
compared to other models; furthermore it can also track and
authenticate orders. Apart from that, we have developed a
smart contract in solidity using Ethereum blockchain to
validate our model. Researchers can test this kind of proof of
concepts as well as model using hyper ledger fabric com-
poser or multi-chain tools that are exclusively designed to
work with the permissioned blockchain where all the entities
are known. -e article addresses two main research ques-
tions. We first examine some of the most important issues of
the traditional supply chain ecosystem, and then we explore
how blockchain technology can be used to resolve these
issues. -is was done by looking at published research ar-
ticles in the field. Our second question required an analysis
of the benefits of integrating blockchain technology with
supply chains. In conjunction with Ethereum’s blockchain
and the proof of authority consensus algorithm, an inter-
planetary file system is used. In smart contracts, payments
can be processed directly and without intermediaries, which
improves performance. An overview of the proposed smart
contract model is presented in this paper, together with
entity-relationship diagrams, sequence diagrams, and
practical implementations. With the immutable nature of
block chain technology, trust, transparency, and security can
be enhanced within the supply chain. It is possible to adapt
this model to a wide variety of supply chains in various
domains.
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Cobo, E. Ferruzola-Gómez, R. Cabezas-Cabezas, and
W. Bazán-Vera, “Blockchain in agriculture: a systematic lit-
erature review,” Communications in Computer and Infor-
mation Science, vol. 883, pp. 44–56, 2018.

[9] M. Torky and A. E. Hassanein, “Integrating blockchain and
the internet of things in precision agriculture: analysis, op-
portunities, and challenges,” Computers and Electronics in
Agriculture, vol. 178, no. April, p. 105476, 2020.

[10] K. Salah, N. Nizamuddin, R. Jayaraman, and M. Omar,
“Blockchain-based soybean traceability in agricultural supply
chain,” IEEE Access, vol. 7, no. c, pp. 73295–73305, 2019.

[11] A. Vangala, A. K. Das, N. Kumar, and M. Alazab, “Smart
secure sensing for IoT-based agriculture: blockchain per-
spective,” IEEE Sensors Journal, vol. 21, no. 16,
pp. 17591–17607, 2021.

[12] A. Shahid, A. Almogren, N. Javaid, F. A. Al-Zahrani, M. Zuair,
and M. Alam, “Blockchain-based agri-food supply chain: a
complete solution,” IEEE Access, vol. 8, pp. 69230–69243,
2020.

[13] S. Madumidha, P. S. Ranjani, U. Vandhana, and
B. Venmuhilan, “A theoretical implementation: agriculture-
food supply chain management using blockchain technol-
ogy,” in Proceedings of the 2019 TEQIP III Sponsored Inter-
national Conference on Microwave Integrated Circuits,
Photonics and Wireless Networks (IMICPW), pp. 174–178,
IEEE, Tiruchirappalli, India, 22 May 2019.

[14] M. A. Ferrag, L. Shu, X. Yang, A. Derhab, and L. Maglaras,
“Security and privacy for green IoT-based agriculture: review,
blockchain solutions, and challenges,” IEEE Access, vol. 8,
pp. 32031–32053, 2020.

[15] V. S. Yadav and A. R. Singh, “A systematic literature review of
blockchain technology in agriculture,” in Proceedings of the
Int. Conf. Ind. Eng. Oper. Manag., pp. 973–981, 2019.

[16] H. Kim and M. Laskowski, Sustainable Solutions for Food ,
Farmers , and FinancingBlockchain Res. Inst., Canada, 2018,
https://ssrn.com/abstract�3028164.

[17] J. Lin, A. Zhang, Z. Shen, and Y. Chai, “Blockchain and IoT
based food traceability for smart agriculture,” in Proceedings
of the ACM Int. Conf. Proceeding Ser., pp. 1–6, ACM, Sin-
gapore, 28 July 2018.

[18] M. Creydt and M. Fischer, “Blockchain and more - algorithm
driven food traceability,” Food Control, vol. 105, pp. 45–51,
2019.

[19] S. H. Awan, S. Ahmed, A. Nawaz et al., “BlockChain with IoT,
an emergent routing scheme for smart agriculture,” Inter-
national Journal of Advanced Computer Science and Appli-
cations, vol. 11, no. 4, pp. 420–429, 2020.

[20] G. Zhao, S. Liu, C. Lopez et al., “Blockchain technology in
agri-food value chain management: a synthesis of applica-
tions, challenges and future research directions,” Computers
in Industry, vol. 109, pp. 83–99, 2019.

[21] M. H. Ronaghi, “A blockchain maturity model in agricultural
supply chain,” Information Processing in Agriculture, vol. 8,
no. 3, pp. 398–408, 2021.

[22] A. Kamilaris, A. Fonts, and F. X. Prenafeta-Boldύ, “-e rise of
blockchain technology in agriculture and food supply chains,”
Trends in Food Science & Technology, vol. 91, pp. 640–652,
2019.

[23] F. Feng Tian, “A supply chain traceability system for food
safety based on HACCP, blockchain & Internet of things,” in
Proceedings of the 2017 International Conference on Service
Systems and Service Management, 16-18 June 2017.

[24] M. P. Caro, M. S. Ali, M. Vecchio, and R. Giaffreda,
“Blockchain-based traceability in Agri-Food supply chain
management: a practical implementation,” in Proceedings of
the 2018 IoT Vertical and Topical Summit on Agriculture -
Tuscany (IOT Tuscany), pp. 1–4, IEEE, Tuscany, Italy, 8 May
2018.

[25] M. Kim, B. Hilton, Z. Burks, and J. Reyes, “Integrating
blockchain, smart contract-tokens, and IoT to design a food
traceability solution,” in Proceedings of the 2018 IEEE 9th
Annual Information Technology, Electronics and Mobile
Communication Conference (IEMCON), vol. 1, pp. 335–340,
Vancouver, BC, Canada, 1 November 2018.

[26] M. Shyamala Devi, R. Suguna, A. S. Joshi, and R. A. Bagate,
Design of IoT Blockchain Based Smart Agriculture for En-
lightening Safety and Security, Vol. 985, Springer, , Singapore,
2019.

[27] S. S. Kamble, A. Gunasekaran, and R. Sharma, “Modeling the
blockchain enabled traceability in agriculture supply chain,”
International Journal of Information Management, vol. 52,
pp. 101967–102016, November 2020.

[28] D. Bumblauskas, A. Mann, B. Dugan, and J. Rittmer, “A
blockchain use case in food distribution: do you know where
your food has been?” International Journal of Information
Management, vol. 52, no. September, pp. 102008–102010,
2020.

[29] L. Hang, I. Ullah, and D.-H. Kim, “A secure fish farm platform
based on blockchain for agriculture data integrity,”Computers
and Electronics in Agriculture, vol. 170, Article ID 105251,
2020.

[30] K. Demestichas, N. Peppes, T. Alexakis, and E. Adamopoulou,
“Blockchain in Agriculture Traceability Systems: a Review
Featured Application: the paper elaborates on the applicability
of blockchain technology in traceability systems of agri-food
products,” Applied Sciences, vol. 10, 2020, http://www.mdpi.
com/journal/applsci.

[31] A. Scuderi, V. Foti, and G. Timpanaro, “-e supply chain
value of pod and pgi food products through the application of
blockchain,” Qual. - Access to Success, vol. 20, no. S2,
pp. 580–587, 2019.

[32] S. V. Akram, P. K. Malik, R. Singh, G. Anita, and S. Tanwar,
“Adoption of blockchain technology in various realms: op-
portunities and challenges,” Security and Privacy, vol. 3, no. 5,
pp. 1–17, 2020.

[33] P. W. Khan, Y.-C. Byun, and N. Park, “IoT-blockchain en-
abled optimized provenance system for food industry 4.0
using advanced deep learning,” Sensors, vol. 20, no. 10,
pp. 2990–3024, 2020.

[34] B. M. A. L. Basnayake and C. Rajapakse, “A Blockchain-based
decentralized system to ensure the transparency of organic

14 Scientific Programming

https://ssrn.com/abstract=3028164
http://www.mdpi.com/journal/applsci
http://www.mdpi.com/journal/applsci


food supply chain,” in Proceedings of the 2019 International
Research Conference on Smart Computing and Systems En-
gineering (SCSE), pp. 103–107, IEEE, Colombo, Sri Lanka, 28
March 2019.

[35] V. S. Yadav and A. R. Singh, “Use of blockchain to solve select
issues of Indian farmers,” in Proceedings of the 1St Interna-
tional Conference on Advances in Mechanical Engineering and
Nanotechnology (Icamen 2019), vol. 2148, AIP, 3 September
2019.

[36] P. Patil, M. Sangeetha, and V. Bhaskar, “Blockchain for IoT
access control, security and privacy: a review,” no. 1815, , 2020.

[37] J. Taskinsoy, “Blockchain: an unorthodox solution to reduce
global warming,” SSRN Electronic Journal, pp. 1–14, 2019.

[38] U. Bodkhe, S. Tanwar, P. Bhattacharya, and N. Kumar,
“Blockchain for precision irrigation: opportunities and
challenges,” Transactions on Emerging Telecommunications
Technologies, pp. 1–30, 2020.

[39] V. S. Yadav, A. R. Singh, R. D. Raut, and U. H. Govindarajan,
“Blockchain technology adoption barriers in the Indian ag-
ricultural supply chain: an integrated approach,” Resources,
Conservation and Recycling, vol. 161, no. April, Article ID
104877, 2020.

[40] R. Casado-Vara, J. Prieto, F. D. la Prieta, and J. M. Corchado,
“How blockchain improves the supply chain: case study al-
imentary supply chain,” Procedia Computer Science, vol. 134,
pp. 393–398, 2018.

[41] F. Antonucci, S. Figorilli, C. Costa, F. Pallottino, L. Raso, and
P. Menesatti, “A review on blockchain applications in the
agri-food sector,” Journal of the Science of Food and Agri-
culture, vol. 99, no. 14, pp. 6129–6138, 2019.

[42] G. Rathee, M. Balasaraswathi, K. P. Chandran, S. D. Gupta,
and C. S. Boopathi, “A secure IoT sensors communication in
industry 4.0 using blockchain technology,” Journal of Ambient
Intelligence and Humanized Computing, vol. 12, no. 1,
545 pages, 2020.

[43] O. Alfandi, S. Khanji, L. Ahmad, and A. Khattak, “A survey on
boosting IoT security and privacy throuagh blockchain Ex-
ploration , requirements , and open issues,” Cluster Com-
puting, vol. 24, no. 1, pp. 37–55, 2020.

[44] L. I. Frameworks, “PoAh: a novel consensus algorithm for fast
scalable private blockchain for PoAh: a novel consensus al-
gorithm for fast scalable private blockchain for large-scale IoT
frameworks,” 2020, https://arxiv.org/abs/2001.07297.

[45] S. Homayoun, A. Dehghantanha, R. M. Parizi, and
K.-K. R. Choo, “A blockchain-based framework for detecting
malicious mobile applications in app stores,” in Proceedings of
the 2019 IEEE Canadian Conference of Electrical and Com-
puter Engineering (CCECE), no. Ccece, 5 May 2019.

[46] R. Xu, S. Y. Nikouei, D. Nagothu, A. Fitwi, and Y. Chen,
“BlendSPS: a BLockchain-ENabled decentralized smart public
safety system,” Smart Cities, vol. 3, no. 3, pp. 928–951, 2020.

Scientific Programming 15

https://arxiv.org/abs/2001.07297


Research Article
Implementation of the Teaching of Economic Management
Specialty in the Background of Internet+ Based on Smart Agent

Chao Zhang1 and Xiaoyu Hang 2,3

1Economics and Business Management School, Tianjin Sino-German University of Applied Sciences, Tianjin 300350, China
2Department of Economics and Trade, Tianjin University of Commerce Boustead College, 300384 Tianjin, China
3School of Finance, Central University of Economics and Finance, 102206 Beijing, China

Correspondence should be addressed to Xiaoyu Hang; xh21@caa.columbia.edu

Received 26 October 2021; Revised 11 November 2021; Accepted 20 December 2021; Published 27 February 2022

Academic Editor: Punit Gupta

Copyright © 2022 Chao Zhang and Xiaoyu Hang. *is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Today is the age of information and networks. In the context of the Internet, our country’s economy is growing rapidly. However,
given the current state of economic governance, traditional courses and educational models can no longer be applied. It is
necessary to combine the content of teaching materials, the needs of social development, and the current situation of students to
carry out reforms and innovations to deepen and promote the overall development of basic education in our country. *is article
mainly introduces how to refer to literature surveys, analysis-level processes, and questionnaire survey. In this article, we will use
Internet+ to study the application of specialized education in economic management and create possible mathematical models.
*e model is resolved through a process in the analysis hierarchy, the application and research status of economic management
education is evaluated, and the accuracy of assessing the implementation status of economic management education is evaluated.
Results show that the process of analytical hierarchy increased the effectiveness of conducting economic management education
by 13% and reduced the rate of false positives. Finally, the system explains the impact of Internet+ on the implementation of
economic management by comparing the analysis of problems existing in the education of economic management courses on the
Internet with the analysis of the satisfaction level of practical education of economic management courses.*e survey results show
that the professional practice research of comprehensive professional training and compulsory professional courses
needs improvement.

1. Introduction

Education is the foundation of national revitalization. To
achieve sustainable development of our economy, we must
strengthen the quality of education [1], encourage the
abilities and skills of all students, increase their enthusiasm
and motivation, and lay the foundation for the sound de-
velopment of the national economy [2, 3]. Teaching an
economic management course is very important in today’s
information society and knowledge economy [4]. From a
scientific point of view, rationalization can only be achieved
by understanding this knowledge and continuously devel-
oping the latest courses [5]. Combining student experience
can improve science, for example, the development of

professional talent, the innovation of science and technol-
ogy, and the contribution to the economic development of
the country [6, 7]. A large amount of data was collected in
this study to evaluate the framework of this study. *is case
study demonstrates the importance of Internet+ for
implementing economic management education and system
implementation [8, 9]. However, the process of collecting
messages is so complex that the results of the data are not
very accurate. Based on research on the application of
economic management training in the context of Internet+,
educational applications for key parts of economic man-
agement are being studied via Internet+. A method has been
established for calculating procedures in the analytical hi-
erarchy combined with a bibliographic.
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2. Implementation Research Methods of
Economic Management Professional
Teaching under the Background of Internet+

2.1. AHP. Mathematical methods are used to convert the
relative importance of each index into weights and classify
the various decision shapes to find the best decision shape.
We then proceed to normalize the importance of each
evaluation factor, that is, the range of functions required to
classify weight values [10, 11]. *e test uses the following
formula:

QA � cmaxA, (1)

where cmax is the largest feature root of QA and W is the
normalized feature vector corresponding to cmax.

*e randomization rate of the table is represented by EI.
*e general index of the evaluation table is represented byM.

EI �
cmax − M( 

(M − 1)
. (2)

*e basic principle of analytic hierarchy process is that
analytic hierarchy process systematically absorbs research
material and makes decisions based on variations, com-
parisons, evaluations, and complex thinking [12]. *is
method is especially useful for evaluating unstructured
systems and for systems with multiple properties, multiple
criteria, and time periods. Not only is this method suitable
for high-level statistics but it also focuses on powerful, high-
quality models for processing behaviors, thoughts, concepts,
and complex systems to coordinate human thinking ad-
vancement. *is method is combined with accepting and
adjusting various practical, general, and difficult scenarios,
which are difficult to compare with decisions on many issues
at the same level. *e calculations are easy, and the results
found are easy for decision makers to understand.

2.2. Investigation and Research Method. *is article con-
ducts a comprehensive investigation, analysis, synthesis,
comparison, and summary of the current situation and
reasons for the formation of party member ideology and
policies in the traditional and new media era. *e large
amount of data collected through the survey can improve
the professional teaching of how to comprehensively
construct and deeply understand business management in
the Internet era.

3. Implementation Research Experiment of
Economic Management Professional
Teaching under the Background of Internet+

3.1. Experimental Design of Practical Teaching System for
Economic Management Majors. Economics and manage-
ment belong to the applied research disciplines of applied
economics and management. Students should have basic
knowledge and basic professional theories and be able to
use the knowledge gained in practice to improve their
practical ability. *erefore, how to enhance and improve

the level of practical education of financial management
graduates has become an important issue of current uni-
versity development. In order to determine the system of
professional financial management practice, the research
team visited relevant companies and investigated em-
ployment trends.

In the questionnaire, the professional management
system of professional management skills is divided into
four levels: professional basic knowledge, professional
operation skills, professional comprehensive training, and
professional research skills. *ese four levels are pro-
gressive, so students can be trained at various levels.
*rough training, students establish a sound economic
management professional knowledge system and gradu-
ally increase comprehensive professional skill and will
eventually develop into excellent economic management
professionals.

3.2. Experimental Data Collection of Practical Teaching
System for Economic Management Majors. For effective
performance analysis, this article studies positions in
commercial banks, securities companies, companies, and
manufacturing and processing companies. *rough semi-
nars and other methods, 200 undergraduates and students in
the field of economic management were organized. After
this study identified the skills students need to stay in the
workplace, we opened courses to improve the knowledge of
each skill. After analyzing the results, it is said that the useful
research results obtained are comparable to the results of
interviews with economic and administrative leaders. *e
data results are shown in Table 1.

It can be seen from Table 1 that the average scores of
professional basic knowledge, professional operating
skills, professional comprehensive training, and profes-
sional research and practice before graduation are 10, 9,
6, and 5 points higher than the exam results after
graduation, which shows that the four aspects of pro-
fessional basic knowledge, professional operating skills,
professional comprehensive training, professional re-
search and practice are of great significance to economic
management. Professional students are very important.
For students majoring in economics and management
after graduation, it reflects that basic professional
knowledge, professional operating skills, professional
comprehensive training, professional research and
practice are indispensable skills among many skills. To
help the readers better understand the three relation-
ships, the results are shown in Figure 1.

It can be seen from Figure 1 that the four majors
necessary for economic management students are profes-
sional basic knowledge, professional operating skills,
professional comprehensive training, and professional re-
search practice. Before and after graduation, students’
cognition of these four skills has changed from shallow to
deep, which shows that the implementation of the teaching
of economics and management majors needs to improve
students’ ability to have the skills necessary for the major
deep knowledge.
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4. Implementation of Economic Management
Teaching under the Background of Internet+

4.1. Problems Existing in the Teaching of Economics and
Management Courses under the Background of the Internet.
Under the influence of traditional thinking, the mentality of
most teachers has not changed, and insight cannot be
stimulated in this learning process. Direct teaching improves
the quality of economic management skills training. In ad-
dition, in the curriculum, the teacher-centered way of
thinking needs to be changed. Keeping an open mind should
be a key part of the classroom so that they can actively
participate in learning and use their theme initiatives and
creativity to maximize the impact of classroom learning. At
the same time, economics and management need to combine
theory with practice, while the lack of economic research
talents requires more in-depth improvement and innovation.

4.2. Satisfaction Analysis of Economic Management Courses
Teaching Practice Arrangement. Courses analyzed include
basic knowledge of business and management-students,
business, accounting management, marketing, human re-
source management, operational skills, professional training
in business management, business management and school
environment, network marketing, e-commerce economic

management, property evaluation, international regulations,
and other practical training. management; property evalua-
tion; international regulations and other practical training.
*rough management types, sales management, project
management, and business consulting courses, we teach
students risk management and management skills and renew
outdated business skills. *rough the financial field training
experience and manual operation enabled by the advanced
educational financial sand table platform, the students can
practice management skills of managing enterprises.

So far, this article has evaluated the satisfaction of ed-
ucation provided in economic management courses, the
satisfaction of extensive training, and the satisfaction of
practical research. *e data results are shown in Table 2.

FromTable 2 ,in response to the question “Are you satisfied
with the order of the official’s practical courses?”, 65% of the
students believe that full-time job training is the objective of the
required courses, while 75% of the students believe that the
selected courses are not according to the intermediate training
activities. Only 2% of students are dissatisfied with the voca-
tional practice of learning required vocational courses, while
the remaining 21.33% of students think it is appropriate and
satisfactory. In other words, in the teaching system of practical
courses, the number of satisfied students has not yet reached
half of the total number of students surveyed. *e analysis is
shown in Figure 2.

Table 1: Statistics on the ability of economic management students.

Grading Professional basic
knowledge/point

Professional operation
skills/point

Professional comprehensive
training/point

Professional research
practice/point

Test average score before
graduation 78 88 79 86

Test standard deviation before
graduation (X0.01) 25 32 14 24

Test average score after
graduation 88 97 85 91

Test standard deviation after
graduation (X0.01) 12 31 12 20

120

Test average score
before graduation

Test standard deviation
before graduation (X0.01)

Test standard deviation
after graduation (X0.01)

Test average score
after graduation

100

Sc
or

e

80

60

40

20

Type

0

Professional basic knowledge
Professional comprehensive training

Professional operation skills
Professional research practice

Figure 1: Statistics chart of ability data of economic management majors.

Scientific Programming 3



From Figure 2, it can be seen that the professional
comprehensive training satisfaction of general compulsory
courses, the professional comprehensive training satisfac-
tion of general elective courses, the satisfaction with the
professional practice research of the compulsory profes-
sional courses, and the curriculum arrangement of the
professional elective courses are the lowest. From then on, it
can be seen that the economic management course teaching
practice curriculum is set and implemented in the profes-
sional comprehensive training of the general compulsory
courses and the general elective courses. *e professional
practice research of comprehensive professional training
and compulsory professional courses needs improvement.

5. Conclusions

In this article, we did some research on bibliographic reference
research methods, analytical hierarchical procedures, and re-
search methods, but they still have many drawbacks. *ere are
also many comprehensive results and research methods on the
implementation of financial education andmanagement on the
Internet. *erefore, we can learn from existing methods when
studying financial education and management. *e system
explains the impact of the Internet+ on the implementation of
economic management by comparing the analysis of problems
existing in the education of economic management courses on
the Internet with the analysis of the satisfaction level of practical

education of economic management courses. *e survey re-
sults show that the professional practice research of compre-
hensive professional training and compulsory professional
courses needs improvement.
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Based on scale-free and density-based complex networks and numerical clustering algorithm, a graph clustering algorithm based
on fast detection of central nodes is proposed. ,rough the calculation of local density and comprehensive clustering of nodes in
the network, the clustering center in the network can be found quickly and noncentral nodes can be divided into the clustering
center according to the nearest neighbor principle, thus avoiding parameter limitations such as the number of clustering to be set
in advance using conventional classic social network detection algorithm. ,e experimental comparison and analysis in the real
network indicate that the graph clustering algorithm based on fast detection of the central node is highly effective and efficient.

1. Introduction

,e detection of social structure is vitally important to
understand topology structure and the interaction be-
tween nodes in the network. With the development of
application of graph clustering algorithm in different
scientific fields, researchers have attached great impor-
tance to graph clustering algorithm and conducted re-
searches and improvements. In recent years, graph
clustering algorithm has been extensively used as the
module maximization and spectral clustering algorithm.
Module maximization transforms graph clustering into a
problem of realizing module maximization and spectral
clustering algorithm applies spectrum analysis technology
in graph theory to graph clustering, thereby minimizing
cutting. Furthermore, agglomeration algorithm and
splitting algorithm as two common hierarchical clustering
techniques [1, 2] have their respective advantages, which
both require prior information such as network clustering
number under great constraints. Although density clus-
tering algorithm is not restricted by the condition to test
the clustering of any shape, the general density clustering

algorithm is only used for numerical clustering, not for
network clustering [3–6].

Density-based clustering algorithm is the crucial di-
rection of clustering analysis. ,e classic density-based
clustering algorithm is DBSCAN algorithm, which divides
high-density areas into multiple clusters. Although it can
find clusters of arbitrary shapes in spatial data with noise, it
cannot reflect changes in high-dimensional data and data
density [7]. ,erefore, researchers improved the algorithm
and proposed OPTCIS algorithm, which can be used for
multidimensional spatial data clustering. ,e current al-
gorithm improvements are based on DBSCAN and OPTICS.
In recent years, the CFSDP based on density clustering
algorithm proposed by Alex et al. is popular with the main
idea of adhering to the following two principles in the se-
lection of clustering center: firstly, the density of the clus-
tering center itself is greater than the density of adjacent
points; secondly, the distance between the clustering center
and other clustering center is relatively long. Based on
CFSDP algorithm in combination with scale free of complex
networks, the clustering algorithm for fast detection of
central nodes proposed in this paper has the advantages of
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high efficiency of density-based numerical clustering algo-
rithm and no need to set clustering quantitative parameters
in advance [8].

2. Methodology

2.1. Density-Based Clustering Algorithm. Density-based
cluster is a dense region separated by sparse regions in the
data space, and the density in any cluster is higher than that
in other noisy regions. Each core point requires for no fewer
thanMinPts points adjacent to radius Eps, that is, the density
of the neighborhood must exceed a certain threshold. Let D
be the data space containing all data points, and density-
based cluster definition assumes that the distance function of
a pair of points is dist (p, q), and NEps (p), the esp-
neighborhood of p, can be expressed as
NEps(p) � q ∈ D|dist(p, q)≤Eps . If p ∈ NEp(q) and
∣NEp(q)∣ ≥MinPts, p is directly accessible from q. If there is a
set of sample points p1, p2, . . . , pn, p1 � q, Pn � q so that
Pi + 1 is directly accessible from Pi to p and q, and the
density accessibility is given by the transitive closure of
direct density accessibility, that is, the specification exten-
sion of direct density accessibility. Since the secondary re-
lation is transferred, if there is a point o that makes both p

and q accessible from the density of o, then the density of p is
related to the density of q.

Density-based clustering is the maximum set of data
points connected by density. If a cluster C is a nonvoid
subset of D, then

(1) ∀p, q, if p ∈ C and p from q can access to density,
q ∈C (maximum)

(2) ∀p, q ∈C, p, and q has density connection
(connectivity)

LetC1. . .Ck be the clustering of data spaceD. Noise is the
set of points inD that do not belong to any clustering Ci, that
is, noise� p ∈ D|∀i: p ∉ D .

Density-based clustering distinguishes three different
types of points: the core points with dense neighboring
points, the boundary points that belong to the same clus-
tering but not densely neighboring points, and the noise
points not belonging to any clustering.

2.2. Graph Clustering Algorithm Based on Fast Detection of
Central Node. An unweighted network is represented by
G � (V, E, W). V is the set of vertices, E is the set of edges,
Wij represents the weight of nonitemized edges connected to
node Vi and Vj, and Wij represents the distance and
proximity between node Vi and Vj in the graph clustering
algorithm. According to the central idea of graph clustering
algorithm based on fast detection of center node, the net-
work is divided into k disjoint subgraphs, with dense edge
connections inside and sparse edge connections between
each other. In the k subgraph, each subgraph contains a
cluster center. When clustering, the cluster center should be
identified first, and then the noncluster central nodes are
divided into appropriate clusters. ,erefore, graph cluster-
ing algorithm based on fast detection of central node needs

to solve three core problems: (1) how to define the density
and distance of a node; (2) how to determine the clustering
center; (3) noncluster center clustering strategy.

In scale-free network, the degree distribution of nodes
follows the power-law distribution, that is, the probability
that a node is connected to k, other nodes P(k) satisfy
P(k) ∼ k − r (r is a constant.) Obviously, the fewer the
nodes, the higher the degrees. In addition, these nodes are
surrounded by denser nodes, allowing the importance of
nodes to be described and all clustering centers in the
network to be found. In order to describe the importance of
nodes, the concept of local density is introduced, and the
local density Pi of node I is defined as

ρi � 
j

X dij − dc ,

dij � min

j−1

z�i

Wz(z+1).

(1)

If X≤ 0, X(x)� 1, otherwise X(x)� 0, dij represents the
shortest distance between node i and j, and dc is the trun-
cation distance. ρi is equal to the number of adjacent points
whose distance from node i is less than dc. However, since
the local density of nodes cannot determine the clustering
center, for quick identification of the clustering center, the
comprehensive distance i of node i should be introduced to
represent the shortest distance weighted value from node i to
nodes with higher local density:

βi � δi φi + 1( ,

δi � min
j: ρj > ρi

dij.
(2)

δi represents the minimum distance between node i and
any other node with high density, φi is the median centrality
of node i, which is the weight factor used to control the
influence of node, and C is the constant. If node i has the
highest density, set δi equal to 0.3 times the diameter of the
network.

Obviously, only the nodes whose local density is the
local or global maximum value has a much larger com-
prehensive distance than their neighboring points.
,erefore, the clustering center is the node with abnor-
mally large ρi and βi and the network graph can be
depicted by the local density of node ρ and the com-
prehensive distance β, thereby identifying the network
clustering center quickly.

2.3.AlgorithmDescription. In the network G � (V, E, W), to
calculate the local density ρ of each node in the network G

and the comprehensive distance β, the network G decision
graph should be drawn on the basis of the ρ and β to de-
termine the clustering center rapidly. After the cluster center
is determined, the number of network clustering can be
determined, and the noncluster central node can be divided
into the cluster where the cluster center is located.

Firstly, through Algorithm 1, graph clustering algorithm,
based on fast detection of central node, the input is network
G and the output contain k clustering C.
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,en, find the clustering center by Algorithm 2: the
clustering center algorithm finds out the clustering center,
specifically as shown in Algorithm 2.

In Algorithm 2, the input is network G and the local
density ρ and the comprehensive distance β of node i in
Algorithm 1. ,e output is the Cen of clustering central
node. In Algorithm 2 (1), the thresholds thrho and thbeta of ρ
and β are determined by characterizing the decision graph.
From (3) to (8), find all nodes with local density greater than
thrho and comprehensive distance greater than thbeta.
,rough Algorithm 2, the clustering center algorithm can
find the clustering center in the network only by traversing
the nodes in the network once. Nonclustering center node
clustering algorithm is used to cluster other nonclustering
central nodes (Algorithm 3).

,e input is network G, local density of all nodes and
comprehensive distance β, nonclustering central node U,
and clustering center Cen; the output is K clustering C. In
Algorithm 3, from (4) to (6), divide v into the cluster with the
closest clustering center in Cen. In (7), remove the non-
clustering central node that has been clustered from U and
determine whether the clustering is completed by judging
whether U is an empty set.

3. Results and Discussion

3.1. Data. ,rough its application on real networks (Karate;
Lesmis; Polbook; Netscience; andMetabolic) and comparing
module maximization algorithm (GN), spectral clustering
algorithm (Spectral), and early density–based graph clus-
tering algorithm (SCAN), the network clustering algorithm
based on the rapid detection of the central node can be
evaluated, and the main comparison indexes are selection

method (F1_score), module degree (Q), and performance
(Performance).,e algorithm is implemented in Python and
in order to avoid randomness, perform the runs 10 times.
Details are as shown in Table 1.

3.2. Comparison and Analysis. Firstly, apply CFCN algo-
rithm to Karate network to verify that CFCN algorithm does
not need to set the number of clustering before clustering.
Figure 1 shows the network topology and social network
structure. Set the truncation distance dc� 1, calculate the
local density ρi of each node i and the comprehensive
distance βi, and visualize it as the decision graph (Figure 2).
Nodes i and 34 in the decision graph are outliers, which have
greater local density and comprehensive distance compared
to other nodes, so they can be determined as the clustering
center. In the practical application of Algorithm 2, clustering
center algorithm, the threshold values thrho and thbeta need
to be determined. ,e threshold value range of clustering
centers 1 and 34 and other nodes can be determined by the
decision graph. Finally, Algorithm 3, nonclustering center
node algorithm, is applied to cluster other nonclustering
center nodes. As shown in Figure 3, the same shape (colour)
has the same clustering. ,rough the above examples, it is
found that the number of clustering is only related to the
network topology, with no need for setting in advance.

Secondly, apply the CFCN algorithm, GN algorithm, and
spectral algorithm to real social networks for comparative
testing and evaluate clustering quality through the perfor-
mance andmodule degreeQ to verify the higher efficiency of
CFCN algorithm. Set the parameter dc� 1; Table 1 shows the
comparison of the modularity and performance of CFCN
algorithm and other algorithms in social networks with
different structures. It can be found that although the GN

(i) Input: undirected unweighted graph G G � (V, E, W)

(ii) Output: k clustering C� {C1, C2,. . ., Ck}
(1) Calculate the local density ρ and the comprehensive distance β of the node in figure G

(2) Detect the clustering center by identifying the clustering center algorithm
(3) Divide the noncluster centers into appropriate clusters by nonclustering central node algorithm
(4) Return the clustering result C� {C1, C2,. . ., Ck}

ALGORITHM 1: Graph clustering algorithm based on fast detection of central node (CFCN).

(i) Input: undirected unweighted graph G � (V, E, W), local density ρ, and comprehensive distance β
(ii) Output: k clustering C� {c1,c2,. . ., ck}
(1) Determine the threshold thrho and thbeta by characterizing the local density ρ with the integrated distance β decision graph
(2) k� 0
(3) For each vertex i in G, perform
(4) If ρi > thrho and βi > thbeta, then
(5) k� k+ 1
(6) Set node i as the clustering center ck
(7) End if
(8) End for
(9) Return Cen� {c1, c2,. . ., ck}

ALGORITHM 2: Clustering center algorithm.
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algorithm in Polbook network module is better than CFCN
algorithm, spectral algorithm in Metabolic network per-
formance is better than CFCN algorithm, CFCN is superior
to other algorithms overall.

4. Conclusion

,is paper conducted an experimental research on graph
clustering algorithm based on fast detection of central
node. ,e following conclusions can be drawn from this
research.

,rough the calculation of local density and compre-
hensive clustering of nodes in the network, the clustering
center in the network can be found quickly and noncentral
nodes can be divided into the clustering center based on the
nearest neighbor principle, thus avoiding parameter limi-
tations such as the number of clustering to be set in advance
in the conventional classic social network detection
algorithm.

,e experimental comparison and analysis in the real
network indicate that the graph clustering algorithm based
on the fast detection of the central node is highly effective
and efficient.

Input: undirected unweighted graph G G � (V, W, W), local density ρ and comprehensive distance β, nonclustering central node U,
and clustering center Cen� {c1, c2,. . ., Ck}

(ii) Output: clustering result C� {C1, C2,. . ., Ck}
(1) Add ck to Ck
(2) While U≠ϕ, perform
(3) v � a vertex in U

(4) For each c ∈Cen, perform
(5) Join node v into the cluster to connect closer c
(6) End for
(7) Remove node v from U

(8) Return C

ALGORITHM 3: Nonclustering central node clustering algorithm.

Table 1: Data statistics.

Network Number of nodes Number of edges Average degree Number of clusters
Karate 34 78 4.589 2
Lesmis 75 252 6.595 4
Polbook 106 442 8.413 3
Netscience 378 912 4.827 8
Metabolic 453 2041 9.005 11
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q

Figure 1: Clustering results.
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Software reliability is the probability of failure-free operations of software in a specific environment in a given time period.
Various software reliability models have been designed by the researchers, but the JM model is the first influential model. +e JM
model was developed with the basic assumption that the faults are independent in this model and the debugging process is perfect.
But practically, all debugging processes may not be perfect, especially when the faults are dependent; in this case, the fault that is
actually to have been removedmay also removemore than one fault and cause it to add some new faults. To handle this behavior of
faults mutual dependency, we need a new model which may be less reliable or the result accuracy of the model may be lower than
that of the existing ones, but it can handle more practical situations in the fault removal process. In this paper, we proposed a new
software reliability model with the same assumption that at whatever time a failure is detected, it is not completely eradicated and
there is a possibility of raising some new faults because of wrong analysis or inaccurate modifications in the software or the
removal of the existing fault may also remove some other faults. +e proposed model is more practical than the existing ones.

1. Introduction

Software reliability models are used to find the faults in a
software product, and for the prediction of faults, these
models predict and estimate the number of faults in the
build. On behalf of this, one can take the decision whether
this product has to be released or corresponding changes
have to be made to improve the quality. Nowadays, due to
the usage of software in real-time applications, even a single
fault in the software becomes very critical, and it may result
in the loss of life and other consequences. So, researchers are
putting their best efforts in developing and improving the
software reliability models so that it may help to provide
more reliable software and better-quality software. Several
software reliability models were proposed, but still the in-
dustry crept around the faults and unstable software.+e JM

model states that faults are independent of each other and
equally likely to cause a failure during a test. +e detected
fault is eliminated immediately without the detection of any
new fault. But these assumptions are not realistic. In our
proposed work, we have extended the JMmodel by replacing
these assumptions with the new assumptions that the faults
are dependent and not equally likely to cause a failure in the
test, and whenever a failure occurred, the identified faults are
removed with probability p, and it may result in the removal
and generation of some other faults, from the total number
of faults, with random probabilities r, such that p> r,
respectively.

+is paper is organized into the following sections.
Related work is given in Section 2. JM model, its assump-
tions, and the mathematical formulation are described in
Section 3. In Section 4, we have proposed a new variant of
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the JMmodel. Results and discussions are given in Section 5.
Finally, Section 6 concludes the work.

2. Related Work

+e first reliability model was reported in 1967 using the
Weibull distribution of time between failures [1]. After this,
in 1972, the first influential software reliability model [2]
with initial N bugs was reported [2]. A similar Jelin-
ski–Moranda (JM) model was developed in 1975 [3, 4].
Some researchers designed the first nonhomogeneous
Poisson process model [5]. In 1983, Meinhold and Sing-
purwalla proposed a Bayesian software reliability model
which was a variant of the JM model that used the prior
distributions to the parameters [6]. Jewell used theMeinhold
and Singpurwalla model to derive a newmodel that provides
Bayesian analysis of the software reliability model of JM [7].
Tohma proposed a new software reliability model [8] for
estimating the number of residual software faults based on
the hypergeometric distribution [8, 9]. Brocklehurst im-
proved reliability predictions by a process of recalibration
[10]. Sahinoglu uses the probability density estimation of
failures in the clustering event of the software failures [11].
Campodonico and Singpurwalla proposed a Bayesian ap-
proach using the logarithmic Poisson model to predict the
number of failures in a software system [12]. Chen and Arlat
proposed a fault correction history-based input domain
reliability growth model [13]. A software reliability model
using enhanced nonhomogeneous Poisson process
(ENHPP) approach was reported in the literature [14]. Some
authors considered the phenomena of failure correlation to
develop a software reliability model framework [15]. Tian
described a model for homogeneous failure intensities by
grouping data into clusters [16]. Huang estimated the re-
liability with the unified scheme of some nonhomogeneous
Poisson process models [17]. Some researchers proposed a
model for individual component-based software reliability
and the architecture of the system [18]. Advanced chaos
theory to the stochastic models, an alternative approach of
software reliability, is also there in the literature [19].

Raj Kiran and Ravi group different models to accurately
forecast software reliability [20]. Jun-Gang proposed an
RVM (relevance vector machine)-based model for software
reliability prediction [21]. Some researchers addressed the
issue of optimal selection of software reliability growth
models [22].

An improved additive model to reliability estimation of
modular structure-based software is there to study [23].
Inoue and Yamada discussed discrete software reliability
measurement based on a discredited (NHPP) model [24].
Kiyoshi Honda prosposed a stochastic process based
software reliability model [25], and Kim HeeCheul pro-
posed a comparative problem of a reliability model for
Lomax and Gompertz distribution property [26]. Shinji
Inoue proposed a new software reliability model with the
effect of a change point for the Markovian software reli-
ability model having an imperfect debugging environment
[27]. +is proposed model shows that the observed time-
dependent behavior of the expected number of failures

occurred after the change point has more practical situa-
tions compared to the other existing models. Kwang Yoon
Song proposed a new nonhomogeneous Poisson process
(NHPP) software reliability model [28]. An explicit mean
value function solution for the proposed model is pre-
sented. Jinyong Wang and Xiaoping Mi proposed a new
software reliability model [29] considering the decreasing
trend of fault detection rate. +is model has better pre-
dictive performance and better fitting than the previous
existing models in this field. Yoshinobu Tamura and Shi-
geru Yamada proposed a deep learning-based scheme for
the optimal selection of a software reliability model [30]. As
model selection affects the optimal release time and total
software cost, in this paper we also discussed these two
criteria for the selection of a software reliability model.
Subhashis Chatterjee and Ankur Shukla developed a new
software reliability method with the imperfect debugging
phenomenon [31]. A new ranking method has been pro-
posed to improve the accuracy of model ranking. Da Hye
Lee proposed a software reliability model based on NHPP
[32]. +e proposed model has the same mean value
functions and the testing coverage, but it considers the
environment that is uncertain. +ere are unexpected
variables like syntax error considered in the proposed
model. Shozab Khurshid designed a generalized framework
to develop an effort-based software reliability model [33]
with fault reduction factor (FRF), change point, and error
generation. Yunlu Zhao, Tadashi Dohi, and Hiroyuki
Okamura proposed a nonhomogeneous binomial processes
(NHBPs)-based framework [34] for test-run reliability
modeling. +is paper also demonstrates that Poisson bi-
nomial distribution has a vital role in reliability modeling.
Barack and Huang [35] proposed software reliability
growthmodels (SRGMs) to assess and predict the reliability
of a mobile application. +rough the analysis of bug re-
ports, four software reliability models are used to assess the
dependability of an open-source mobile application. Sun
and Li [36] proposed a new nonhomogeneous Poisson
process (NHPP) based on fault severity considerations. We
categorise software faults into three levels based on their
complexity: Level I denotes a simple fault, Level II a general
fault, and Level III a severe fault. Raghuvanshi et al. [37]
proposed a time-variant software reliability model (SRM)
that takes fault detection and the highest number of faults
in software into account. +e time-variant genetic algo-
rithm process is used to evaluate the SRM parameters. +e
proposed model is based on a nonhomogeneous Poisson
process (NHPP) and includes fault-dependent detection,
software failure intensity, and unremoved error in the
software. Van Driel et al. [38] predict the software reli-
ability in agile testing environments and attempt to model
this way of working by extending the Jelinski–Moranda
model to a “stack” of feature-specific models, assuming that
bugs are labelled with the feature to which they belong.

3. Jelinski–Moranda (JM) Model

+e Jelinski–Moranda (JM) model [4] is a Markov model,
and this model has strongly influenced many later models.
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Numerous software reliability models have been proposed
by assuming this model as the base model.

Characteristics of the JM model are as follows:

(1) It is a binomial type model
(2) It is probably the first and definitely one of the well-

recognized black-box models
(3) +is model always produces an overoptimistic reli-

ability prediction
(4) JM model follows a perfect debugging process

3.1. Model Assumptions. +e assumptions considered in the
JM model are given as follows:

(i) +ere are unknown numbers of faults in the soft-
ware initially and these fault counts are fixed and
constant

(ii) +e faults are not dependent on each other and
equally likely to cause a failure during a test

(iii) +ere are independent time intervals among the
occurrences of failures, exponentially distributed
random variables

(iv) +e software failure rate remains constant over the
intervals between fault occurrences

(v) +e failure rate is directly proportional to the
number of faults that linger in the software

(vi) A detected fault is eliminated immediately, and no
new faults are initiated during the elimination of
the detected fault

(vii) When a failure occurs, the corresponding fault is
removed with certainty

3.2. Mathematical Formulation of the JM Model

(i) Software fault rate: it is defined as the faults per unit
time

λ ti(  � ϕ[N − (i − 1)] where i � 1, 2, . . . , N, (1)

in which ϕ is a constant of proportionality repre-
senting the failure rate contributed by each fault,
N is the initial number of faults in the software, and
ti is the time between (i − 1) th and ith failure.

(ii) Failure density function: it is the function that as-
signs to each number the probability that the
random variable takes a value less than or equal to
the given number.
It is defined as the derivative of the failure
probability.

f ti(  � ϕ[N − (i − 1)]exp − ϕ[N − (i − 1)]ti( . (2)

(iii) Distribution function is given as follows:

Fi ti(  � 1 − exp ϕ[N − (i − 1)]ti( . (3)

(iv) Reliability function at the ith failure interval is given
by

R ti(  � 1 − Fi ti(  � exp − ϕ[N − (i − 1)]ti( . (4)

(v) MTTF for the ith failure� 1/ϕ[N − (i − 1)].

4. Proposed Model

+e assumptions (ii) and (vi) of the JM model states that
faults are independent of each other and equally likely to
cause a failure at some point in a test. +e detected fault is
removed immediately without the detection of any new
fault. But these assumptions are not realistic. We extended
the JMmodel by replacing the assumptions (ii) and (vi) with
the new assumptions that the faults are dependent and not
equally likely to cause a failure during a test, and whenever a
failure occurred, the detected faults are eliminated with
probability p, and it may result in the removal and gener-
ation of some other faults, from the total number of faults,
with random probabilities r, such that p> r, respectively.

4.1. Model Assumptions of the Proposed Model. +e as-
sumptions in the proposed model include the following:

(i) to (v) Assumptions (i) to (v) are the same as of the
JM model
vi) Whenever a failure occurred, the detected faults are
removed with some probability and it may result first in
the removal of some other faults with the random
probability p and second in the generation of some
other new faults with the random probability r, such
that p> r.

4.2. Mathematical Formulation of the Proposed Model

(i) Failure rate:

λ ti(  � Φ N − (i − 1)


N
j�i pj

N − (i − 1)
−


m
k�1 rk

m

⎧⎨

⎩

⎫⎬

⎭
⎡⎣ ⎤⎦, (5)

where φ is the proportionality constant representing
the failure rate contributed by each fault, N is the
initial no. of faults in the software, ti is the time
between (i − 1)th and ith failure, pj is the random
probability to remove the faults, rk is the random
probability to add some new faults, and m is the
number of faults added such that pj> rk and
m<N − (i − 1).

(ii) Failure density is defined as “at any point in the life
of a system, the incremental change in the number
of failures per associated incremental change in
time”
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f ti(  � Φ N − (i − 1)


N
j�i pj

N − (i − 1)
−


m
k�1 rk

m

⎧⎨

⎩

⎫⎬

⎭
⎡⎣ ⎤⎦exp − Φ N − (i − 1)


N
j�i pj

N − (i − 1)
−


m
k�1 rk

m

⎧⎨

⎩

⎫⎬

⎭
⎛⎝ ⎞⎠ti

⎡⎢⎢⎣ ⎤⎥⎥⎦. (6)

+e failure distribution function is the integral of
the failure density function.

(iii) Distribution function (cumulative density
function):

Fi ti(  � 1 − exp − Φ N − (i − 1)


N
j�i pj

N − (i − 1)
−


m
k�1 rk

m

⎧⎨

⎩

⎫⎬

⎭
⎛⎝ ⎞⎠ti

⎡⎢⎢⎣ ⎤⎥⎥⎦ (7)

or

Fi ti(  � 1 − exp − λiti . (8)

(iv) +emean time to failure (MTTF) is the average time
between observed failures: MTTF� 1 − Fi(ti).

(v) Reliability function:

R ti(  � 1 − Fi ti(  � exp − Φ N − (i − 1)


N
j�i pj

N − (i − 1)
−


m
k�1 rk

m

⎧⎨

⎩

⎫⎬

⎭
⎛⎝ ⎞⎠ti

⎡⎢⎢⎣ ⎤⎥⎥⎦. (9)

4.3. Parameter Estimation. We have to estimate the number
of remaining faultsN′ and the constant of proportionalityΦ.
Our proposed model parameters are estimated using the
maximum likelihood estimation method.

(i) Parameter estimation:


n

i�1

1
N′ − (i − 1) 

N
j�i pj/N − (i − 1) − 

m
k�1 rk/m 

�
n

N′ − 1/
n
i�1 tn(  

n
i�1 (i − 1) 

N
j�i pj/N − (i − 1) − 

m
k�1 rk/m ti 

,

(10)

Φ �
n


n
i�1 N′ − (i − 1) 

N
j�i pj/N − (i − 1) − 

m
k�1 rm/m ti

. (11)

We have obtained maximum likelihood estimationN′ by
solving the equation (10) and put this value into (11) to
obtain the maximum likelihood estimation Φ.

A program has been implemented in MATLAB to find
the value of N′ from (5) (Algorithm 1)

f N′(  � 
n

i�1

1
N′ − (i − 1) 

N
j�i pj/N − (i − 1) − 

m
k�1 rk/m 

−
n

N′ − 1/
n
i�1 tn(  

n
i�1 (i − 1) 

N
j�i pj/N − (i − 1) − 

m
k�1 rk/m ti 

.

(12)

Now find the reliability for the next time interval.

(i) Reliability:
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(1) for n� 3 to 136
begin

(2) for N′� 3 to 150
begin

(3) r� f(N′)
end

(4) Find the minimum value of r and print N′ for that value.
end

ALGORITHM 1: Algorithm to estimate N′ from equation (5).
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Figure 1: Failure vs. time.

Table 1: Proposed model vs. JM model.

N tn
JM model Proposed model

N′ ϕ λ MTTF R� 1 − f(t) N′ ϕ λ MTTF R� 1 − f(t)
1 3 1 0.333300 0.000000 ∞ 1.000000 1 0.333333 0.333333 3 0.367879
2 30 2 0.055600 0.000000 ∞ 1.000000 2 0.036263 0.059414 16.831049 0.168230
3 113 3 0.016500 0.000000 ∞ 1.000000 3 0.009324 0.018380 54.406556 0.125311
4 81 4 0.009800 0.000000 ∞ 1.000000 4 0.004840 0.014483 69.0432864 0.309382
5 115 6 0.004600 0.004600 218.600000 0.959700 6 0.002671 0.011844 84.430767 0.256131
6 9 11 0.002100 0.010500 95.233300 0.979200 6 0.002871 0.011980 83.469009 0.897785
7 2 ∞ 0.000000 0.019800 50.428600 0.164600 7 0.002838 0.013825 72.332568 0.972728
8 91 28 0.000742 0.014800 67.368800 0.189700 8 0.002414 0.012989 76.983480 0.306642
9 112 16 0.001400 0.009900 100.746000 0.861700 11 0.001567 0.012004 83.300114 0.260660
10 15 46 0.000424 0.015300 65.505600 0.121600 12 0.001471 0.012387 80.726542 0.830429
11 138 20 0.001100 0.009800 102.181800 0.613000 NaN NaN NaN NaN NaN
12 50 27 0.000756 0.011300 88.216700 0.417800 12 0.001353 0.009844 101.574951 0.611251
13 77 29 0.000695 0.011100 89.932700 0.765800 13 0.001233 0.010802 92.573668 0.435278
14 24 61 0.000300 0.014100 70.835900 0.217700 14 0.001175 0.010457 95.6241495 0.778035
15 108 39 0.000494 0.011800 84.416700 0.352600 15 0.001079 0.009997 100.022048 0.339676
16 88 38 0.000509 0.011200 89.335200 0.000600 16 0.000978 0.009748 102.584017 0.424079
17 670 18 0.001400 0.001500 686.235300 0.839600 17 0.000665 0.007561 132.245087 0.006305
18 120 20 0.001200 0.002300 429.944400 0.941300 18 0.000554 0.006507 153.677753 0.458014
19 26 23 0.000899 0.003600 278.236800 0.663800 22 0.000463 0.007150 139.855327 0.830351
20 114 25 0.000782 0.003900 255.740000 0.280600 20 0.000515 0.006244 160.132492 0.490705
21 325 24 0.000844 0.002500 395.047600 0.870000 21 0.000458 0.005896 169.592304 0.147141
22 55 27 0.000684 0.003400 292.281800 0.436900 23 0.000408 0.005975 167.343635 0.719884
23 242 28 0.000639 0.003200 312.773900 0.804600 25 0.000363 0.006200 161.274074 0.223007
24 68 31 0.000541 0.003800 263.910700 0.202100 24 0.000377 0.005658 176.711764 0.680581
25 422 29 0.000608 0.002400 410.950000 0.645300 30 0.000281 0.005879 170.070077 0.083631
26 180 31 0.000538 0.002700 372.084600 0.973500 28 0.000290 0.004883 204.750312 0.415148
27 10 35 0.000439 0.003500 285.060200 0.017900 27 0.000304 0.005190 192.65184 0.949417

Scientific Programming 5



Table 1: Continued.

N tn
JM model Proposed model

N′ ϕ λ MTTF R� 1 − f(t) N′ ϕ λ MTTF R� 1 − f(t)
28 1146 30 0.000576 0.001200 867.339300 0.500700 28 0.000249 0.004452 224.595888 0.006081
29 600 31 0.000529 0.001100 944.913800 0.984300 29 0.000208 0.003817 261.922210 0.101189
30 15 33 0.000462 0.001400 721.477800 0.951300 34 0.000175 0.003886 257.306309 0.943370
31 36 35 0.000412 0.001600 606.540300 0.993400 31 0.000197 0.004052 246.749856 0.864246
32 4 38 0.000354 0.002100 471.322900 1.000000 35 0.000180 0.004712 212.192154 0.981325
33 0 41 0.000312 0.002500 400.609800 0.980200 39 0.000166 0.004508 221.801057 1
34 8 46 0.000259 0.003100 321.838200 0.493900 34 0.000196 0.004231 236.344719 0.966717
35 227 47 0.000251 0.003000 331.804800 0.822100 40 0.000167 0.004566 219.000994 0.354685
36 65 52 0.000215 0.003400 290.074700 0.545100 36 0.000186 0.004050 246.873528 0.768516
37 176 54 0.000204 0.003500 287.804500 0.817500 37 0.000182 0.004212 237.414285 0.476484
38 58 60 0.000176 0.003900 258.077800 0.170200 44 0.000154 0.004847 206.272099 0.754890
39 457 55 0.000200 0.003200 313.152200 0.383700 46 0.000143 0.004333 230.744445 0.137993
40 300 56 0.000194 0.003100 322.792200 0.740400 NaN NaN NaN NaN NaN
41 97 60 0.000175 0.003300 300.445400 0.416700 41 0.000155 0.004072 245.535290 0.673642
42 263 61 0.000171 0.003200 308.000000 0.230500 51 0.000124 0.004525 220.977867 0.304171
43 452 58 0.000185 0.002800 360.924000 0.493400 53 0.000155 0.004254 235.032626 0.146147
44 255 60 0.000175 0.002800 357.265600 0.576100 52 0.000155 0.004091 244.438673 0.352323
45 197 62 0.000167 0.002800 352.882400 0.578700 46 0.000129 0.003872 258.217142 0.466301
46 193 65 0.000155 0.002900 339.527500 0.982500 47 0.000126 0.003811 262.382299 0.479233
47 6 71 0.000137 0.003300 304.892700 0.771700 50 0.000120 0.004016 248.944067 0.976186
48 79 77 0.000122 0.003500 282.576900 0.055700 48 0.000127 0.003553 281.394045 0.755220
49 816 67 0.000149 0.002700 373.731300 0.026900 49 0.000118 0.003763 265.736415 0.046388
50 1351 59 0.000183 0.001600 607.193300 0.783700 52 0.000100 0.003386 295.265642 0.010300
51 148 61 0.000173 0.001700 578.515700 0.964400 51 0.000098 0.003147 317.685879 0.627589
52 21 65 0.000155 0.002000 497.463000 0.626000 56 0.000091 0.003221 310.373974 0.934577
53 233 67 0.000147 0.002100 485.574100 0.758800 53 0.000096 0.003241 308.498330 0.469883
54 134 70 0.000137 0.002200 456.072900 0.457100 54 0.000095 0.003194 312.990824 0.651728
55 357 71 0.000134 0.002100 466.751100 0.661300 NaN NaN NaN NaN NaN
56 193 74 0.000125 0.002300 443.803600 0.587600 56 0.000090 0.003282 304.614060 0.530683
57 236 76 0.000120 0.002300 438.064600 0.931700 NaN NaN NaN NaN NaN
58 31 81 0.000109 0.002500 398.967800 0.396600 58 0.000087 0.003455 289.420777 0.898426
59 369 81 0.000109 0.002400 416.571600 0.166000 70 0.000072 0.003446 290.145967 0.280333
60 748 78 0.000116 0.002100 481.008300 1.000000 60 0.000082 0.002949 339.070155 0.110136
61 0 82 0.000107 0.002200 444.750200 0.593500 72 0.000067 0.003388 295.134138 1
62 232 85 0.000101 0.002300 429.852700 0.464100 62 0.000079 0.002638 379.051733 0.542236
63 330 86 0.000099 0.002300 437.323000 0.434000 69 0.000070 0.003359 297.657092 0.330001
64 365 87 0.000098 0.002200 445.354600 0.064300 65 0.000074 0.003250 307.669056 0.305336
65 1222 81 0.000109 0.001700 572.519200 0.387300 65 0.000070 0.002786 358.894706 0.033210
66 543 81 0.000109 0.001600 610.210100 0.983700 66 0.000066 0.002768 361.168940 0.222361
67 10 85 0.000101 0.001800 551.660000 0.971400 67 0.000066 0.002500 399.861661 0.975301
68 16 89 0.000094 0.002000 508.892200 0.353600 68 0.000065 0.002919 342.534350 0.954363
69 429 89 0.000094 0.001900 534.642800 0.492200 69 0.000064 0.002675 373.720337 0.242804
70 379 90 0.000092 0.001800 543.980000 0.922300 70 0.000062 0.002393 417.854376 0.403727
71 44 94 0.000086 0.002000 506.655200 0.775200 71 0.000062 0.002759 362.371404 0.885659
72 129 98 0.000080 0.002100 478.508000 0.184000 NaN NaN NaN NaN NaN
73 810 95 0.000084 0.001900 538.806400 0.583800 73 0.000059 0.002668 374.698345 0.115124
74 290 97 0.000082 0.001900 532.678600 0.569400 74 0.000058 0.002778 359.874367 0.446713
75 300 99 0.000079 0.001900 527.241700 0.366700 75 0.000057 0.002715 368.299667 0.442836
76 529 99 0.000079 0.001800 550.189400 0.600100 76 0.000055 0.002621 381.517830 0.249931
77 281 101 0.000077 0.001800 544.009700 0.745200 77 0.000054 0.002564 389.939847 0.486448
78 160 105 0.000072 0.001900 514.758800 0.200200 78 0.000054 0.002684 372.443989 0.650772
79 828 102 0.000075 0.001700 576.648300 0.173200 79 0.000052 0.002524 396.126421 0.123657
80 1011 99 0.000079 0.001500 664.027600 0.511600 80 0.000050 0.002304 433.903508 0.097294
81 445 101 0.000076 0.001500 654.198100 0.636100 81 0.000048 0.002689 371.789765 0.302125
82 296 103 0.000074 0.001600 643.633600 0.065400 82 0.000047 0.002356 424.331389 0.497794
83 1755 98 0.000081 0.001200 827.210400 0.276300 83 0.000045 0.002230 448.354358 0.019954
84 1064 97 0.000082 0.001100 935.631900 0.148700 NaN NaN NaN NaN NaN
85 1783 95 0.000086 0.000856 1168.300000 0.479000 85 0.000040 0.001948 513.315339 0.031008
86 860 96 0.000084 0.000836 1195.900000 0.439600 NaN NaN NaN NaN NaN
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Table 1: Continued.

N tn
JM model Proposed model

N′ ϕ λ MTTF R� 1 − f(t) N′ ϕ λ MTTF R� 1 − f(t)
87 983 96 0.000084 0.000754 1326.000000 0.586700 NaN NaN NaN NaN NaN
88 707 97 0.000082 0.000738 1354.900000 0.975900 88 0.000035 0.001920 520.822995 0.257311
89 33 100 0.000077 0.000845 1183.700000 0.480300 92 0.000034 0.001999 500.222704 0.936158
90 868 100 0.000077 0.000770 1298.200000 0.572500 94 0.000033 0.002061 485.139850 0.167098
91 724 101 0.000075 0.000755 1325.000000 0.173200 NaN NaN NaN NaN NaN
92 2323 100 0.000077 0.000615 1625.800000 0.164900 99 0.000029 0.001955 511.391098 0.010646
93 2930 99 0.000079 0.000471 2123.100000 0.502500 105 0.000026 0.001861 537.187177 0.004277
94 1461 99 0.000079 0.000394 2539.200000 0.717500 94 0.000028 0.001583 631.710908 0.098986
95 843 101 0.000075 0.000448 2233.200000 0.994600 104 0.000024 0.001666 599.918456 0.245320
96 12 102 0.000073 0.000439 2275.400000 0.891600 96 0.000027 0.001485 673.395806 0.982337
97 261 104 0.000070 0.000489 2044.300000 0.414600 116 0.000022 0.001836 544.648991 0.619273
98 1800 104 0.000070 0.000420 2382.100000 0.695500 121 0.000021 0.001641 609.064039 0.052060
99 865 106 0.000067 0.000466 2145.700000 0.512300 99 0.000021 0.001656 603.577182 0.238562
100 1435 106 0.000067 0.000401 2495.100000 0.988000 NaN NaN NaN NaN NaN
101 30 108 0.000064 0.000447 2236.700000 0.938100 116 0.000021 0.001310 762.984731 0.961443
102 143 110 0.000061 0.000490 2042.500000 0.948500 110 0.000022 0.001477 677.017482 0.809595
103 108 112 0.000059 0.000529 1890.100000 1.000000 103 0.000024 0.001442 693.326793 0.855755
104 0 114 0.000057 0.000566 1766.100000 0.171900 134 0.000018 0.001799 555.814849 1
105 3110 113 0.000058 0.000461 2169.600000 0.562800 105 0.000023 0.001441 693.594304 0.011289
106 1247 114 0.000056 0.000451 2215.900000 0.653400 106 0.000022 0.001402 712.758614 0.173853
107 943 115 0.000055 0.000443 2259.600000 0.733600 131 0.000017 0.001575 634.876873 0.226428
108 700 116 0.000054 0.000435 2301.000000 0.683700 108 0.000021 0.001388 720.189902 0.378338
109 875 118 0.000052 0.000469 2134.000000 0.891500 109 0.000020 0.001355 737.558886 0.305334
110 245 119 0.000051 0.000462 2166.700000 0.714300 110 0.000020 0.001413 707.414134 0.707277
111 729 121 0.000049 0.000493 2028.800000 0.392600 121 0.000018 0.001203 830.853083 0.415857
112 1897 121 0.000049 0.000444 2252.900000 0.820000 112 0.000019 0.001380 724.616992 0.072953
113 447 123 0.000047 0.000475 2106.100000 0.832500 118 0.000018 0.001553 643.567841 0.499291
114 386 124 0.000047 0.000468 2137.400000 0.811700 NaN NaN NaN NaN NaN
115 446 126 0.000045 0.000497 2014.000000 0.941200 115 0.000019 0.001209 826.530574 0.582978
116 122 128 0.000044 0.000524 1908.000000 0.595200 116 0.000019 0.001299 769.428084 0.853372
117 990 129 0.000043 0.000516 1938.900000 0.613300 117 0.000018 0.001422 702.849012 0.244496
118 948 131 0.000041 0.000539 1854.200000 0.557900 118 0.000019 0.001006 993.772526 0.385220
119 1082 132 0.000041 0.000531 1884.200000 0.988400 119 0.000018 0.001129 885.207957 0.294548
120 22 134 0.000040 0.000555 1802.500000 0.959200 120 0.000020 0.001302 767.619405 0.971746
121 75 136 0.000039 0.000578 1731.300000 0.757000 121 0.000018 0.000978 1021.98930 0.929241
122 482 138 0.000037 0.000598 1672.000000 0.037100 122 0.000018 0.001441 693.576499 0.499100
123 5509 134 0.000040 0.000436 2292.400000 0.957300 123 0.000017 0.001153 866.636866 0.001734
124 100 136 0.000038 0.000461 2169.400000 0.995400 124 0.000016 0.001434 697.121298 0.866366
125 10 138 0.000037 0.000485 2063.700000 0.595100 125 0.000016 0.000697 1433.87795 0.993050
126 1071 139 0.000037 0.000477 2094.700000 0.837700 126 0.000016 0.001357 736.891254 0.233773
127 371 141 0.000036 0.000499 2004.600000 0.674300 127 0.000016 0.001108 902.406476 0.662905
128 790 143 0.000035 0.000518 1929.700000 0.041300 NaN NaN NaN NaN NaN
129 6150 139 0.000037 0.000367 2723.300000 0.295400 129 0.000015 0.000894 1118.172980 0.004086
130 3321 139 0.000037 0.000330 3031.000000 0.708400 130 0.000014 0.001045 956.790792 0.031086
131 1045 140 0.000036 0.000325 3079.800000 0.810300 159 0.000011 0.001370 729.439350 0.238685
132 648 141 0.000036 0.000320 3125.400000 0.172900 NaN 0.000008 NaN NaN NaN
133 5485 140 0.000036 0.000253 3953.600000 0.745700 206 0.000004 0.001080 925.678922 0.002670
134 1160 141 0.000036 0.000249 4020.900000 0.629000 373 0.000004 0.001466 681.741222 0.182405
135 1864 142 0.000035 0.000244 4094.400000 0.365900 NaN NaN NaN NaN NaN
136 4116 142 0.000035 0.000209 4777.000000 0.000000 NaN NaN NaN NaN NaN
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5. Results and Discussion

In this paper, we proposed and implemented a new variant
of the JM model. +e failure vs. time graph based on the
dataset used by Musa [9] is shown in Figure 1.

We estimate the parameters (ϕ, λ). With the help of
these parameters, we calculate the mean time to failure
(MTTF) and the reliability for the JM model and the pro-
posed model using MATLAB R 2015a.

+e model validation is given in Table 1.
It is concluded from this table that the reliability of the

proposed model is not as expected as the JM model. But the
proposed model assumptions are more realistic and will act
as a new approach for software reliability estimation.

A response graph has been used to show the effect of
individual input failure parameters on selected responses.
+e effect of the following one factor graphs (Figures 2–4)
was studied on output.

(a) Reliability vs. failure number
(b) Failure rate vs. failure number
(c) Failure rate vs. MTTF

In Figure 2, we have compared the software reliability
with the failure numbers. +e result shows that the proposed
model exhibits almost similar behavior as the JMmodel, and
the proposed model is found to be more practical than the
JM model. Figure 3 shows that the failure rate for the
proposed model is greater than that for the JM model, as the
proposed model is for imperfect debugging. Figure 4
compares MTTF and failure rate, and at some point,
MTTF for the proposed model is less than that for the JM
model.

We have compared the proposed model and the JM
model in terms of average MTTF and the average reli-
ability of the system and the results are shown in
Figures 5–6.

From Figure 5, it has been found that the average mean
time to failure (MTTF) for the proposed model is less than
that for the JM model. +is shows that, using the proposed
model, we have improved the system.

From Figure 6, it has been found that the average re-
liability for the JM model is more than that for the proposed
model, but the proposed model is more practical and has a
better real-world approach.
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6. Conclusion

+e proposed model is an imperfect debugging process
model with fault dependency. In this model, the removal of
the existing fault can also remove some other faults with the
random probability of an individual and it may also generate
some new faults with some probability. Reliability for the JM
model and the proposed model is 0.6 and 0.4, respectively.
+e mean time to failure (MTTF) for the JM model and the
proposed model is 1118.596 and 371.5370972, respectively.
Experimental results indicate that MTTF for the proposed
model is found to be better than that for the JM model. But
the reliability of the proposed model is not as good as the JM
model, but it has a more real-world approach and practical
nature.

Data Availability

+e data that support the findings of this study are available
on request from the corresponding author.
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+e idea of multivariate and online stock price prediction via the kernel adaptive filtering (KAF) paradigm is proposed in this
article. +e prediction of stock prices is traditionally done with regression and classification, thereby requiring a large set of batch-
oriented and independent training samples. +is is problematic considering the nonstationary nature of a financial time series. In
this research, we propose an online kernel adaptive filtering-based approach for stock price prediction to overcome this challenge.
To examine a stock’s performance and demonstrate the work’s superiority, we use ten different KAF family of algorithms. In this
paper, we take on this challenge and propose an approach for predicting stock prices. To analyze a stock’s performance and
demonstrate the work’s superiority, we use ten distinct KAF algorithms. Besides, the results are analyzed on nine-time windows
such as one day, sixty minutes, thirty minutes, twenty fiveminutes, twenty minutes, fifteenminutes, tenminutes, five minutes, and
one minute. We are the first to experiment with several time windows for all fifty stocks on the Indian National Stock Exchange, to
the best of our knowledge. It should be noted here that the experiments are performed on stocks making up the main index: Nifty-
50. In terms of performance and compared to existing methods, we have a 66% probability of correctly predicting a stock’s next
upward or downward movement. +is number clearly shows the edge that the proposed method has in actual deployment.
Furthermore, the experimental findings show that KAF is not only a better option for predicting stock prices but that it may also be
used as an alternative in high-frequency trading due to its low latency.

1. Introduction

Time-series prediction is prevalent in economics and in-
vestment research. Stock price prediction is one of the most
popular applications of time-series prediction. Its success
stems from its ability to reduce asset management costs,
market impacts, and volatility risks [1]. It is a commonly
held notion that stock markets are complex, volatile, and
chaotic [2].+emarkets, in our perspective, are made up of a
variety of factors that influence stock movement. Predicting
stock’s value at any given time in the future is, therefore, an
important problem of academia and industry. Previous

studies [3] have shown that the prediction of stock prices,
particularly with the nonstationary and the nonlinear nature
of the underlying asset, is challenging. In this regard, several
models have been proposed, but the problem is nowhere
near its end [4], and a substantial improvement is required.
In addition, studies have also extended the problem by
predicting option prices, volatility [5], and so on. +is
significant body of work demonstrates that stock price
prediction remains a significant issue requiring solutions to
a wide range of problems.

As discussed in the previous paragraph, stock price
prediction is a significant challenge. In this regard, a plethora

Hindawi
Scientific Programming
Volume 2022, Article ID 3798734, 13 pages
https://doi.org/10.1155/2022/3798734

mailto:aman_cse@iiuc.ac.bd
https://orcid.org/0000-0002-9593-4820
https://orcid.org/0000-0003-0732-3016
https://orcid.org/0000-0002-3649-1388
https://orcid.org/0000-0002-6638-7039
https://orcid.org/0000-0001-6260-5433
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3798734


of techniques have been used for predicting stock prices,
such as neural network (NN), support vector machine
(SVM), genetic algorithm, fuzzy logic, and Bayesian model
[6]. However, getting an optimal solution is still a long way
to go. During our literature review, we discovered that
current research has overlooked kernel adaptive filtering
(KAF) and has not thoroughly investigated this paradigm for
financial time-series forecasting, especially stock prediction.
Although there are a few introductory studies [7], a large-
scale comprehensive evaluation lacks literature. With this
shortcoming in mind, we would like to emphasize that KAF
can be an effective stock prediction tool. +e following
observations serve as the foundation for our argument: first,
KAF-based algorithms have a faster convergence rate; that is,
the algorithm requires fewer iterations. Second, KAF has
demonstrated excellent performance in nonstationary time-
series prediction [8]. +ird, KAF algorithms exhibit uni-
versal function approximation properties useful in highly
dynamic environments [9]. Lastly, KAF has been used ex-
tensively in chaotic time-series prediction [10, 11]. Hence, it
is also worth exploring the idea in financial time-series
prediction. +erefore, in this article, we use the concept of
KAF to examine and comprehend the real-time movement
of stock prices. In addition to KAF being one of the largest
unexplored paradigms in stock prediction, the literature
review revealed one more issue. It contains one of the
problems related to batch learning. We believe that se-
quential learning is the best tool rather than batch learning
for financial time-series forecasting. +is is mainly because a
financial time series is nonstationary. We further argue that
expecting a model trained on offline samples to perform
excellently in a real situation is a slippery slope.+e rationale
here is supported by the work presented in the literature,
which claims that online learning is the best way to un-
derstand and interpret nonstationary data behavior [12].
Consequently, studies have shown that online learning can
be an effective method [13]. It is based on the concept of
sequential measurement (training is performed sample-by-
sample and in real time). Various scenarios can easily be
added, and the algorithm adjusts the weight vector to
provide accurate predictions. As a result, in order to solve
the issue stated in the article, we enhance the KAF idea with
online learning.

With respect to the challenges and the ideas discussed in
this section, we present an online KAF algorithms to predict
the price of stock. +e use of KAF techniques to stock price
prediction is still limited [7, 14]. However, the concept is
based upon this study is precedent and builds upon it to
extend the application of KAF to a broader range of envi-
ronments and contexts. With data taken from Nifty-50, the
Indian Stock Index, we first build our dataset consisting of
prices collected at a time window of one day, sixty minutes,
thirty minutes, twenty five minutes, twenty minutes, fifteen
minutes, ten minutes, five minutes, and one minute. +ese
windows are chosen as they are some of the most common
windows looked at by day traders. It should be noted here
that the prices are collected for a total of fifty companies
(they make up the main index: Nifty-50). Subsequently, we
apply the ideas on each of the time windows and predict the

next potential number for the “mid-price” of the stock. With
comprehensive numerical investigation, we have found that
the proposed trading algorithm has an extra 16% edge in the
field, thereby making it an effective method capable of
generating good returns in the long run. +e following are
the paper’s key contributions:

(1) A novel KAF-based online method for forecasting a
stock’s mid-price is introduced. We look at two
situations in which the mid-price is measured as
(high + low)/2 and (open + close)/2, respectively.+e
main motivation for looking into mid-price was that
mid-price time series is less noisy than close-price
time series.

(2) With a comprehensive investigation performed on
nine different time windows. We discover the best
window for predicting stock prices. In the literature,
several authors have focused on predicting daily
prices [15, 16]. We, however, show that focusing
efforts on other time windows could also be optimal.

(3) In this article, ten different KAF algorithms are used,
and a detailed analysis is presented to validate the
work. To the best of our knowledge, an investigation
of this magnitude eludes literature.

+e following section has been divided into sections.+e
methods proposed by various researchers in the subject of
stock prediction are discussed in Section 2. Proposed
methodology is described in Section 3. +e experiments
performed with different KAF algorithm, and their results
are included in Section 4. Finally, in Section 5, the con-
clusions and future scopes are described.

2. Related Work

+e work of other authors in the field of stock prediction is
discussed in this section. Predicting stock has remained one
of the nontrivial issues of the literature [17]. Previous studies
have shown that the prediction of stock prices is difficult due
to the inherent nonstationary behavior in the data [18].
Several studies [5] have shown that stock prediction is
challenging and noisy. Various linear techniques such as
correlations, discriminating analysis, autoregressive models,
and moving averages have also been studied in the past [19].
Machine learning (ML) has been a popular field in time-
series prediction in recent years. ML-based techniques are
explored heavily as they can recognize complex patterns in
stock prices [20]. Due to the nonlinear and time-varying
nature of time-series, there has recently been a surge in
demand for online prediction algorithms [21]. Online al-
gorithms use the sequential calculation to achieve reliable
and faster outcomes [13]. In this regard, several techniques
have been developed, such as online support vector re-
gression (SVR), NN [8], and KAF algorithms [10]. NN
methods take a lot of processing power and have a slow
convergence rate [22]. SVR provides superior applicability;
however, it is not appropriate for huge datasets. Further-
more, the multifilter neural network (MFNN) is investi-
gated, and it is discovered that MFNN outperforms SVR,
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random forests, and other neural network-based ap-
proaches. +e use of convolutional neural networks (CNN)
has also been explored to predict the next-day prices [23].
CNN outperformed for multimodality images in the bio-
medical domain [24, 25]. Furthermore, for stock price
prediction, long short-termmemory (LSTM) is applied [26].
+e authors used an LSTM network with a single layer and
200 nodes in [27]. Furthermore, the network employs a
single-layer LSTMwith 140 nodes [28]. In contrast to using a
deep architecture with four LSTM layers and 96 nodes in the
hidden layers, each LSTM layer was further followed by a
dropout layer [29].

Adaptive filtering has been proven to be a preferable
choice for streaming data having nonstreaming behavior
[11, 30, 31]. For sequential stock prediction, KAF can be
used by exploiting market interdependence. Fast con-
vergence, low computational complexity, and nonpara-
metric behavior make KAF a preferable choice [10, 32].
One research [33] focuses on adaptive asynchronous
differential evolution with trigonometric mutation mod-
ified mutation operation, and adaptive parameters mod-
ified the convergence speed and diversity. In [34], the
authors proposed meta-cognitive recurrent kernel online
learning for multistep predictions of stocks. Although
these studies show the potential that KAF has, KAF has not
been investigated thoroughly in the context of stock price
prediction. +ough there are few studies in literature fo-
cusing on the area, large-scale investigation eludes liter-
ature. Nevertheless, we must point that the work presented
in [14] proposes a two-phase method for stock prediction.
First, sequential learning using KAF was applied to learn
the underlying model for each stock separately. In the
second phase, to improve prediction, real time models are
learned from different stock. In [7], the authors proposed
the idea of multikernel adaptive filters for online options
trading. +e method was applied to Taiwan composite
stock index. Garcia-Vega et al. [35] presented a multi-
kernel learning approach to overcome the two primary
concerns with KAF: kernel size and step size. Despite the
fact that these papers concentrate on using the KAF
paradigm to forecast stock prices, none of them validates
the paradigm’s effectiveness on a large-scale dataset.
Moreover, the impact of multiple time windows is not
considered. In our opinion, testing the method on multiple
time windows that are often looked at by traders is of
prime importance.

3. Methodology

3.1. Brief Discussion on KAF. We work with online learn-
ing-based KAF techniques, as discussed in Section 1. +e
purpose of KAF is to learn with well-known input-output
mapping f: S⟶ R, and it contains sequence of data such
as ((s1, d1), (s2, d2), . . . , (si, di)), where, S⊆RL is the input
space, si, i � 1, . . . , n, is the system input at sample time,
and di is known as desired response. In reproducing
kernel Hilbert space (RKHS) F, KAF transforms the data
into a set of points. Inner products can then be used to
solve the problem. +ere is no need to do expensive

computations in high-dimensional space, owing to the
famous “kernel trick.” In KAFs, generally, the computa-
tion involves the use of a kernel. +e following equation is
an example of a kernel:

κ< s, s′ > � exp
s − s′

����
����
2

 

σ2
,

(1)

where σ represents the kernel width.

3.2. Kernel Adaptive Filtering Algorithms. In this subsection,
we briefly describe the ten different KAF methods.

3.2.1. Least Mean Square (LMS). +e LMS algorithm,
according to [36] employs a finite impulse response (FIR)
filter, also known as a traversal filter, whose output is based
on a linear combination of the input presented in the fol-
lowing equation:

yi � ϖT
(i−1)si, (2)

where ϖ(i−1) represents the weight vector at iteration (i − 1).
+e following equation contains the main idea of the LMS
algorithm:

ϖ0 � 0,

ei � ti − ϖ(i−1)si,

ϖi � ϖ(i−1) + ηeisi,

(3)

where η and ei stands for step size and prior error. +e
weight-update equation findings were represented in the
following equation:

ϖi � η
N

i�1
eisi, (4)

+e following equation represents the inner product:

t � ϖi(s) � η
n

i�1
ei <si, s>,

ei � ti − η 
n−1

i�1
ei <si, s>.

(5)

3.2.2. Kernel Least Mean Square (KLMS). To derive KLMS
[36], the input (si) is converted into F as ϕ(si). Using LMS,
we can now rewrite the input and output mapping as
follows:

ϖ0 � 0,

ei � di − ϖT
(i−1)ϕ(i),

ϖi � ϖ(i−1) + ηeiϕ(i),

(6)

where ei is represented as the prediction error, η is the size of
every step, and ϕ(si) is defined as the transformed filter input
at a certain point in time or iteration i. Equation (7) compute
the result, where we can use the famous kernel tricks.
Consequently, the model now becomes
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f0 � 0,

ei � di − fi−1 si( ,

fi � fi−1 + ηeiκ<si, .>.

(7)

In KLMS, a new unit of the kernel is assigned to all new
samples points with ηei as the coefficient value. Following
the radial basis function (RBF) described in this section, the
system is represented as follows:

fi � 

i

j�1
oj(i)κ<sj, .>. (8)

+e coefficients o(i) and the centers C(i) � s(j) 
i
j�1 are

saved inside the storage during the training process.

3.2.3. Kernel Affine Projection Algorithm (KAPA). KAPA
[37] is used where we want to improve the performance
owing to the gradient noise. In KAPA, we estimate using the
weight vector ϖ and minimise the cost function with the
sequences d1, d2  and ϕ(1),ϕ(2)  as shown below

minϖemp d − ϖTϕ(s)



2
. (9)

We replace the concept of covariance and cross variance
matrix-vector by local approximation directly from the data
using stochastic gradient descent summarized in

ϖi � ϖ(i−1) + ηψ(i) d(i) − ψ(i)
Tϖ(i−1) , (10)

where ψ(i) � [ϕ(i − K + 1), . . . , ϕ(i)] and K is the obser-
vation and regressor.

3.2.4. Leaky Kernel Affine Projection Algorithm (LKAPA).
LKAPA [37] is the extension of KAPA as discussed in
Section 3.2.3.Based on the selected kernels, the feature space
can be infinitely dimensional, where the weight updation
task is difficult. In the common consideration, the solution is
the modification in equation (10) as follows.

+e weight vector in Equation (11) is calculated using the
following criteria:

ϖi � 
i

j�1
oj(i)ϕ(i), ∀i ≥ 0. (11)

Equation (12) is used to reduce the following objective
function from the perspective of empirical risk
minimization:

minϖemp d − ϖTϕ(s)



2

+ Λ‖ϖ‖2. (12)

+en, we get the updated weight, and it is shown in

ϖi � (1 − Λη)ϖ(i−1) + ηψ(i) d(i) − ψ(i)
Tϖ(i−1) , (13)

where ψ(i) � [ϕ(i − K + 1), . . . ,ϕ(i)].

Finally, coefficient oκ(i) is updated as

oκ(i) �

k � i, η di − 
i−1

j�1
oj(i − 1)ki,j

⎛⎝ ⎞⎠

for i − K + 1≤ k≤ i − 1{ }(1 − Λη)ok(i − 1) + η d(k) − 
i−1

j�1
oj(i − 1)κk,j

⎛⎝ ⎞⎠.

1≤ k< i − K + 1(1 − Λη)ok(i − 1)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)

3.2.5. Normalized Online Regularized Risk Minimization
Algorithm (NORMA). Similarly, the LKAPA [37] extension
comes in NORMA, and also it is related to KAPA discussed
in Section 3.2.3. It also includes the regularization and
nonfunctional approaches.

3.2.6. Quantized Kernel Least Mean Square Algorithm
(QKLMS). Quantization techniques are used in various
applications such as digitization, data compression, speech,
and image coding. QKLMS is a famous algorithm proposed
in [11], which deals with the issue of data redundancy. +e
computational complexity of QKLMS and KLMS is nearly
identical. +e main difference between the two algorithms is
that QKLMS uses redundant data to update the coefficient of
closest centre in real time.+e following equation represents
the main idea using the quantization operator:

ϖ0 � 0,

ei � ti − ϖT
(i−1)ϕ(i),

ϖi � ϖ(i−1) + ηeiQ[ϕ(i)],

(15)

where Q[.] signifies the quantization in feature space F. +e
following equation summarises the learning rule for
QKLMS:

f0 � 0,

ei � ti − fi−1 si( ,

fi � fi−1 + ηeiκ Q si ( .

(16)

3.2.7. Fixed Budget Quantized Kernel Least Mean Square
Algorithm (FBQKLMS). +e FBQKLMS [38] deals with the
increasing popularity of online kernel approaches. +e
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suggested algorithm uses a significance measure-based
pruning criterion based on the weighted contribution of
existing data centres.

3.2.8. Kernel Adaptive Filtering with Maximum Correntropy
Criterion (KMCC). +e fundamental goal of the method is
to maximise the crossentropy between the desired di and
actual output yi [39]. Using the MCC technique [39] and
SGD, the algorithm can be written as follows:

ϖ0 � 0,

ϖ(i+1) � ϖi + η
zκσ ti,ϖ

T
i ϕ si(  

zϖi

; � ϖi + η exp
−e

2
i 

2σ2
⎛⎝ ⎞⎠eiϕ(i)⎡⎢⎢⎣ ⎤⎥⎥⎦,

. . . � η
n

i�1
exp

−e
2
i 

2σ2
⎛⎝ ⎞⎠eiϕ(i)⎡⎢⎢⎣ ⎤⎥⎥⎦,

yi � η
n

i�1
exp

−e
2
i 

2σ2
⎛⎝ ⎞⎠eiκ< si, sn >⎡⎢⎢⎣ ⎤⎥⎥⎦, ei � di − yi,

(17)

where η is the step size and σ is the kernel width. +e entire
amount of error and prediction calculation can be sum-
marized in equation (17).

3.2.9. Multikernel Normalized Least Mean Square
(MKNLMS). According to [30], the KNLMS algorithm is
used to create dictionaries based on the coherence re-
quirement. Here, we explore at KNLMS through the per-
spective of MKNLMS-CS (multi-kernel normalised least
mean square algorithm with coherence-based sparsifica-
tion). Consider the empty dictionary at the initial stage
represented as (Jcs

0 :� ∅), by which the H0 is shown as an
empty matrix as M∗. Consider the Hilbertian unit for
simplification of κ(s, s) � 1,∀s ∈ s, which is satisfied by the
Gaussian kernel. n is added into Jcs

n in the case when the
defined condition holds in the proposed methodology
presented in equation (18)

‖κ‖max :� maxm∈Mmaxj∈Jcs
n
κm sn, sj 



, ≤ ϕ, n ∈ N, (18)

where η ∈ [0, 2] and Λ> 0 denotes the step size and regu-
larization parameter, respectively. δ > 0 is the threshold.

Considering

If equation (18) is satisfied,Jcs
n+1 :� Jcs

n ∪ n{ }. If equation
(18) is not satisfied, jcs

n+1 :� jcs
n ∪ n{ }:

Hn+1 :� Hn + η
tn − <Kn, Hn >

Kn

����
����
2

+ Λ
Kn,

Hn+1 :� Hn + η
tn − <Hn, Kn >

Kn

����
����
2

+ Λ
Kn,

(19)

where Hn :� [Hn0] and Kn :� [Knkn] with kn :� [κ1 (sn,

sn), κ2(sn, sn), κ3(sn, sn), . . . κM(sn, sn)]T where 0 ∈∈RM

is the zero vector. +e value of M for KNLMS is 1.

3.2.10. Probabilistic Least-Mean Square Filter (PROB-LMS).
PROB-LMS [31] gives adaptable step-size to the LMS al-
gorithm in Section 3.2.1. and also applied in the stationary
and nonstationary environment. +e LMS filter can be
approximated effectively using a probabilistic approach. It
includes a step-size LMS algorithm that may be modified as
well as a measure of estimation uncertainty. It also maintains
the standard LMS’s linear complexity.

3.3. Problem Formulation. Our main objective, is to predict
the stock’s mid-price as stated in Section 1. +e motive of
stock price prediction is to calculate stock’s future values
depending on historical values. For this, we measured the
percentage change in mid-price. As a result, we used the
concept of order n auto-regression to predict future stock
price changes. +e sample regression equation is shown in
Table 1. Multivariate financial time-series estimation often
employs this formulation [40, 41] to predict future values of
a time series. +e formulation shown in Table 1 is done by
considering daywise mid-prices. It should be noted here that
the same procedure was used for all time windows. As a
result, the problemwas rephrased as follows: autoregression-
based next percentage prediction. +e exact mid-price of the
stock may therefore be easily calculated using the percentage
change. Figure 1 depicts the proposed approach’s overall
methodology. +e Nifty-50 dataset was used in the exper-
iments. We consider two different aspects for the mid-price
prediction: (i) (high + low)/2 and (ii) (open + close)/2. As a
result of this calculation, we created the dataset and pre-
processed it using nine prediction windows (one-minute,
five-minutes, ten-minutes, fifteen-minutes, twenty-minutes,
twenty-five minutes, thirty-minutes, sixty-minutes, and one
day). Further, the percentage change was calculated for each
time windows, andmin-max normalization was applied.+e
selection of embedding dimension (M) is a difficult task.We
choose different M ∈ {2, 3, 4, 5, 6, 7} and set the maximum
dictionary size for required algorithms to 500 with Gaussian
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kernel for each time window. In Table 1, we have shown an
example considering the time window of 1 day (Stock-
TITAN). +e error estimation was performed with the
help of ten different KAF algorithms for each time win-
dow. For example, the performance of each algorithm is
analyzed to find which embedding dimension produces
the best result. After getting the best embedding di-
mension for each algorithm, the embedding dimension
that produces the best result and the corresponding al-
gorithm is selected.

4. Experiments and Results

4.1. Dataset Description. +is section explores into the
specifics of the dataset that was used to test the applicability
of the proposed method. For this study, we used data from
the National Stock Exchange of India. +e main index of
NSE, Nifty-50, has 50 stocks. Based on the average and total
daily turnover for equity shares, Nifty-50 is India’s largest

stock exchange. We collected data between January 01,
2021, and May 31, 2021, from 9:15 a.m. to 3:30 p.m. In
addition, experimentation data are available at https://
shorturl.at/lnvF2. +e original data included open, high,
low, and close (OHLC) prices and were available for one
minute. +e original data consisted of OHLC prices and
were available for one minute. +e dataset is generated and
preprocessed in accordance with the nine prediction
windows (one minute, five minutes, ten minutes, fifteen
minutes, twenty minutes, twenty five minutes, thirty
minutes, sixty minutes, and one day). Data samples range is
different according to their time window. As pointed out in
Section 1, we are trying to predict the mid-price with two
different scenarios: (high + low)/2 and (open + close)/2. For
this, firstly we calculated the percentage change of mid-
price. All data values were normalized between zero to one
range. Ten different KAF algorithms were used to the final
preprocess data and each stock and analyse the compar-
ative performance.

Table 1: A one-day time frame (Stock-TITAN).

Day High price Low price (high + low)/2 Change in price
1 day 1573 1555.95 1564.475 −0.765 4
2 days 1567 1538 1552.5 0.430 0
3 days 1576.85 1541.5 1559.175 2.079 6
4 days 1621.35 1561.85 1591.6 −2.456 6
5 days 1570 1535 1552.5 −0.908 2
6 days 155.3 1521.5 1538.4 NA
If we choose M� 3, then Input� [{−0.765 4, 0.430 0, 2.079 6}.], Output� [{−2.456 6}].

Nifty-50 Dataset
Open | High | Low | Close

Mid-Price Prediction

(High+Low)/2 and (Open+Close)/2

Perform percentage change and apply
min-max normalization

Selection of different embedding
dimension M ∈ {2,3,4,5,6,7}

Kernel adaptive filtering (KAF) algorithms

Predict and Evaluate the model

Figure 1: Proposed mid-price prediction framework.
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4.2. Evaluation Criterion. To measure and analyse the effi-
cacy of various KAF algorithms, standard assessment criteria
are used. In Table 2, yi and di represent the actual and
predicted output. n is the time step, and

Di �
0, otherwise,

1, yi − yi−1(  di − di−1( ≥ 0,
 (20)

Calculating the evaluation metrics with Nifty-50.

(1) +e parameter listed in Table 3 were tuned manually.
+e parameter description for ten different algo-
rithms are presented in Table 3. +ese values were
found after multiple rounds of experimentation.

(2) For the error values, we applied the methods to all
stocks and tried to quantify the predictive perfor-
mance via the metrics discussed in this section. In
total, we get 50 × 3 (one for each stock) error values
for MSE, MAE, and DS, respectively.

(3) +en, for each of the 50 stocks, error estimation was
performed using nine different prediction windows
for ten different KAF algorithms.

(4) Finally, we used the average of all fifty-error metrics
for a single time window and a single stock to reach
the final value, which is presented in Tables 4 and 5.
On all 50 stocks, the provided number represents the
models’ overall predictive capacity.

4.3. Prediction, Convergence, and Residual Analysis. In this
subsection, we examined prediction, converge and residual
analysis with the help of KAF algorithms. Regarding this, we
have shown the prediction graphs with the KAPA algorithm
(discussed in Section 3.2.3) for one stock (TITAN). Figure 2
shows the results for (high + low)/2, while Figure 3 shows the
results for (open + close)/2. +e predictive curve suits well
against the original curve, as can be seen from the prediction
graphs. It is worth noting that we have only given results for
one prediction window (thirty-minutes) with one stock
(TITAN). However, we must note that other stocks in the
dataset produced similar result. +e prediction graphs
clearly show that the predictions are not exact, although they
are close. To be precise, the numbers for MSE and MAE are
presented in Tables 4 and 5. We must point out that getting
accurate value in financial time series forecasting is tough.
+e goal has always been to get close enough values.
+erefore, the result that we achieved shows the good
predictive capability of the work. Figures 4 and 5 show the
convergence graph for mid-price for (high+low)/2,
(open+close)/2, respectively. We have provided the results
using the KAPA algorithm with only one prediction window
(thirty minutes) and one stock (TITAN), similar to the prior
scenario. +e algorithm converges quickly, as evidenced by
the graphs, at the 1000th data point. We can see in KAF
algorithms capacity to adapt and converge quickly. One
more important point to note from the convergence graphs
is that although there is some fluctuation in the graphs, it is
nevertheless acceptable. +is is because there will be noise in
the new data and minor changes are inevitable. In addition

to the results discussed so far, we have complemented the
analysis by presenting the distribution of error residuals in
Figures 6 and 7. It can be seen from the figures that residuals
follow a normal distribution. Moreover, the outliers are also
less. Furthermore, the residual’s variance is low, demon-
strating the KAF algorithm’s superior prediction capability
and potential in predicting the next immediate, mid-priced
occurrence. Directional symmetry is used to determine the
continuity of actual and expected prices in terms of stock
movement. It is a measure for determining a model’s ability
to predict a stock’s direction. We examined the ten different
algorithms mentioned in Section 3 to better understand the
actions of a stock’s movement. +e experiment revealed that
using KNLMS, we have a 66% percent chance of accurately
predicting the next up or down movement. +is is shown in
Table 5. +e best result is obtained at the window of ten
minutes, and the worst result is obtained at the one-minute
window. From the table, it is also visible that there is a big
difference in the number obtained for the one minute
window and that for the rest of the windows.+is is expected
as there is much noise in a minute, which indeed affects
prediction. It should be noted here that literature often
ignores looking at these different time windows. Work
mostly focuses on predicting daily prices [42, 43]. We
discovered the perfect balance by playing with various time
windows. Furthermore, when trading, it is recommended to
strike a balance between error minimization and directional
symmetry.

4.4. Comparative Evaluation of KAF Algorithms. Since we
have used ten algorithms in our experimentation, it be-
comes essential to compare their performance. In this
context, we present the topic in two separate situations.
First, we analyze the results considering mid-price as
(high + low)/2 to find the best algorithm. In the next
scenario, we tried mid-price using (open + close)/2. Ta-
bles 4 and 5 show the outcome of this experiment. In
terms of MSE and MAE, the tables show that KAPA
outperforms other algorithms. When it comes to direc-
tional symmetry, we can see a contradiction. In direc-
tional symmetry, we see a conflict. Here, NORMA and
KNLMS give the best performance.

4.5. Comparison with Methods of a Similar Kind. We have
also compared the result with other existing techniques such
as [28, 29] and [44]. +ese are some of the most recent deep
learning (DL)-based algorithms for predicting stock prices.
It should be noted here that these methods were trained and
tested using 80:20 splits for 25 epochs. +e time taken to
train and make prediction was recorded. Specifically, these
methods [28, 29] and [44] were reimplemented based on the
architecture details and hyper-parameters setting found in
the respective papers. +e Nifty-50 dataset was used to train
all of the methods. To ensure consistency across different
methods for experimentation, we use sixty-minute time
periods, for fifty stocks. All of the methods’ results were then
compared to the proposed method. Table 6 contains the
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results. +e table’s data clearly demonstrate the proposed
method’s superiority over a number of other ways

4.6. Effect of Different Kernels. In Table 7, we can see the
effect of different kernel methods. For this test, we used a
thirty-minute time window (Stock-TITAN) with the algo-
rithm KAPA and analyzed the best performance of RBF

kernel in terms of MSE. +at is why, we have chosen RBF
kernel (gauss) for each algorithm.

4.7. Experimentation with Dictionary Size. We also con-
ducted experiments with various dictionary sizes. +e result
for this test is shown in Table 8. For this test, we used a thirty-
minute time window with the algorithm KMCC. It is visible

Table 2: Evaluation metrics.

MSE MAE DS


n
i�1 (yi − di)

2 (1/n) 
n
i�1 |yi − di| (1/n) 

n
i�1 Di

Table 4: Result in terms of MSE, MAE, and DS for mid-price (high + low)/2.

Time window MSE Best algorithms out of ten
discussed (according to MSE) MAE Best algorithms out of ten

discussed (according to MAE) DS Best algorithms out of ten
discussed (according to DS)

1 day 0.030 6 KAPA 1.412 9 KAPA 0.537 8 NORMA
60 minutes 0.0091 KAPA 0.509 6 KAPA 0.559 2 NORMA
30 minutes 0.005 3 KAPA 0.359 5 KAPA 0.555 8 PROB-LMS
25 minutes 0.004 7 KAPA 0.331 4 KAPA 0.557 8 NORMA
20 minutes 0.003 8 KAPA 0.290 9 KAPA 0.555 0 NORMA
15 minutes 0.003 0 KAPA 0.253 4 KAPA 0.555 6 NORMA
10 minutes 0.0021 KAPA 0.201 9 KAPA 0.547 2 NORMA
5 minutes 0.001 2 KAPA 0.144 7 KAPA 0.534 2 PROB-LMS
1 minute 0.000 27 KAPA 0.059 0 KAPA 0.549 6 NORMA

Table 3: Parameter description of KAF techniques for NSE-50 dataset for mid-price.

Parameter KAPA KLMS KMCC KNLMS FBQKLMS LKAPA LMS NORMA PROB-LMS QKLMS
(σ) 5.0 7.0 4.0 7.0 5 6 — 3 — 4
(η) 1.5 1.7 1.7 1.7 0.2 0.03 — — — 0.2
(ϵ) 1E-4 — — 1E-4 0.4 — — 1.5 — 0.5
(β) — — — — 0.85 — — — — —
(Λ) — — — — — 1E-2 — 1E-2 0.4 —
(σ2n) — — — — — — — — 2 —
(σ2d) — — — — — — — — 3 —
mu0 0.2 — — 2 — — 0.2 — — —
(P) 20 — — — — 20 — — — —
τ — — — — — — — 5000 — —
tcoff — — — — — — — 4 — —
σ � kernel width, σ2n � variance of observation noise, σ2d � variance of filter weight diffusion, η� step-size, ϵ� regularization parameter, Λ�Tikhonov
regularization, tcoff � learning rate coefficient, τ �memory size (terms retained in truncation), mu0� coherence criterion threshold, P�memory length,
nu� approximate linear dependency (ALD) threshold, and β� forgetting factor for influence.

Table 5: Result in terms of MSE, MAE, and DS for mid-price (open + close)/2.

Time window MSE Best algorithms out of ten
discussed (according to MSE) MAE Best algorithms out of ten

discussed (according to MAE) DS Best algorithms out of ten
discussed (according to DS)

1 day 0.032 4 KAPA 1.298 9 KAPA 0.597 0 NORMA
60 minutes 0.009 0 KAPA 0.4541 KAPA 0.636 7 NORMA
30 minutes 0.004 8 KAPA 0.316 8 KAPA 0.654 7 NORMA
25 minutes 0.0041 KAPA 0.290 3 KAPA 0.659 2 NORMA
20 minutes 0.003 3 KAPA 0.254 3 KAPA 0.658 0 NORMA
15 minutes 0.002 6 KAPA 0.219 8 KAPA 0.665 2 KNLMS
10 minutes 0.001 7 KAPA 0.174 7 KAPA 0.666 6 KNLMS
5 minutes 0.000 9 KAPA 0.122 4 KAPA 0.662 8 KNLMS
1 minute 0.000 25 KAPA 0.055 2 KAPA 0.601 8 KNLMS
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Figure 4: Error convergence for one stock (TITAN) using KAPA (high + low)/2.
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Figure 3: Prediction for one stock (TITAN) using KAPA (open + close)/2.
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Figure 2: Prediction for one stock (TITAN) using KAPA (high + low)/2.
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from Table 8 that increasing the dictionary size leads to an
improvement in the system’s performance. It should be
noted here that when the size is 1000, the performance has
fallen. +e reason for this behavior could be the erratic
behavior of the stock, the presence of noise, or too much
irrelevant data. +e exact reason is unknown. However, it is
worth noting that with a dictionary size of 500, for fore-
casting a single stock, execution time is 0.82 seconds. +is
low number clearly shows the advantage one can achieve in
high-frequency trading.

4.8. Important Note: Error Minimization and Profitability.
We obtain an MSE of 10–4 as the lowest error. We can
observe from Tables 4 and 5 that KAPA gives best results in
terms of MSE and MAE. It is important to note that, in the
one-minute time window, we reached a minimum error
value. From Tables 4 and 5, we can also see that going down
the column (for MSE and MAE only), the results are im-
proving with the one-minute time window giving the best
figures. However, because the time window is one minute,
the volatility is low enough that decreasing error will not
result in too much benefit. Moreover, there is too much
noise while trading at one-minute window. To look at it
another way, one-minute volatility is lower, resulting in very
close predictions. However, in a low-volatility environment,
the chances of taking a position and making a highly
profitable trade are also low.

5. Conclusion and Future Work

+is paper focuses on predicting a stock’s mid-price. Pre-
dicting a financial nonstationary time series is an open

fundamental and a nontrivial problem of literature. To
address this, we proposed a framework based on online
learning-driven KAF algorithms. In the proposed work, ten
different KAF algorithms were evaluated and analyzed on
Indian National Stock Exchange (Nifty-50). In contrast to
the existing methods, experiments are performed on nine
different time windows. +is was done keeping in mind the
method’s applicability in intraday and swing trading. Pre-
vious studies often underestimated the importance of in-
traday time windows. We, therefore, tried to bridge this gap
through the work presented here. +e experimental results
show the superiority and predictive capabilities of the work.
+e KAF class of algorithms was also discovered to be not
only efficiently working in execution time but also providing
best results of error minimization, demonstrating their
importance in high-frequency trading. +e goal of the re-
search was to propose a KAF-based method for the pre-
diction of stock’s mid-price. +e empirical results on Nifty-
50 dataset show that the proposed method achieved superior
performance over existing stock prediction methods. On
voting schema KAPA shown better prediction performance
with all-time windows, NORMA & KNLMS gave the best
performance in terms of directional symmetry. It is worth
noting that every KAF-based algorithm is hyperparameter-
sensitive. As a result, in the future, we will experiment with
various hyper-parameter optimization approaches in order
to enhance the framework’s predictive capabilities.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.

Table 6: +e proposed research is compared to different state-of-the-art stock prediction approaches.

Method MSE Execution time (s)
LSTM [28] 0.6831 256.16
LSTM [29] 0.681 7 945.09
LSTM [44] 0.682 4 1770.40
KAPA (proposed method) 0.0091 2.132

Table 7: Effect of different kernel methods on time window of thirty minutes (Stock-TITAN) using KAPA for (high + low)/2.

(High + low)/2 (Open + close)/2
Kernel function MSE MAE DS MSE MAE DS
RBF kernel (Gauss) 0.008120 0.298 57 0.534 21 0.008 27 0.260 47 0.531 88
Anisotropic RBF kernel (Gauss-anis) 0.01919 0.40617 0.515 55 0.025 35 0.348 68 0.579 31
Laplace kernel (Laplace) 0.008128 0.298 72 0.533 43 0.008 28 0.260 61 0.531 10

Table 8: +e influence of dictionary size.

Dictionary size MSE MAE DS Execution time (s)
500 0.014 8 0.368 0.545 8 0.820 2
1000 0.032 3 0.530 2 0.614 3 0.853 3
5000 0.011 37 0.308 0 0.644 6 1.314
+e algorithm chose KMCC (30 minutes).
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least mean square algorithm,” IEEE Transactions on Neural
Networks and Learning Systems, vol. 23, no. 1, pp. 22–32, 2011.

[12] J. Q. Candela and O. Winther, “Incremental Gaussian pro-
cesses,” Advances in Neural Information Processing Systems,
pp. 1025–1032, 2003.

[13] J. Pardo, F. Zamora-Mart́ınez, and P. Botella-Rocamora,
“Online learning algorithm for time series forecasting suitable
for low cost wireless sensor networks nodes,” Sensors, vol. 15,
no. 4, pp. 9277–9304, 2015.

[14] S. Garcia-Vega, X.-J. Zeng, and J. Keane, “Stock returns
prediction using kernel adaptive filtering within a stock
market interdependence approach,” Expert Systems with
Applications, vol. 160, Article ID 113668, 2020.

[15] X. Zhong and D. Enke, “Forecasting daily stock market return
using dimensionality reduction,” Expert Systems with Appli-
cations, vol. 67, pp. 126–139, 2017.

[16] S. Jeon, B. Hong, and V. Chang, “Pattern graph tracking-
based stock price prediction using big data,” Future Gener-
ation Computer Systems, vol. 80, pp. 171–187, 2018.

[17] J. Eapen, D. Bein, and A. Verma, “Novel deep learning model
with cnn and bi-directional lstm for improved stock market
index prediction,” in Proceedings of the 2019 IEEE 9th annual
computing and communication workshop and conference
(CCWC), pp. 0264–0270, IEEE, Las Vegas, NV, USA, January
2019.

[18] N. Zhang, A. Lin, and P. Shang, “Multidimensionalk-nearest
neighbor model based on EEMD for financial time series
forecasting,” Physica A: Statistical Mechanics and Its Appli-
cations, vol. 477, pp. 161–173, 2017.

[19] M. Kumar and M. +enmozhi, “Forecasting stock index
returns using arima-svm, arima-ann, and arima-random
forest hybrid models,” International Journal of Banking,
Accounting and Finance, vol. 5, no. 3, pp. 284–308, 2014.

[20] Y. Qiu, H.-Y. Yang, S. Lu, and W. Chen, “A novel hybrid
model based on recurrent neural networks for stock market
timing,” Soft Computing, vol. 24, pp. 1–18, 2020.

[21] K. George and P. Mutalik, “A multiple model approach to
time-series prediction using an online sequential learning
algorithm,” IEEE Transactions on Systems, Man, and Cyber-
netics: Systems, vol. 49, no. 5, pp. 976–990, 2017.

[22] T. Choudhary, V.Mishra, A. Goswami, and J. Sarangapani, “A
comprehensive survey on model compression and accelera-
tion,” Artificial Intelligence Review, vol. 53, no. 7,
pp. 5113–5155, 2020.

[23] E. Hoseinzade and S. Haratizadeh, “CNNpred: CNN-based
stock market prediction using a diverse set of variables,”
Expert Systems with Applications, vol. 129, pp. 273–285, 2019.

[24] M. Kaur and D. Singh, “Multi-modality medical image fusion
technique using multi-objective differential evolution based
deep neural networks,” Journal of Ambient Intelligence and
Humanized Computing, vol. 12, no. 2, pp. 2483–2493, 2021.

[25] H. Kaushik, D. Singh, M. Kaur, H. Alshazly, A. Zaguia, and
H. Hamam, “Diabetic retinopathy diagnosis from fundus
images using stacked generalization of deep models,” IEEE
Access, vol. 9, pp. 108276–108292, 2021.

[26] C. Sang and M. Di Pierro, “Improving trading technical
analysis with tensorflow long short-term memory (lstm)
neural network,” Ke Journal of Finance and Data Science,
vol. 5, no. 1, pp. 1–11, 2019.

[27] M. Nabipour, P. Nayyeri, H. Jabani, A. Mosavi, E. Salwana,
and S. Sahab, “Deep learning for stock market prediction,”
Entropy, vol. 22, no. 8, p. 840, 2020.

[28] P. Gao, R. Zhang, and X. Yang, “+e application of stock index
price prediction with neural network,” Mathematical and
Computational Applications, vol. 25, no. 3, p. 53, 2020.

[29] A. Moghar and M. Hamiche, “Stock market prediction using
lstm recurrent neural network,” Procedia Computer Science,
vol. 170, pp. 1168–1173, 2020.

[30] M. Yukawa, “Multikernel adaptive filtering,” IEEE Transac-
tions on Signal Processing, vol. 60, no. 9, pp. 4672–4682, 2012.

[31] J. Fernandez-Bes, V. Elvira, and S. Van Vaerenbergh, “A
probabilistic least-mean-squares filter,” in Proceedings of the
2015 IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pp. 2199–2203, IEEE, South
Brisbane, QLD, Australia, April 2015.

[32] S. Garcia-Vega, X.-J. Zeng, and J. Keane, “Stock price pre-
diction using kernel adaptive filtering within a stock market

12 Scientific Programming

https://arxiv.org/ftp/cs/papers/0405/0405018.pdf


interdependence approach,” SSRN Electronic Journal, vol. 160,
p. 113668, 2020.

[33] V. Yadav, A. K. Yadav, M. Kaur, and D. Singh, “Trigonometric
mutation and successful-parent-selection based adaptive
asynchronous differential evolution,” Journal of Ambient
Intelligence and Humanized Computing, pp. 1–18, 2021.

[34] Z. Liu, C. K. Loo, K. Pasupa, and M. Seera, “Meta-cognitive
recurrent kernel online sequential extreme learning machine
with kernel adaptive filter for concept drift handling,” En-
gineering Applications of Artificial Intelligence, vol. 88, Article
ID 103327, 2020.

[35] S. Garcia-Vega, X.-J. Zeng, and J. Keane, “Learning from data
streams using kernel least-mean-square with multiple kernel-
sizes and adaptive step-size,” Neurocomputing, vol. 339,
pp. 105–115, 2019.

[36] W. Liu, P. P. Pokharel, and J. C. Principe, “+e kernel least-
mean-square algorithm,” IEEE Transactions on Signal Pro-
cessing, vol. 56, no. 2, pp. 543–554, 2008.
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In response to a series of national strategic guidelines for green and sustainable development, recycled concrete is used as a
recyclable resource. First, the mechanical properties, workability, and durability of recycled concrete are briefly introduced, and
the benefit and necessities of research on recycled concrete are described from environmental, economic, and social perspectives.
Second, the mixing method and molding process of recycled concrete are described in detail, and the influence of vibration
molding and compression molding on the performance of recycled concrete is analyzed. It is found that the compressive strength
first increases and then decreases with the increase of molding pressure. In addition, porosity decreases as molding pressure build-
up. )erefore, it is recommended that the molding pressure of recycled concrete be generally controlled between 600 and 800N.
)en, the influence of the water-cement ratio on recycled concrete’s fluidity and mechanical properties is discussed. It is found
that with the increase of the water-cement ratio, the compressive strength first increases and then decreases and the optimum
water-cement ratio is proposed to be 0.2. Finally, the application status and problems of recycled concrete in road engineering are
briefly described, and relevant suggestions for construction technology are put forward. Based on the fire safety and reliability
requirements of concrete structures, the performance of high-performance concrete structures after fire can be restored to the
initial level or even improved through the processes and measures of building structure design, repair, and reinforcement; the
strength and crack healing of high-performance concrete after fire can be gradually restored by applying or soaking repair agent
and water curing; the recovery of pH value of concrete after fire and the reduction of carbonation depth can be realized by using
electrochemical realkalization technology; using carbon fiber to strengthen the components after fire can restore the bearing
capacity, but the degree of stiffness recovery is low; and beam side steel plate reinforcement and steel bonding reinforcement can
realize the recoverability of bearing capacity, stiffness, and ductility of members after fire.

1. Introduction

For decades, China’s economic development has made re-
markable achievements, and people’s basic survival needs
have been satisfied already. Since then, people have begun to
pay more attention to the quality of life and pursue green
development and a healthy lifestyle. Energy conservation,
environmental protection, and sustainable development
have become the focus of society in this context. However,
much construction waste will be generated in traditional
road construction, and abandoned concrete is one of them.
)is phenomenon is contrary to the concept of environ-
mental protection and sustainability, taken seriously by the

industry and the country. )erefore, a technology for
making green and environmental-friendly recycled concrete
from abandoned concrete and reusing it for road engi-
neering construction has been widely studied and applied
[1].

)e research shows that the demand for recycled coarse
aggregate exceeds the supply of waste concrete, indicating
that the market prospect of recycled coarse aggregate is
broad [2]. Huang et al. [3] studied the effect of recycled
coarse aggregate gradation on the shear behavior of recycled
concrete and found that the shear strength of well-graded
recycled coarse aggregate is greater than that of poorly
graded and discontinuous graded recycled coarse aggregate.

Hindawi
Scientific Programming
Volume 2022, Article ID 5377984, 9 pages
https://doi.org/10.1155/2022/5377984

mailto:yongchengji@nefu.edu.cn
https://orcid.org/0000-0001-9047-5015
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5377984


Xiong et al. [4] studied the mechanical properties of recycled
concrete with different coarse aggregate substitution rates
and put forward the prediction formula of compressive
strength. Liang et al. [5] studied the effect of different coarse
aggregate substitution rates on hysteretic energy and found
that hysteretic energy increased with the coarse aggregate
substitution rate increase. Wajeeha et al. [6] studied the
durability of recycled concrete with different replacement
rates of recycled coarse aggregate in a chloride environment.
)rough the pull-out test, it is found that 30% of natural
coarse aggregate concrete can be used as structural concrete
in Pakistan’s construction sector. Zhang et al. [7] studied the
mechanical properties of recycled concrete with the re-
placement rate of a recycled coarse aggregate of 0%, 25%,
50%, 75%, and 100%, respectively.)e results show that with
the increase of the replacement rate of recycled coarse ag-
gregate, the mechanical properties of concrete show a linear
downward trend. )erefore, it is concluded that the amount
of recycled coarse aggregate in road construction should not
exceed 50%, considering the dry shrinkage and temperature
shrinkage test results. Xie et al. [8] studied cast-in situ
recycled aggregate concrete’s mechanical properties and
durability under chemical sulfate attack, prepared concrete
cylinders with recycled concrete aggregates of 0%, 30%, 50%,
and 100%, respectively. )ey found that recycled concrete
aggregates have a significant impact on the mechanical
properties of concrete. Marian et al. [9] prepared recycled
concrete with the replacement rate of a recycled coarse
aggregate of 50% and 100%, respectively. )ree specimens
with different curing periods (7, 14, and 28 days) were tested.
)e results show that with the increase of recycled aggregate
content, the compressive strength and flexural strength of all
recycled concrete decrease, while the density is slightly af-
fected. Kashkash saied et al. [10] prepared four mixtures
using recycled concrete aggregate and recycled crushed
aggregate as natural coarse aggregate substitutes with dif-
ferent replacement percentages. A series of tests were carried
out to study the characteristics of fresh and hardened
concrete samples prepared from mixtures of various com-
ponents. )e results show that recycled concrete with
recycled aggregate instead of 50% natural coarse aggregate
can have sufficient fresh and hardening properties. Although
the compressive strength of recycled concrete is higher than
that of conventional concrete, the workability of recycled
concrete mix proportion decreases significantly.

All of above studies are conducted. However, the benefits
and properties of recycles concrete are not clear. )e pro-
cedure and methodology of recycled concrete construction
need to be further investigated.

2. Property Characteristics of Green and
Environmental-Friendly Recycled Concrete

Although green recycled concrete is economically and en-
vironmentally friendly, its relevant property cannot be
comparable to that of ordinary concrete due to the process of
rebuilding after crushing abandoned concrete and is one
grade worse than that of ordinary concrete.)erefore, before
road engineering application, it is necessary to study its

property characteristics in detail. Furthermore, the prepa-
ration process of green recycled concrete should be selected
according to different requirements in specific road con-
struction [11].

2.1. Mechanical Properties. )e application characteristics
of concrete material in road engineering require that
concrete material have a specific bearing capacity, mainly
reflected by its mechanical properties. )e mechanical
properties of green environmental-friendly concrete are
related to its breaking method of recycled aggregate, the
strength of abandoned concrete, water-cement ratio, and
specific construction environment [12]. According to the
research, the strength of recycled concrete is inversely
proportional to the replacement rate of recycled aggregate,
positively proportional to the water-binder ratio, and
positively proportional to the strength of abandoned
concrete. )e smaller the replacement rate of recycled
aggregate, the greater the strength; the higher the water-
binder ratio, the stronger the strength, and the stronger the
abandoned concrete is, the stronger the recycled concrete
will be.

2.2.Workability. )e workability of green recycled concrete
is related to the replacement rate of recycled aggregate and
the water-binder ratio. Compared with ordinary concrete,
recycled concrete is made of abandoned concrete after
crushing, and the surface of recycled aggregate is so rough
that the water absorption performance is more significant
than ordinary concrete. Consequently, the slumps of recy-
cled concrete are smaller than that of ordinary concrete with
similar conditions. Specifically, the slumps of recycled
concrete are inversely proportional to the content of recycled
concrete and are positively proportional to its water-binder
ratio, that is, the less recycled aggregate, the greater the
slumps of recycled concrete; and the smaller the water-
binder ratio is, the smaller the slumps of recycled concrete is
[13].

2.3. Durability. For all concrete materials, durability is a
crucial property index, which determines the severity of
the application environment of concrete materials and the
service life of the concrete. Under normal circumstances,
compared with two kinds of concrete materials with
similar conditions, recycled concrete has better crack
resistance, but its freeze-thaw resistance and permeability
resistance are not as good as ordinary concrete materials
[14]. For recycled concrete, its permeability resistance can
be improved by adding fly ash, and its freeze-thaw re-
sistance can be improved by reducing its water-binder
ratio. However, improving the property of recycled
concrete will inevitably lead to the increase of its prep-
aration cost, which requests the engineers to select the
optimal balance point according to the application re-
quirements of road engineering and the comprehensive
consideration of cost.
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3. Benefits of Recycled Concrete Applied in
Road Engineering

3.1. Environmental Benefits. At present, the abandoned
concrete generated in the construction of domestic road
engineering is mostly stacked in the open air, occupying
many land resources, which pollutes the urban environment
and harms the urban landscape, and causes a massive waste
of resources. In addition, during the handling and stacking
of abandoned concrete, problems such as dust raising will
occur, aggravating environmental pollution. )erefore,
recycling abandoned concrete during road construction can
save resources, protect the environment, and significantly
contribute to China’s energy saving and environmental
protection.

3.2. Economic Benefits. In the construction of a new road
project or road widening and rebuilding project, many
concrete materials are generally required. Stone concrete
is one of the indispensable materials. However, stones are
often unavailable locally and need to be transported from
tens of kilometers, resulting in higher transportation
costs, which directly increases the production cost of
concrete materials. At this point, the economic value of
recycled concrete and be highlighted. In road engineering
construction, if the abandoned concrete is reused and
processed into concrete aggregate, it can reduce the
transportation cost of stone and reduce the material cost
of stone, thus reducing the cost of concrete. Furthermore,
it is worth noting that a large amount of abandoned
concrete will be generated when repairing the pavement of
a high-grade highway, which has few impurities and can
be used for processing and making concrete aggregate
instead of stone. In a word, the recycling of abandoned
concrete in road engineering can reduce the cost of
concrete to a great extent and has significant economic
value.

3.3. Social Benefits. )e Chinese government has paid much
more attention to energy conservation, environmental
protection, and resource reuse in recent years. In this
context, recycled concrete in road engineering construction
is a reform and innovation of road construction technology
and can promote the sustainable development of China’s
basic transportation construction.

4. Study on Preparation Technology of
Recycled Concrete

Unlike ordinary concrete, recycled concrete is a uniquely
functional building material with a porous structure com-
posed of a layer of cement slurry on the surface of coarse
aggregates. )e improper preparation process will result in
uneven pore distribution and an increased proportion of
discontinuous pores in concrete [15]. )erefore, unique
methods and techniques should be adopted during mixing,
molding, and maintaining.

4.1. Research on the Mixing Process. )e mixing process of
ordinary concrete usually adopts a mixing method, which is
easy enough to operate. However, recycled concrete belongs
to stiff concrete, and there is no ball effect produced by fine
aggregate during the mixing process. )erefore, the high
resistance and the coarse aggregates are very vulnerable to
crushing. Moreover, improper mixing sequence and
charging sequence will result in slurry aggregation, signif-
icantly reducing the proportion of connected porosity of
recycled concrete. Consequently, it is of great significance to
study the mixing process of recycled concrete.

)e mixing method in this paper refers to the wrapped
slurry process, which significantly improves the property of
recycled concrete by changing the order of raw materials’
charging sequence and significantly increases the proportion
of connected porosity in concrete on the premise of the high
strength of recycled concrete. Specific steps are as follows:
First, add all the coarse aggregates and 50% water into the
mixer and stir for 30 seconds, which can clean the aggregate
surface and avoid forming weak areas between the cement
slurry and the coarse aggregates. Moreover, wetting the
surface can increase the bonding effect with the cement;
second, 100% cement, water, and additives are added and
stirred for 180 seconds. In this way, the aggregate surface is
evenly coated with a high flow slurry, which can significantly
reduce the friction between the aggregate, thus preventing
the crushing of coarse aggregate due to excessive resistance.
Moreover, the slurry is evenly wrapped on the surface of
coarse aggregate, making it further spheroid [16]. )e
spheres bond with each other from point to point and
surface to surface. As a result, the proportion of concrete-
connected porosity is significantly increased under the
premise of the high strength of recycled concrete.

4.2. Research on the Molding Process. Coarse aggregates
account for about 60% of the recycled concrete, and the
friction between them is so great that the compactness of the
structure cannot be satisfied only by rodding. On the other
hand, standard molding methods mainly include vibration
molding and compression molding. )erefore, it is essential
to study the influence of the mentioned two methods on the
property of recycled concrete.

4.2.1. Influence of Vibration Molding on Properties of
Recycled Concrete. Recycled concrete was prepared from
coarse aggregate with a single-particle size of 9.5–16mm,
with a water-cement ratio of 0.20 and a cement-aggregate
ratio of 1/6. )e fresh concrete is loaded in three layers into
the mold of 100×100×100mm3, and the thickness of each
layer should not be more than 5mm, inserting from all sides
to the center screw for at least 15 times with the 25mm
ramming rod. )en, the connected mold of the specimen
was placed on the vibration table for 0–SC, respectively, and
put into the standard curing room later. After 1 day, the
specimen was demolded and put back into the stand curing
room for 3 days and 28 days. )e strength and porosity of
recycled concrete with different vibration times are tested,
respectively [17].
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Figures 1 and 2 show the influence of vibration time on
recycled concrete’s compressive strength and porosity. It can
be seen that with the increase of vibration time, the porosity
of recycled concrete gradually decreases, while the strength
first increases and then decreases. When the time remains
about 8s, the strength reaches its maximum value. It is
mainly because of the increase of vibration time. )e ag-
gregates become more and more compact from the loose
deposit under the vibration. Moreover, the aggregate is
bonded point to point and surface to surface, producing an
effect of mechanical bit [18], so the compressive strength is
obviously higher than that of nonvibration recycled con-
crete. However, with the accumulation of the vibration time,
the cement slurry wrapped in the aggregate surface slides
and densely distributes at the bottom of the concrete. As a
result, the slurry volume on the concrete upper part and the
bonding area between the aggregates decreases, which leads
to the decline of the overall compressive strength of recycled
concrete. )e cement slurry concentrated at the bottom of
concrete forms a dense layer (shown in Figures 1 and 2),
which seriously affects the connectivity between the upper
and lower layers of recycled concrete. However, the vibra-
tion time is related to the water-cement ratio and the amount
of slurry used, so the specific engineering test should de-
termine the specific vibration time.

4.2.2. Influence of Compression Molding on Properties of
Recycled Concrete. Due to the high viscosity of fresh mixed
recycled concrete, it cannot be fully compacted by me-
chanical vibration only. )erefore, in addition to vibration
molding, compression molding is mainly used in China.
After the fresh concrete is loaded in three layers into the
mold of 100×100×100mm3, pressure is applied to the
surface to promote the compactness of the whole structure
of recycled concrete [19]. )e raw materials and mix ratio
used in this test are the same as that of vibration molding,
but the molding pressure is changed to 400N–1000N during
the molding process, lasting for 5 seconds. )e test results
are shown in the following figure.

Figures 3 shows the influence of molding pressure on
recycled concrete’s compressive strength and porosity. It can
be seen from Figure 4 that the relationship between molding
pressure and compressive strength is not simply linear. With
the increase of molding pressure, the compressive strength
increases first and then decreases, while the porosity de-
creases continuously with the accumulation of molding
pressure. It is mainly due to the volume compression of the
loose concrete after the press pours ramming at the be-
ginning. As a result, the volume of recycled concrete
changes, the porosity is constantly reduced, and the ag-
gregate is more closely combined, so the compressive
strength shows a rising trend. However, when the molding
pressure increases to a certain extent, the aggregate is in
closed contact with each other, and the volume of recycled
concrete cannot be further reduced. At this time, a con-
tinuous increase of pressure may cause damage to the
contact point or aggregate, leading to the decline of the

compressive strength. )erefore, the molding pressure of
concrete is generally controlled between 600 and 800N [20].

Improper selection of molding technology is likely to
cause uneven pore distribution and an increase of discon-
tinuous pore in concrete. In order to verify the rationality of
the combined molding process of vibration molding and
compression molding [21], a cylindrical recycled concrete
specimen with a size of 110mm× 150mmwas prepared with
9.5–16mm single-particle aggregates in this test. )e axial
plane porosity distribution of recycled concrete when vi-
bration time is 8 seconds, and molding pressure remains
800N combined with CT scanning technology.

Figure 1: Overlong vibration time.

Figure 2: Proper vibration time [17].

Figure 3: Effect of molding pressure on compressive strength.
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5. Influence of Water-Cement Ratio on
Properties of Recycled Concrete

)ewater-cement ratio is an essential parameter for recycled
concrete, which determines the workability of the concrete
and has a specific influence on its compressive strength, pore
structure, and permeability performance. )e appropriate
water-cement ratio is the first step to prepare recycled
concrete successfully [22]. So far, there is no specific method
to determine the water-cement ratio in China. )e crushed
basalt with a 9.5–16mm particle size was selected in this test
to prepare the recycled concrete with the cement-aggregate
ratio of 1/6 and the water-cement ratio of 0.18–0.24 [23].
Moreover, standard maintenance is carried out by artificial
ramming, vibration, and compression. )e influence of
water-cement ratio on recycled concrete’s compressive
strength and porosity for 3 and 28 days is discussed. )e
results are shown in the table below.

It can be seen from Table 1 that for a particular cement,
there is an optimum water-cement ratio under the same
aggregate gradation, cement-aggregation ratio, and molding
curing process. )e compressive strength of recycled con-
crete shows an upward trend when the water-cement ratio
increases from 0.18 to 0.20. )is is mainly due to the low
water-cement ratio, easy agglomeration of slurry, and un-
even wrapping of aggregate surface, so that the friction
between them increases significantly, and the strength is
relatively low because of insufficient stirring. While the
water-cement ratio is more than 0.20, the slurry will slide off
the aggregate and deposit at the bottom of the concrete due
to its own gravity during the preparation of recycled

concrete. )is not only results in a significant reduction of
the cementing materials on the upper part of concrete,
different compactness of test block on the upper and lower
sides, and a reduction of overall compressive strength but
also enriches cement slurry on the bottom of recycled
concrete [24], forming a dense cement slurry layer, which
seriously affects the connectivity of pore. When the water-
cement ratio is 0.20, the fluidity of cement slurry is mod-
erate, and the aggregate surface is evenly coated with a layer
of slurry. )erefore, the overall structure is stable enough.
Moreover, the compressive strength for 3 days and 28 days of
concrete is 12.46MPa and 13.85MPa, respectively.

)e influence of fluidity on mechanical properties and
porosity of recycled concrete was discussed by measuring the
slurry fluidity under different water-cement ratios with ref-
erence to test method for fluidity of cement mortar (GB2419)
[25]. It can be seen from Table 1 and Figure 5 that the water-
cement ratio determines the fluidity of slurry, whereas the
fluidity determines the uniformity of concrete aggregate
coating. When the water-cement ratio is less than 0.18, the
slurry fluidity is less than 170mm, and the slurry is rugged and
easy to agglomerate. Moreover, the aggregate cannot be evenly
wrapped. As a result, the fresh concrete is loose, dry, and dull.
When the water-cement ratio is 0.18–0.22, the fluidity of slurry
is between 170mm and 220mm, and the appearance of freshly
mixed concrete is improved, with the slurry of good cohesion.
However, when the water-cement ratio is more than 0.22, the
fluidity is more than 220mm, and the fresh concrete slurry
flows, with the aggregate of poor cohesion. At this time, the
slurry will settle to the bottom of the specimen due to its own
weight, which will result in partial or complete blockage of the

Parameters of pore
structure required

Figure 4: Scanned image processing schematic diagram [18].
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pore at the bottom of the concrete, and the permeation co-
efficient will be greatly reduced. )erefore, the water-cement
ratio of recycled concrete can be determined by measuring the
fluidity of slurry in the mix design so that recycled concrete
with both porosity and mechanical properties can be prepared.
)e water-cement ratio of sulphoaluminate brine slurry se-
lected in this test should be controlled between 0.20 and 0.22,
and it is the best at 0.20 [26].

6. Application Status and Existing Problems of
Recycled Concrete in Road Engineering

6.1. Application Status of Recycled Concrete in Road
Engineering. Concrete is the most widely used material in
road engineering construction.With the robust construction
of highway projects and municipal road projects in China,
many problems in natural resources, sustainable develop-
ment, and environmental protection have arisen. Recycled
concrete can be used in road construction requires two main
premises: a. the continuous construction of road engineering
needs a large number of concrete materials, which will
inevitably consume a large number of natural resources and
b. when widening and rebuilding the existing roads, there
will be many abandoned concrete. )is abandoned concrete
occupies a considerable space in the processing but also
causes some pollution to the environment. )e above
phenomena are not consistent with the basic policy of green
and sustainable development in China, which leads to the
imperative of using recycled concrete in road engineering to
ensure the sustainable development of road engineering.

Nowadays, more and more road projects use recycled
concrete in the construction process. However, when the
road engineering pavement exceeds a specific operating

time, the mechanical properties of bituminous concrete or
cement concrete will deteriorate accordingly. Moreover,
when traffic volume on the road exceeds its design level, the
road surface will be more or less damaged. )erefore, in
terms of the concrete pavement repair [27], the original
concrete surface needs to be generally broken first, and then
the base is repaired, and finally resurfaces the concrete by
paving and rolling.

6.2. Problems Existing in the Application of Recycled Concrete
in Road Engineering

6.2.1. 4e Insufficient Research Depth of Recycled Concrete.
At present, green recycled concrete has not become a large-
scale application. One of the key reasons is that the current
technical research depth is so insufficient that it cannot play a
substantial role in supporting its engineering application from a
technical perspective. After all, for practical engineering ap-
plications, the technology usedmust be rigorously and carefully
verified to ensure the maturity and reliability of the technology.
As for recycled concrete, due to the lack of investment in this
area, related technical is problematic, resulting in the current
technical research and engineering application of recycled
concrete has not reached the depth of engineering application.
)is is also one of the essential bottlenecks hindering the rapid
development of recycled concrete.

6.2.2. 4e Insufficient Standards Followed by the Application.
So far, although some laws and regulations have given
specific guidance and requirements for applying recycled
concrete in road engineering construction, there are still
some problems. On the one hand, to meet the laws and
regulations of the quality and reliability, some technical

Table 1: Effect of water-cement ratio on slurry fluidity and porous ecological concrete properties.

Water-cement
ratio

Mortar fluidity
(Imm)

Cement-aggregate
ratio

Aggregate size
(mm)

Compressive strength for 28 d
(MPa)

Porosity
(％)

0.18 168.3 1/6 9.5–16 6.16 28.57
0.20 207.5 1/6 9.5–16 12.46 28.01
0.22 219.6 1/6 9.5–16 9.89 27.44
0.24 1/6 9.5–16 7.33 27.13

(0.20) (0.24)

Figure 5: Slurry coating aggregate when water-cement ratio is 0.20 and 0.24, respectively [25].
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details have to be too conservative due to its overall tech-
nology immaturity, resulting in an unavoidable cost waste.
However, on the other hand, these laws and regulations are
not systematic enough, and there is no clear and complete
description and requirements for any technical problems in
the practical application of recycled concrete. )erefore, it
will result in the engineers being afraid to use it without
precise specification [28]. Moreover, the investor is un-
willing to use recycled concrete for the safety of its in-
vestment due to its immature technology.

6.2.3. 4e Limited Bearing Capacity of Recycled Concrete.
In addition to the problems mentioned above, the limita-
tions of properties are also one of the critical reasons that
restrict the application range of recycled concrete. From the
performance characteristics of recycled concrete in the
previous section, it can be seen that under similar condi-
tions, the properties of recycled concrete are generally worse
than that of ordinary concrete.)is weakness determines the
upper limit of the practical application of recycled concrete
in engineering, which is destined to be narrower than or-
dinary concrete. Many researchers are committed to pro-
moting recycled concrete’s performance and successfully
generating some with strength and properties. However, in
general, recycled concrete still has some limitations,
restricting its wide application in road engineering.

7. Construction of Recycled Concrete

7.1. Preparations.

(a) Make a comprehensive investigation of the site
environment before the construction begins and
remove all obstacles that may hinder the normal
construction, such as trees and isolation belts.

(b) Damages on the original pavement that this re-
construction cannot repair shall be effectively pre-
treated before it begins, and different types of
damages should resort to different treatment
methods:

(a) In terms of crushed and loose damage, if the
depth is greater than the maximum depth of
reconstruction, it is necessary to be dug and
repaired

(b) In terms of deformation, based on the con-
struction depth, if the depth reaches more than
30 cm, it needs to be milling before
reconstruction

(c) In terms of cracks, the causes should be figured
out first, and the cracks should be properly
handled before reconstruction if they are de-
termined to have an impact

(c) Use the milling planer to drive the existing expan-
sion joint. )e front and rear ends are milled for 1-
2meters and 2–5meters, respectively. )e milling
depth is consistent with the maximum depth of
reconstruction, and then, the new mixture shall be
used for paving.

(d) Before formal construction, the feasibility should be
determined through the construction of the test
section, which should be more than 200meters long,
and representative. )e construction scheme should
be adjusted appropriately accordingly to the results
of the test section to ensure the effect of
reconstruction.

7.2. Pavement Sweeping and Lining. )e pavement surface
should be carefully swept before construction to avoid debris
and garbage mixed into the mixture.)en draw lines outside
the edge of the reconstruction. Of course, the original road
surface edge can also be directly used as the baseline of the
reconstruction to ensure the aesthetics and straightness of
the edge.

7.3. Heating of the Original Road Surface. )e original road
surface must be heated before the reconstruction. Otherwise,
the aggregate will be damaged in raking, thus affecting the
quality of construction. At the same time, it is also necessary
to prevent the asphalt from aging in advance caused by very
high heating temperature. )e specific temperature is de-
termined according to previous experience. Moreover, the
width of heating needs to be widened by 20 centimeters on
both sides, respectively, based on the milling range [29].

7.4. Raking of theOriginalRoadSurface. )e depth should be
kept uniform while raking. However, if the depth must
change, it shall change suddenly but not dramatically. By
raking, the roughness of the surface is better, which can
create good conditions for subsequent reconstruction.
Moreover, it should be noted that the surface temperature
should reach over 70°C when the raking is finished.

7.5. Spraying theRejuvenationAgent. )e rejuvenation agent
should be sprayed with a particular device. Its walking needs
to be linked with the remixer and realize the automatic
control. It needs to be sprayed accurately according to the
dose determined by design. Apart from that, the rejuve-
nation agent should also be heated before spraying to im-
prove its fluidity and make it thoroughly fused with asphalt.
)e temperature needs to be controlled by the limited
temperature that does not destroy its function. In addition,
the actual amount of rejuvenation agent should be adjusted
according to milling depth and its change [30].

7.6.Mixing andPaving. After completing the spraying of the
rejuvenation agent and confirming that it meets the re-
quirements of the remixer, use the machine to keep the
mixture homogeneous. )en use a paver to spread the
mixture evenly with a constant speed of 1.5–5.0m/min. It is
necessary to ensure the uniformity of the surface to prevent
segregation, cracks, and galling. In addition, during con-
struction, a particular person should be arranged to track
and inspect the paving situation, and once problems are
found, they should be dealt with immediately. Properly
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adjust the power of the screed according to the thickness of
the reconstruction layer, make the paved mixture reach a
good initial density, and reduce heat loss through the vi-
bration of the screen. During paving, the temperature shall
be strictly controlled within the range of 120–150oC.

7.7.Rolling. After the paving is completed, a roller should be
applied. )ere are two main types of rollers, including
double-drum roller and pneumatic tyred roller. No matter
what kind of roller is chosen, it should be closely followed by
the paver in front, but pay attention to prevent collision with
the paver. When the double-drum roller is used, appropriate
amount of water can be sprayed on the surface in order to
avoid that the mixture is bonded with the wheel. But the
amount of water should be controlled, not toomuch to cause
accumulation. However, while rolling by pneumatic tyred
roller, spraying is generally not required [21]. And where
large roller cannot reach, small machines and tools can be
used for compaction manually.

7.8. Traffic Opening and Traffic Control. )e mixture after
compaction can be opened for traffic after natural cooling.
However, attention should be paid to maintenance and
management in that process, and personnel or vehicles are
not allowed to enter. Otherwise, it will cause displacement,
make the surface of the reconstruction layer uneven, and
affect the subsequent application.

8. Conclusion

Engineering construction is developing continuously, and
green environmental protection will be one of its essential
requirements and characteristics. )ree properties and
benefits of green and environmentally friendly recycled
concrete are summarized. First, the preparation technology
of recycled concrete and the effect of the water-cement ratio
are discussed. )en, the procedure of recycled concrete
construction is presented after considering the application
status and existing problems in recycled concrete road
engineering. )us, it is necessary to study recycled concrete
technology to support road engineering construction’s
green, energy-saving, and sustainable development and
accelerate its large-scale application in road engineering.
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Recognizing and authenticating wheat varieties is critical for quality evaluation in the grain supply chain, particularly for methods
for seed inspection. Recognition and verification of grains are carried out manually through direct visual examination. Automatic
categorization techniques based on machine learning and computer vision offered fast and high-throughput solutions. Even yet,
categorization remains a complicated process at the varietal level. )e paper utilized machine learning approaches for classifying
wheat seeds. )e seed classification is performed based on 7 physical features: area of wheat, perimeter of wheat, compactness,
length of the kernel, width of the kernel, asymmetry coefficient, and kernel groove length. )e dataset is collected from the UCI
library and has 210 occurrences of wheat kernels. )e dataset contains kernels from three wheat varieties Kama, Rosa, and
Canadian, with 70 components chosen at random for the experiment. In the first phase, K-nearest neighbor, classification and
regression tree, and Gaussian Naı̈ve Bayes algorithms are implemented for classification. )e results of these algorithms are
compared with the ensemble approach of machine learning. )e results reveal that accuracies calculated for KNN, decision, and
Naı̈ve Bayes classifiers are 92%, 94%, and 92%, respectively. )e highest accuracy of 95% is achieved through the ensemble
classifier in which decision is made based on hard voting.

1. Introduction

In many developing nations, farming is the most significant
economic sector. Most of the tasks are carried out without
the use of modern technology. Seed categorization is usually
done based on human understanding. )e purification of
seeds plays an important role in this process and must be
enhanced. Manually determining the type of wheat needs
expert judgment and takes time. When an array of seeds
appears so similar, manually distinguishing them becomes a
challenging process [1–4].

A quality evaluation method for wheat crops is required
with the evolution of the grain chain [5]. )e goal is a high-
quality wheat product in greater quantities. Tests on seed
germination are required for seed labeling [6]. )e seeds
were tested for pureness test, which is required to ascertain a
seed sample’s physical and varietal purity. )e genetic

integrity of the original wheat cultivar may be compromised
by mechanical mixing and improper labeling [7].

Classification testing is accomplished via a taxonomic
categorization method and nondestructive grain feature
analysis [8, 9]. Seed tester classifies seeds on two levels:
species level and varietal level for varietal purity. )e varietal
level may be challenging due to the great degree of re-
semblance in the characteristics of different kinds of wheat
seeds. )e growth circumstances may also affect the grain’s
properties [5]. )e actual classification test procedure is still
a low-throughput process, and its correctness is contingent
on the expert’s performance and cumulative experience.

Machine learning techniques are now the subject of
study in a variety of disciplines, particularly with the ex-
pansion of the Internet and the usage of bigger datasets [4].
Without specific tools or automatic software procedures, it is
difficult for a human operator to interpret or handle such
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data. Machine learning is frequently used in various ap-
plications such as categorization, regression, and forecasting
to meet these demands [10]. )e use of a single classifier for
the objects which has a very minute difference in physical
characteristics such as color, texture, and morphology does
not give better accuracy [11]. To address this problem,
ensemble approach is used in the present work. By com-
bining many models into a single, highly reliable model,
ensemble methods seek to increase model prediction. )e
most common ensemble approaches are boosting, bagging,
and stacking. Ensemble techniques are particularly well
suited to regression and classification, where they minimize
bias and variance while increasing model accuracy. )e
major findings of this paper are as follows:

(1) An optimized classifier is designed for wheat seed
classification by utilizing an ensemble machine
learning approach with bagging

(2) )e model is compared with three machine learning
classifiers: K-nearest neighbors (KNN) classifier,
decision tree classifier (CART), and Gaussian NB
(NB).

(3) )e highest achieved accuracy is 95%, which is with
the ensemble method

2. Related Work

Seed categorization using machine algorithms has been the
subject of research. )ese studies employed a variety of
machine classifiers and achieved a high degree of accuracy in
their work. Machine learning techniques had previously
been successfully applied in a variety of production chains
for seed and cereals classification [12–14]. In [15], the study
shows the capability and possibilities of machine vision for
shapes, sizes, and varietal types using well-trained multilayer
neural network classifiers. )ey utilized Weka classification
tools such as function, Bayes, meta, and lazy approaches to
categorize the seeds. In [16], the authors proposed a fuzzy
theory-based approach for recognizing wheat seed types that
take into account the features of the seed. )e tabu search
technique was used. In [17], the authors have used an ar-
tificial neural network for classifying wheat seeds based on
VLC and obtained an accuracy of 92.1 percent and 85.72
percent, respectively. In [18], authors have discussed mor-
phological, color, and textural characteristics of the seed. If
there is a very minute difference in morphological features,
then seed classification is very difficult. Cereal yield is de-
termined by the number of grains per ear and the size of the
grains. Counting seeds and morphometry by sight is time-
consuming. As a result, different ways for effective grain
morphometry employing image processing techniques have
been proposed [19, 20].

In [21], the authors created a workstation to aid in grain
analysis for classification, and a video colorimetry approach
is presented to support in determining cereal grain color.
)e categorization of chickpea seed varieties was done based
on the morphological characteristics of chickpea seeds, using
400 samples from four types: Kaka, Piroz, Ilc, and Jam [22].
According to the commercial point of view, a machine vision

built of existing neural network models may be utilized for
rice quality assessment [23]. In this, it uses neural networks
to categorize rice varieties, using a total of nine separate
varieties of rice. )e authors employ seed image acquisition
to classify these variations. )ey also created a method for
extracting 13 morphological features, 6 color features, and
15 texture features from color photographs of seeds. )eir
model has produced an overall classification accuracy of
92%. )e k-nearest neighbors classifier necessitates storing
the entire training set, which can be prohibitively expensive
when the set is huge, and several researchers have attempted
to eliminate the training set’s redundancy to relieve this
problem [24, 25].

For plant categorization, the authors have utilized deep
learning models [26]. Two tendencies may be seen in the
current state of the art. )e first is linked to high-throughput
phenotyping and plant identification, as evidenced by
Ubbens and Stavness’ work in this area [27]. )e second
problem is plant disease identification and monitoring
[28, 29]. In [30],the authors present many voting techniques
for testing ensembles of classifiers learned using the bagging
approach. Multilayer perceptron is used as classifiers. Using
groups of classifiers rather than individual ones is one
option. Bagging [31] and boosting [32] are two of the most
well-known ensemble techniques, in which many classifiers
are combined to generate a single, more accurate result. In
[33], the authors studied the performance of several voting
techniques, with bagging being utilized for the reconciliation
model, which is a process of merging classification models.
Table 1 contains various features considered in machine
vision systems for food grain quality evaluation.

3. Methodology

)e methodology adopted for this work includes the col-
lection of datasets, features identification, data augmenta-
tion, classification using machine learning algorithms like
KNN, Naive Bayes, and CART implementation, imple-
mentation of ensemble approach for better accuracy with
fine-tuning, and comparison of results.

3.1.Dataset. In the study, the seed dataset was received from
the UCI library [42]. )ere are 210 occurrences of wheat
kernels in the collection. In addition to the class attribute,
each instance contains 7 other attributes. All the samples
share the same 7 characteristics (area, perimeter, com-
pactness, kernel length, kernel width, asymmetry coefficient,
and kernel groove length). All of the characteristics are
constant. Figure 1 shows the features of the dataset number
of classes presented and selected machine learning
algorithms.

)e examined set contained kernels from three wheat
varieties: Kama, Rosa, and Canadian, with 70 components.
To perceive high-quality picturing of the interior kernel
construction, a soft X-ray method is employed. It is less
abrasive and more affordable than other sophisticated im-
aging techniques such as scanning microscopy or laser
technology. Images are recorded on X-ray KODAK plates
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measuring 13×18 cm. At the Institute of Agrophysics of the
Polish Academy of Sciences in Lublin, studies were
supplemented by association harvested wheat grain
patenting from experimental fields. In Table 2, classes
represent 3 varieties of wheat which are Kama (1), Rosa
(2), and Canadian (3).

3.2. Machine Learning Models

K-nearest neighbor: a k-nearest-neighbor algorithm is a
data categorizationmethod that predicts how likely a data
point belong to one of two groups based on which group
the data points closest to it belong to [43]. Any common
method can be used to determine the distance. A Eu-
clidean distance is an example of a distance. After that, we
collect a certain feature value from all the training set in
the immediate vicinity. We categorize our fresh testing
data using most of this number as a prediction [44].
Classification and regression trees (CART): CART is a
nonparametric supervised learning method [45, 46].
)e objective is to build a model of the value of a target
variable by learning basic decision rules from data
characteristics. A piecewise constant is approximated
by a tree. Nonstatisticians can analyze CARTquite well
[45, 47].
Gaussian Näıve Bayes: A basic approach for Naive
Bayes is Bayes decision theory.)e likelihood is used to
make this classification decision. )e posterior prob-
ability is calculated using the likelihood, prior proba-
bilities, and evidence. Evidence is merely a scalar that
ensures that posterior probability equals one. Resultant

classes for the given test data are chosen based on the
category with the highest posterior probability.
Ensemble methods: ensemble methods are strategies
for increasing the accuracy of model outputs by inte-
grating many models rather than utilizing just one. )e
integrated models greatly improve the accuracy of the
outcomes. )e popularity of ensemble techniques in
machine learning has risen because of this. When
dealing with enormous amounts of data or a lack of
appropriate data, ensemble-based solutions can be
unexpectedly effective. When the quantity of training
data is too enormous to train a single classifier, the data
can be divided into smaller groups deliberately. After
that, each division may be used to train a distinct
classifier, which can then be merged using a suitable
combination algorithm. If there is not enough data,
bootstrapping may be used to train alternative classi-
fiers using distinct bootstrap samples of the data, each
of which is a random sample of the data taken with
replacement and handled as if it were drawn inde-
pendently from the underlying distribution [48].

Bagging is one of the oldest, more obvious, and most
likely simplest ensemble-based methods, and it has very
maximum performance. Bootstrapped copies of the training
data are used to obtain the diversity of classifiers in bagging
such that different chunks of training data are arbitrarily
chosen from the entire training dataset, with substitution.
Each subset of training data is utilized to train a particular
sort of classifier. Individual classifiers are then merged using
a simple majority vote. By resampling the data, boosting also
produces an ensemble of classifiers, which are subsequently

Table 1: Features considered in machine vision systems for food grain quality evaluation.

S. no. Features Application Grain References
1 Morphology Variety-based classification Rice [34–36]
2 Color Identification of microbial infection Popcorn [37]
3 Morphology + color Variety-based classification Chickpea [38, 39]
4 Morphology Variety-based classification Wheat [40, 41]
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Figure 1: Count of different wheat seed varieties.
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merged by majority vote. Resampling, on the other hand, is
used deliberately in boosting to give the most useful training
data for each subsequent classifier.

We applied a hard voting classifier, which means that the
forecasted output class is the one that obtains the most votes.
)ree classifiers predicted the output wheat classes Kama,
Rosa, and Canadian, and most of them anticipated Kama
wheat variety as the result. As a result, the ultimate forecast
will be Kama wheat.

3.3. Experimental Setup. Python3 libraries such as NumPy,
SciPy, scikit-learn, Keras, pandas, and Matplotlib are
utilized to perform the categorization through ML
models. Scikit-learn appears to be the most user-friendly
and reliable machine learning library [49, 50]. )e
foundations of this package are NumPy, SciPy, and
Matplotlib. )e results of the dataset analysis, as well as
the model’s training and testing using numerous feature

extractions are presented in this section. Figure 2 shows
the classification process.

3.4. Performance Evaluation Matrix. To measure the effec-
tiveness of the classifier, a confusion matrix is required,
which provides the number of accurate and wrong pre-
dictions based on known true values. It shows true positive
(TP): actual value is true and model predicted it true, true
negative (TN): both actual value and predicted value are
false, false positive (FP): actual value is false but model
predicted it true, and false negative (FN): actual value is true
but model predicted it as false.

Accuracy: accuracy is the measure of how often a model
has predicted the right value as per the given input. But
it does not give detailed information regarding FP and
FN. For some applications where FP and FN are
considerable, F1-score and recall play a very important
role. Accuracy is calculated by

accuracy �
true positive + true negative

true positive + true negative + false positive + false negative
. (1)

Precision: this evaluation parameter tells how fre-
quently a model predicts true positive. )e low value of
precision infers high false positives. Formula for cal-
culating precision is as follows:

precision �
TP

TP + FP
, (2)

Recall: this parameter gives information regarding how
often a model predicts false negatives. )e low value of
recall means the model predicted high false negatives.
Formula for calculating recall is as follows:

recall �
TP + TN
TP + FN

. (3)

F1-score: the F1-score is calculated by combining both
precision and recall. )at is, a high F1 score indicates a
low number of false positives and false negatives, which
infers that the model is accurately detecting actual
threats and are not bothered by false alarms. )e
formula for calculating the F1 score is

F1 − score � 2∗
precision∗ recall
precision + recall

. (4)

4. Result

Results present the evaluation of considered four ML
models: KNN, Naive Bayes, CART, and ensemble method.
For evaluating models, we have divided the collected data
into 70% for the training set and 30% for the testing set. )e
wheat classes Kama, Rosa, and Canadian have been assigned
numbers 1, 2, and 3, correspondingly. )e results of all
considered algorithms are evaluated based on recall, pre-
cision, F1-score, and accuracy. Tables 3–7 show the value of
these parameters for KNN, Naive Bayes, CART, and en-
semble method, respectively. Figures 3–6 show the confu-
sion matrix for KNN, Naive Bayes, CART, and ensemble
method, respectively. )e accuracy determined for KNN,
decision, and Naive Bayes classifiers is 92 percent, 94 per-
cent, and 92 percent, respectively, according to the data.
Ensemble classifier, which makes decisions based on hard
voting, has the best accuracy of 95 percent.

Table 2: Sample from wheat seed dataset.

Area of wheat Perimeter of wheat Compactness Kernel length Kernel width Asymmetry coefficient Kernel groove length Classes
18.55 16.22 0.8865 6.153 3.674 1.738 5.894 2
19.15 16.45 0.889 6.245 3.815 3.084 6.185 2
14.11 14.1 0.8911 5.42 3.302 2.7 5 1
20.88 17.05 0.9031 6.45 4.032 5.016 6.321 2
11.84 13.21 0.8521 5.175 2.836 3.598 5.044 3
11.87 13.02 0.8795 5.132 2.953 3.597 5.132 3
15.78 14.91 0.8923 5.674 3.434 5.593 5.136 1
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5. Discussion

To implement the KNN, we use the scikit-learn
K-neighbors classifier. As an input parameter, the ap-
proach requires the number of neighbors. We can

determine the wheat seed category by simply changing the
number of neighbors. With this procedure, 92% accuracy
is attained. )e accuracy of building a CART using the
scikit-learn is 94 percent. We used the scikit-learn
Gaussian NB classifier and 92% accuracy is attained. We

Table 3: Result of wheat seed classification using KNN.

Class Precision Recall F1-score Support
1 0.9 0.86 0.88 22
2 0.92 0.96 0.94 23
3 0.94 0.94 0.94 18
Avg/total 0.92 0.92 0.92 63

Table 4: Result of wheat seed classification using CART.

Class Precision Recall F1-score Support
1 0.91 0.91 0.91 22
2 0.96 0.96 0.96 23
3 0.94 0.94 0.94 18
Avg/total 0.94 0.94 0.94 63

Table 5: Result of wheat seed classification using NB.

Class Precision Recall F1-score Support
1 0.87 0.91 0.89 22
2 1 0.91 0.95 23
3 0.89 0.94 0.92 18
Avg/total 0.92 0.92 0.92 63

Table 6: Hard voting in ensemble method.

S. no. KNN CART Naive Bayes (NB) Ensemble method
1 1 3 1 1
2 3 2 3 3
3 2 2 3 2
4 3 3 1 3

Table 7: Result of wheat seed classification using ensemble method.

Class Precision Recall F1-score Support
1 0.91 0.95 0.93 22
2 1 0.96 0.98 23
3 0.94 0.94 0.94 18
Avg/total 0.95 0.95 0.95 63

Algorithms ClassesParemeters

• Area of wheat
• Perimeter of 

wheat
• Compactness

• Kernel width
• Asymmetry

coeff.
• Kernel groove

length
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• Naive Bays
• Decision Tree
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 Method

• Kama
• Rosa
• Canadian

• Kernel length

Figure 2: )e block diagram of the classification process.
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have achieved 95% accuracy using the ensemble method.
Based on machine learning, a model for predicting de-
termining factors of seeds has been created. )e precision,

recall, and F1 score of wheat seed dataset categorization
using K-neighbors classifier (KNN), classification and
regression trees (CART), Gaussian NB (NB), and
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Figure 3: Confusion matrix (KNN).
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ensemble method are compared in Table 8. Table 9 shows
the summary of various classifiers accuracy. A chart is also
presented to compare the accuracy of various methods in
Figure 7 which shows the summary of various classifier
accuracy.

6. Conclusion

Machine learning approaches in grain seed analysis and
classification are playing a very important role. )e major
challenge in seed classification is the very minute difference

between different categories of seeds. )e accuracy of pre-
dictions with this challenge is improved by utilizing the
concepts of ensemble learning. Wheat seed classification by
considering seven independent features area, perimeter,
compactness, kernel length, kernel width, asymmetry co-
efficient, and kernel groove length is presented in the paper.
)e ensemble machine learning approach with bagging and
hard voting is utilized to best fit the classifier. )ree machine
learning algorithms K-nearest neighbors classifier (KNN),
classification and regression trees (CART), and Gaussian NB
(NB) are also implemented to compare the results. )e
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Figure 6: Confusion matrix (ensemble method).

Table 9: Summary of various classifiers accuracy.

Classifier Accuracy (%)
KNN 92
CART 94
NB 92
Ensemble 95

Table 8: Comparison between precision, recall, and F1-score

Classifier Precision Recall F1-score
KNN 0.92 0.92 0.92
CART 0.94 0.94 0.94
NB 0.92 0.92 0.92
Ensemble 0.95 0.95 0.95

Ensemble

Ensemble

NB

NB

DT

DT

KNN

90 91 92

92% 94% 92% 95%

93 94 95 96

Accuracy

Accuracy
KNN

%

Figure 7: Summary of various classifier accuracy.
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results reveal that the accuracy calculated for KNN, decision,
and Näıve Bayes classifiers are 92%, 94%, and 92%, re-
spectively. )e highest accuracy 95% is achieved through the
ensemble classifier in which the decision is made based on
hard voting. In the future, we can use other classification
algorithms to improve accuracy.
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,is work is to develop an effective trunk support stability training program, thereby improving the quality of college physical
education. First, the advantages and characteristics of trunk support stability training are analyzed under the physiological basis
and biomechanical basis of trunk support stability training. ,en, the trunk support stability training program is developed to
train the stability, strength, and balance of the sprint athletes’ shoulder, trunk, and buttocks musculature, as well as the control
ability of the limbs. Twenty undergraduates in the track and field sprint special class of Xi’an Physical Education University are
recruited and rolled into experimental group and control group, each with 10 students, and trained for 8weeks. Finally, functional
movement screen (FMS), postshot throw, level-ten stepping tests, and sprint tests (30m, 60m, and 100m) are performed. ,e
results show that before the start of the experiment, there is no considerable difference in the score comparison between ex-
perimental group and control group in different test items (P> 0.05). After the experiment, the test scores of level-ten stepping,
postshot throw, and 30m, 60m, and 100m sprint of experimental group are remarkably different within the group (P< 0.05). In
addition, the level-ten stepping and 60m and 100m sprint scores of experimental group and control group have great differences
between the groups, indicating that the trunk support stability training program formulated in this work has a notable effect on
college physically educated students.

1. Introduction

With the rapid development of society, economy, and sci-
ence and technology, the continuous progress of competitive
sports has been promoted, which has led to the formation of
fierce competition among many sports [1]. Under the
combined action of many factors, the competitive level of
sports athletes has also been continuously improved, and the
dynamic performance of many athletes is basically close to
the limit of human beings. It is because of the need for the
comprehensive development of athletes’ competitiveness.
Moreover, higher and higher requirements for special sports
capabilities are also important reasons, which are very
important influencing factors [2, 3]. ,rough scientific
training, athletes strive to achieve excellent results in sports

competitions, but they must also avoid physical injury as
much as possible [4]. Based on the basic theory of modern
sports function training, the performance of athletes is at-
tributed to different sports techniques, and the basis of
controlling body posture and ensuring sports quality is the
stability of trunk support [5].

,e concept of trunk support stabilization first appeared
in Europe and was first used in the medical field to treat low
back pain and chiropractic. Researchers first proposed that
the components of the trunk supports were the spine,
thoracic-abdominal cavity, and erector spinal muscles. ,e
erector spinae can absorb external forces to maintain the
elasticity of the spine and its central position. ,e benign
feedback canmaintain the stability of the trunk supports and
avoid low back pain [6]. At the end of the twentieth century,
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the theory of trunk support stability was used in sports
rehabilitation and competitive sports. ,e strength of
football players’ trunk supports was tested, and different
parts of the trunk were affected by the training intensity. ,e
strength of the torso pillar played a vital role in promoting
the action performance of football players [7]. ,e key to
athletes’ ability to transmit power and performance
smoothly is having a strong and stable core. Trunk support
stability training was an indispensable training method for
athletes [8]. In China’s competitive sports, teams such as the
national team and the provincial team will conduct trunk
support and stability training. ,rough this training, re-
markable results have been achieved in swimming and track
and field. Some researchers pointed out that more muscle
fibers could be generated through training to solve unstable
factors of the trunk, and the nervous system could also be
trained to react quickly and obtain precise control capa-
bilities. However, under normal circumstances, trunk sup-
port and stability training are difficult. Even advanced
athletes need to train step by step to improve their ability.
Trunk support stability training can promote the acqui-
sition of special sports skills [9]. At present, there are
relatively few research studies on sprint athletes’ trunk
support and stability training in the field of track. ,ere
are only studies on the accelerated running technology of
sprint athletes but very little research on the special
abilities of sprint athletes.

,e physiological and biomechanical basis of trunk
support stability training is analyzed, and a special trunk
support stability training program for college sports students
is innovatively formulated. Moreover, it is compared with
the traditional trunk strength training program, to verify the
feasibility and effectiveness of the program and provide
experimental basis for improving the quality of college
physical education.

2. Methods

2.1. "e Scientific Mechanism of Trunk Support Stability
Training. ,e core function of trunk support and stability
training is to improve the strength, balance, and stability of
the muscles between the shoulders and buttocks. ,e main
feature is that it can maintain the stability and erection of the
athlete’s spine and pelvis and improve the stability and
balance of the body, thereby greatly improving the efficiency
of energy transfer from the trunk to the limbs. In addition, it
can prevent physical injuries in sports and improve the
sports performance of athletes [10].,emain purpose of this
study is improving the subjects’ basic abilities such as sta-
bility, strength, balance, and speed, as well as gradually
improving the relationship between the trunk muscles and

the limbs, thus enhancing the motor function of the limbs.
,e advantages of trunk support stability training compared
with traditional waist and abdominal muscle strength
training are shown in Table 1.

According to the main idea of sports training, the
training method of trunk support stability is an actual
practice method based on the stability and flexibility of
human body function [11]. In a specific sports environment,
practice methods should be selected according to the
characteristics of the athlete’s core muscle tissue, and special
techniques that adapt to specificity should be developed
under the development of stable balance ability. Studies
pointed out that trunk support stability training can improve
balance and stability, but it cannot improve running balance
and stability [12], which meant that in the trunk support and
stability training, the training program should be matched
with special techniques.

,e physiological basis of trunk support stability training
includes three parts: skeletal ligament system, muscle power
system, and nerve control system. ,e functions of each
system are shown in Table 2.

To develop an efficient trunk support stability training
program, it is necessary to analyze its biomechanical
mechanism. In strength training, the muscles at both ends of
the bones tend to work in the middle. If one end is fixed, the
energy formed by the work at the other end will gradually
approach it [13]. ,erefore, to avoid the occurrence of re-
dundant movements, athletes need to arrange training
content reasonably and effectively and train the proximal
muscles fixedly, letting the distal muscles cooperate and
produce activities, so that the muscles contract faster. To
realize such effect and state, the coach must be able to ac-
curately grasp and control the content of the exercise during
the training process [14]. If there is no scientifically formulated
plan, it will cause other muscles to participate in the activity,
forming a compensation effect and causing the athlete to make
redundant movements. ,e human body consumes too much
energy, which affects the normal performance of athletes’
sports skills and causes sports injuries [15].

Trunk support stability training on sprint athletes can
gradually increase the strength of the athlete’s trunk support,
stabilizes the center of gravity, improves running posture,
enhances energy efficiency, and ultimately improves sports
performance [16]. ,e imbalance of the body is adjusted by
improving the muscle strength of weak parts of sprint
athletes so as to prevent sports injuries.

2.2. Trunk Support Stability Training Plan Formulation.
,e sprint special trunk support and stability training are
aimed at the stability, strength, and balance of sprint athletes’

Table 1: Advantages of trunk support stability training.

Advantages Main content
Status advantage It focuses on the activation and training of deep muscles under unstable conditions
,eoretical advantage ,e power chain theory is taken as the theoretical basis.
Dimensional
advantage

It makes multidimensional connections, optimizes the transmission of strength, and improves the coordination
between body muscles
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shoulder, trunk, and hip musculature, as well as the control
ability of the limbs [17]. Studies show that when athletes hear
a gun, they respond quickly through nerve conduction and
start into the acceleration stage. ,e first starting steps are
particularly important, requiring the extent of the torso to
lean forward in the process of running. ,erefore, it focuses
on the ability of the nervous system to mobilize and control
deep muscles and improve the coordination ability of sprint
athletes with multimuscle groups and multiplanar joints
[18]. ,e subjects selected in the experimental plan are 20
undergraduates in the track and field sprint special class of
Xi’an Physical Education University, which are rolled into an
experimental group and a control group, with 10 students
each. ,ere are eight weeks of training, three times a week
(Monday, Wednesday, and Friday), and the three-day
training plan is shown in Table 3.

(1) ,e trunk support strength training of experimental
group includes hip training (gluteal bridge training, kneeling
hip abduction, and Swiss ball-clip ball to hip), spine and
lumbar training (push bridge, side bridge, and Russian
rotation), and shoulder training (Bosu ball-push-ups and
combined stretching).

,ere are three kinds of hip training. First is gluteal
bridge training. Subjects lie on their back with their knees
bent 90 degrees and then lift their hips, hips, waist, lower
back, and midback in turn. Shoulders and upper back touch
the ground, and upper side of upper body tilts and stabilizes.
When the subject has mastered the weight, he can increase
the amount and strength of the weight by reducing the
support point, raising the other leg to straighten or bend the
leg, and adding unstable equipment. Second is kneeling
position hip abduction. ,e body is in the shape of a four-
legged stool, kneeling, and hooked feet, with the left leg bent

and the knee 90 degrees.With the toe abduction, it returns to
the starting position. ,en, right leg is slowly lifted to the
right so does the left leg. As the subject improves, the bent leg
can be changed into a straight leg to increase the power of
the movement. ,ird is Swiss ball-pinch ball hip turn. ,e
subject should lie on the back, clamp the Swiss ball between
heel and hamstring, clamp the ball between left hip, and
return to starting position clamp the ball between right hip.

,ere are three kinds of spinal and lumbar training. First
is bending bridge. ,e feet and elbows are on the ground,
front feet are on the ground, and back of the body is on a
plane. After the subjects master the static position, the load
can be gradually increased. Second is side bridge. ,e elbow
and feet are on the ground, hips are off the floor, and body is
in a diagonal line. After the subject has mastered the static
side bridge movement, the difficulty and strength can be
increased by raising the upper arms and legs or adding
unstable equipment such as balance pads and Bosu balls.
,ird is the Russian twist.,e subject should lie on the Swiss
ball with his legs bent 90 degrees and his shoulder blades
touching the ball. He should straighten the arms, keep hands
together, tighten the abdominal muscles, and keep torso and
thighs parallel to the floor. ,en, turn right until the hands
are parallel to the floor and return to the starting position
and work backwards.

Shoulder training includes Bosu ball-push up (push up
with Bosu ball support) and combination stretch (feet are
shoulder-width apart, knees bent, arms in T-Y-W-L posi-
tion, the instability equipment is increased as appropriate,
and the strength is gradually increased).

,e limbs are trained for the vertical throw (lifting the
ball over the head and dropping it vertically to the ground),
side throw (holding the ball in both hands and throwing it

Table 2: Physiological basis of trunk support stability training.

Different systems Main functions

Bone ligament
system

,e spine is made up of 26 vertebrae that are connected to ligaments around the spine to maintain stability in
physical activity. When the body moves, its weight and external momentum are transferred from the spine to the
extremities.,e soft tissue between the vertebrae increases the flexibility of the spine, thereby increasing the range of

motion of the entire spine.
Muscle strength
system

Controlling the range of motion and stability of the spine can produce great force. Performing centripetal
movement activates muscles and helps control the angle and stability of the spine.

Neural control
system

Constantly improving the body’s adaptations can improve control of the limbs. ,e nerves of the human body can
control the adjustment of the trunk muscles in the unstable state and tend to stabilize, thus speeding up the nervous

system activity and improving the motor ability.

Table 3: Training plan of experimental group and control group.

Time Group Content

Monday

Experimental
group

Basic (5min)⟶ jogging + stretching + sprint + targeted exercise (25min)⟶ trunk support
stability training (20min) + sprint training (30min)⟶ static stretching (5min).

Control group Basic⟶ running + stretching + sprint + targeted exercises⟶ traditional trunk strength
training + sprint training⟶ static stretching; the training time is the same as experimental group.

Wednesday and
Friday

Experimental
group

Basic (5min)⟶ jogging + stretching + sprint + targeted exercise (40min)⟶ trunk support
stability training (30min) + sprint training (45min)⟶ jogging + static stretching (10min).

Control group Basic⟶ jogging + stretching + sprint + targeted exercises⟶ traditional trunk strength
training + sprint training⟶ jogging + static stretching, the same time as experimental group.
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sideways against the wall with toe forward), and squatting
with weight on one leg (with left leg standing, right leg bent,
right foot lifted back on the Swiss ball, the barbell is held with
both hands and squat on the knees, and the tasks are al-
ternately completed).

(2) ,e traditional trunk strength training methods in
control group include sit-ups, supine alternating leg lifts,
flexion and straight leg abdominal tucks, barbell high turns,
and side bends of the weight bearing body.

2.3. Experimental Testing and Data Analysis Tools. (1) Test
indicators in the experiment are as follows. ,e first is FMS
test [19], which is used to evaluate the quality of the action
mode. ,e subjects’ ability to control and stabilize their
movements is observed through seven basic action modes.
,e second is postshot throw and level-ten stepping, which
reflect the unique strength qualities of sprint athletes, the
continuous explosive ability of the lower limbs, and the
strength of the upper limbs. In addition, they also reflect
the upper and lower limb coordination ability and power
chain transmission ability [20]. ,e third is the sprint test
(30m, 60m, and 100m), which reflects the subjects’
starting ability, acceleration ability, and sprint conversion
ability.

(2) SPSS 26.0 is employed to input and analyze exper-
imental data. Paired sample T test is performed to compare
the differences within group before and after the experi-
ments. Independent sample T test is used to compare be-
tween groups, expressed by mean and variance. P< 0.05
represents statistical significance.

3. Results and Discussion

3.1. Application Effect Evaluation

3.1.1. Research Subject

(1) Experimental Group. 10 subjects are selected for trunk
support strength training. See Table 4 for the specific
information.

(2) Control Group. 10 subjects are selected for traditional
trunk strength training. See Table 5 for the specific
information.

3.1.2. Research Methods. FMS test, postshot throw, level-ten
long jump test, and sprint test are performed on the subjects
in experimental group and control group.

3.1.3. Mathematical Statistics Method. In this paper, ex-
perimental data were input and statistically analyzed using
SPSS17.0, and paired sample T test was used for the pre- and
posterior comparisons of the same group and independent
sample T test for the comparison between the two groups.
,e results are expressed as mean and variance (M sergeant
SD) and are statistically significant as P< 0.05.

3.2. Experimental Results

3.2.1. Comparison of Test Indicators between the Two Groups
before the Experiment. Before the experiment, FMS, post-
shot throw, level-ten long jump, and sprint tests are per-
formed on the subjects in experimental group and control
group. ,e results are shown in Figure 1.

Figure 1 shows that before the experiment, the scores of
the experimental group and the control group in the FMS (a)
test were 17.78± 1.48 and 18.01± 1.78, respectively. In the
FMS (b) test, the scores were 16.78± 2.35 and 17.94± 1.83,
respectively. ,ere was no significant difference between the
two groups (P> 0.05). ,e scores of the two groups were
(29.55± 1.38 and 28.28± 1.46) and (15.16± 1.23 and
14.98± 1.02), respectively, with no significant difference
(P> 0.05). In sprint test C, the speeds of the experimental
group and the control group in the 30m test were 3.87± 0.08
and 3.89± 0.09, respectively. In the 60m test, the speeds
were 6.97± 0.22 and 6.99± 0.09, respectively. In the 100m
test, the velocities were 11.22± 0.18 and 11.33± 0.15, re-
spectively, with no significant difference (P> 0.05).

3.2.2. FMS Test Results of the Two Groups before and after the
Experiment. FMS test results of experimental group and
control group are compared before and after the experiment.
,e results are shown in Figure 2.

Figure 2 shows that the left FMS test score of subjects in
experimental group increases from 17.78 to 19.61, with an
increase of 1.83 points, and there is dramatical difference in
comparison (P< 0.01). ,e right FMS test scores of subjects
in experimental group increase from 16.78 to 19.44, with an

Table 4: Basic Information for control students.

Stature Weight Age Years of exercise
179 83 24 4
176 70 23 4
184 80 23 5
174 65 24 5
185 75 25 6
178 68 21 5
181 73 20 5
177 69 21 5
175 63 22 4
172 61 23 5

Table 5: Basic information of students in the experimental group.

Stature Weight Age Years of exercise
181 83 20 5
176 67 21 6
177 75 22 5
174 67 24 5
183 69 23 4
173 63 23 5
175 66 24 4
179 83 25 5
178 70 21 4
182 80 20 5
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increase of 2.66, with obvious difference (P< 0.01). ,e left
FMS test score of control group increases from 18.01 to
18.72, and the right FMS test score of the control subjects
increases from 17.94 to 18.78, with substantial difference
(P< 0.01). It means that both trunk support and stability
training and traditional trunk strength training can improve
subjects’ FMS performance. ,e difference between the two
groups is not great (P> 0.05), but the improvement of ex-
perimental group is obviously greater than that of control
group.

3.2.3. "e Strength Test Results of the Two Groups before and
after the Experiment. ,e level-ten stepping and postshot
throw test results of experimental group and control group
are compared, and the results are shown in Figure 3.

Figure 3 shows that for the subjects in experimental
group, the level-ten stepping increases from 28.55± 1.34 to
29.15± 1.23, and the contrast is notably different (P< 0.05).

,e postshot throw increases from 14.01± 1.97 to
14.77± 1.72, and the contrast is greatly different (P< 0.05).
For the subjects in control group, the level-ten stepping
increases from 27.28± 1.46 to 27.66± 1.29, and there is no
remarkable difference (P> 0.05). ,e postshot throw in-
creases from 14.01± 0.95 to 14.25± 1.15, without consid-
erable difference (P> 0.05). In addition, there is dramatical
difference in the level-ten stepping results between the two
groups (P< 0.05).

3.2.4. Speed Test Results of the Two Groups before and after
the Experiment. ,e sprint (30m, 60m, and 100m) test
results of experimental group and control group are com-
pared, as shown in Figure 4.

After the subjects are trained according to the formu-
lated plan, the sprint scores of subjects in experimental
group (30m, 60m, and 100m) increase from 3.87 to 3.72 s,
from 6.97 to 6.87 s, and from 11.21 to 11.09 s, respectively

Experience group
Control group

T
P

0

5

10

15

20

N
um

er
ic

al
 v

al
ue

21
Test index

(a)

Experience group
Control group

T
P

43
Test index

0

5

10

15

20

25

30

35

N
um

er
ic

al
 v

al
ue

 (m
)

(b)

Experience group
Control group

T
P

Test index
6 75

0

2

4

6

8

10

12

N
um

er
ic

al
 v

al
ue

 (s
)

(c)

Figure 1: Comparison of the test results between the experimental group and the control group before the experiment. (a) FMS: 1: left, 2:
right; (b) 3: level-ten long jump, 4: shoot; (c) 5 : 30m, 6 : 60m, 7 :100m.
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(Figure 4). ,ere is a notable difference in comparison
(P< 0.05). Under the traditional training program, experi-
mental group and control group only have a remarkable
difference in the 30m training performance (P< 0.05), and
there is no great difference in the 60m and 100m perfor-
mance (P> 0.05). However, for the comparison between the

two groups, there is a considerable difference between the
60m and 100m scores (P< 0.05).

4. Conclusion

,e scientific mechanism of trunk support stability training
is analyzed in this work so do the advantages of trunk
support stability training, the physiological basis of trunk
support stability training, and its biomechanical mechanism.
Moreover, a trunk support stability training program is
developed for sprint athletes, which focuses on the stability,
strength, and balance of sprint athletes’ shoulder, trunk, and
buttocks musculature, as well as the training of limb control
ability. ,en, the test results of trunk support stability
training are compared with those of traditional trunk
strength training. From the results, both trunk support and
stability training and traditional trunk strength training can
improve subjects’ FMS performance. ,ere is no substantial
difference between the two groups, but the improvement of
experimental group is better relative to control group. For
the strength test of subjects, only the level-ten stepping
contrast between groups has a considerable difference,
and the value of postshot throw before and after the
experiment is very obvious. ,e speed difference between
the two groups of subjects is very obvious, especially the
60 m and 100m sprints. However, this work also has
certain shortcomings. ,e experimental plan has a short
period, and most of the students in sports colleges are
national second-level athletes, which makes the results
fail to reflect the actual situation of high-level athletes,
and it needs to be analyzed in the follow-up research
plans.
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the experiment and 2, 4, and 6 represent after the experiment.).
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With the rapid development of software-defined network and network function virtualization technology, the scale of infra-
structure and the number of available resources in cloud platforms continue to grow. It is also be used in AD Visualiser. AD is a
visualisation tool for displaying the atomic decomposition (AD) of OWL ontologies. As the size of ontologies increases, ontology
engineers become more difficult to understand and reuse ontologies. Atomic decomposition (AD) is a modular structure to help
ontology engineers modularly manage ontologies. It decomposes ontologies into sets of atoms, with dependency, based on
modules that provide strong logical guarantees (such as locality-based modules). *is paper describes the design and imple-
mentation process of AD Visualiser and discusses its usability for ontology engineers in their daily work. For example, using AD
Visualiser, ontology engineers avoid choosing signatures and determining the extraction results. *ey can extract modules very
simply and faster. Besides, the graph of AD’s modular structure should be helpful for engineers to intuitively explore and
comprehend ontologies.

1. Introduction

In recent decades, ontologies have progressively attracted
the attention of researchers and engineers due to their
unique knowledge expression in their field or industry [1].
Ontologies are widely used in many application fields, such
as agent systems [2], knowledge management systems [3],
and e-commerce platforms [4]. *ey can produce natural
language, integrate intelligent information, and provide
semantic-based access to the web. Additionally, they can also
be used to extract data from texts in addition to many other
applications to declare the knowledge embedded in them
explicitly [5]. Besides casual ontology users, ontology experts
even have been challenged to deal with the tasks of design,
maintenance, reuse, and integration of complex ontologies.
For example, in the medical industry, Systematized No-
menclature of Medicine – Clinical Terms (SNOMED CT)
[6], Foundational Model of Anatomy (FMA) Ontology [7],
and Gene Ontology (GO) are famous large ontologies. *eir
size also increases with the expansion of knowledge, which
makes them difficult to comprehend, edit, and use. For

example, FMA contains a large amount of knowledge that is
irrelevant to a particular application area, such as anatomy.
In this case, an increasing number of methodologies and
tools have been developed to support ontology-related work.

When creating ontologies, designers may be experts in
one field but is not familiar with other fields. Especially for
medium and large ontologies, such problems are more
common. Take the FMA ontology as an example; when
expanding the knowledge related to body structure, if the
creator only knows the bones but not the skin, then the most
straightforward and cheapest method is to obtain a subset of
the skin from existing ontologies. In addition, when using
FMA ontology, the dermatologist may not need orthopae-
dic-related knowledge. *e fastest and direct method is to
extract a subset of the dermatological knowledge from the
original ontology. *erefore, both in the process of creating
and using an ontology, it is helpful for ontology engineers to
extract a subset of knowledge about a specific term from the
existing ontology. In order to complete this task better, the
module extraction of ontologies have been explored in re-
cent years [8]. Syntactic locality-based module extraction
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(ME) [9] is a module extraction algorithm. Its module ex-
traction time linearly depends on the size of the ontology.
However, for medium and large ontologies, there are some
disadvantages in extracting modules directly from the on-
tology [10]. First, loading the file into the memory for
subsequent ME will cause much delay. For example, GO’s
OWL file exceeds 200MB, and pre-loading it into the main
memory will cause a great burden on the memory. Second, the
conventionalME algorithm checks the relevance of every piece
of knowledge in the ontology, which wastes lots of time.*ird,
it is difficult to determine the content of the extracted module.
For example, the user only uses the term bone to extract the
module from FMA ontology through ME. *e result is un-
predictable and may be different from the user’s wishes. One
way to solve this problem is modularisation of ontologies.

Atomic decomposition (AD) is a fine-grained, well-
connected, and easily computable modular structure based
on modules that provide strong logical properties, such as
locality-based modules (LBMs) [11]. In the case that AD of
an ontology shows in text form, people uneasy directly
discover the internal connection between the overall
structure and the decomposition results. Intuitively, dis-
playing AD in graphical forms can make it more straight-
forward and more accessible for people to understand the
structure and internal relations of the results [12]. However,
displaying only graphical AD is less likely to display com-
plete information or directly help people extract modules.
*erefore, in order to improve the usability of tools, it is
essential to add features allowing users to explore and in-
teract with images. So far, it has been challenging to find an
AD visualisation tool that meets the assumptions afore-
mentioned, so we decided to develop such software called
AD Visualiser to fill the gap.

2. Background

2.1. Description Logics. Description logics (DLs) are a family
of knowledge depiction languages that describe a specific
domain’s knowledge in a well-structured and easy-under-
stood form [13]. Generally, a DL is a decidable fragment of
first-order logic (FOL) [14]. FOL is a standard for the
formalising of mathematics into first-order formulas
(named axioms). *en, it can be said that the DL is a
syntactically restricted subset of axioms in which truth is
computable. From the perspective of knowledge represen-
tation, DLs typically contain two main parts of domain
knowledge: a terminological part called the TBox (T) and the
assertional part called the ABox (A). *e union of these two
is called a knowledge base (K) [13]. Among them, the TBox
represents knowledge about the structure of the domain
(similar to the schema in JSON, XML, or database), while the
ABox is about a concrete scenario (akin to the data in JSON,
XML, or database).

Example 1 shows the knowledge base of the juice domain
(1–14 from ABox and 15 and16 from TBox).

Example 1
Juice� { α1: Apple ⊑Fruit,
α2: Orange ⊑Fruit,

α3: Adult ⊑Person,
α4: Child ⊑Person,
α5: Carrot ⊑ Vegetable,
α6: Tomato ⊑ Vegetable,
α7: NamedJuice⊑Juice,
α8: ChildJuice ⊑NamedJuiceH∃hasTagetPerson.Child,
α9: FruitJuice ⊑ JuiceH∃hasIngredient.Fruit,
α10: AppleJuice ⊑ FruitJuice H∃hasIngredient.Apple,
α11: OrangeJuice ⊑ FruitJuice
H∃hasIngredient.Orange,
α12: VegetableJuice ⊑
JuiceH∃hasIngredient.Vegetable,
α13: CarrotJuice ⊑ VegetableJuice
H∃hasIngredient.Carrot,
α14: TomatoJuice ⊑ VegetableJuice
H∃hasIngredient.Tomato,
α15: Bobby: Child,
α16: (Bobby, ChildJuice):: likes
}

To the semantics of DL is defined in terms of an in-
terpretation I � (“21600” o:spt� “75” o:preferrelative� “t”
path� “m@4@5l@4@11@9@11@9@5xe” filled� “f”
stroked� “f”> ΔI, ·I). *e interpretation domain ΔI is a
nonempty set, and an interpretation function ·I that maps
each atomic concept A to a subset AI of ΔI, each atomic role
r to a binary relation rI on ΔI ×ΔI, and each individual a to
an element aI ∈ΔI [13].

Different DL languages use different sets of constructors,
which distinguish and limit the expressive power of this DL.
*e two main DLs cited throughout this project are ALC

and SROIQ. *e constructors allowed in the language, their
syntax, and their semantics are described in Table 1, where
CI is the extension of C in I and b ∈ ∆I is an r-filler of a in I if
(a, b) ∈ rI.

*e logic-based semantics of DLs make each statement
to be well-defined and easy to share, so it is easy to judge
whether a knowledge base entails a piece of knowledge. DLs
use the standard entailment symbol “|� ” because the se-
mantics of entailment in DL coincides with FOL [13]. En-
tailment is a deduction or implication, that is, some axioms
are logically derived from or implied by other axioms.

2.2. Ontology. In computer science, the term ontology
typically represents a formal, explicit specification of a
conceptual model specified using some ontology languages
[15]. To be more specific, the ontology denotes a computer-
processable and well-defined knowledge description form
about concepts and their interrelationships. Previous on-
tology languages are generally based on semantic networks
and frames. In contrast, recently, a majority of ontology
languages is based on DLs [16]. An ontology can be viewed
as a knowledge base. *erefore, an ontology can be regarded
as a finite set of axioms. So we can call Example 1 juice
ontology.
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*e backbone of ontology entails a generalization/spe-
cialization hierarchy of concepts, such as taxonomy. *is
example can be described in lots of ontology languages. In
particular, the most concerned language in this project is
Web Ontology Language (OWL), a state-of-the-art semantic
web language standardized by the World Wide Web Con-
sortium (W3C). OWL uses its own grammar to explain the
grammar in DL, but such a grammatical sentence is too long
and complicated. In order to facilitate users to understand
the meaning of the content, AD Visualiser uses Manchester
syntax, which is a user-friendly compact syntax of OWL
ontologies. It is frame-based, contrary to other axiom-based
syntaxes of OWL. *is project involves these three kinds of
syntaxes in total. Example2.2.1 borrows the DL syntax. *e
OWL syntax is mostly used in OWL files. For the conve-
nience of users to read and understand, the software uses the
Manchester syntax on the user interface. *e comparison of
the DL, OWL, and Manchester syntaxes is shown in Table 2.

2.3. Module. Given a seed signature Σ, a module M is a
subset of the ontology O. *erefore, for all axioms with
terms only from the signature, we have M |� a if O |� a. As
the usability of OWL ontology continues to improve, some
of them already contain thousands of concepts. Medium to
large ontologies generally contains more than 30,000 axioms
(such as gene ontology, including 558,760 axioms [17]). As a
result, these posed some major challenges to the entire
development process of the ontology, such as understand-
ing, editing, and debugging. As a subset of ontology,
modules can be used to share and reuse parts of ontology. In
recent years, several approaches to ontology module ex-
traction and ontology modularisation have been explored.
For these tasks, the most fundamental question is which
module to choose as the basis. *is project focuses on lo-
cality-based modules (LBMs), a family of logical modules

that provide strong logical guarantees. Compared with other
module types, they are proved to be more suitable for
module extraction [8]. *e reasons are that they are easy to
obtain, are computationally efficient, and has been imple-
mented and used to extract modules [18]. Besides, LBMs are
as expressive as SROIQ: they provide necessary and unique
features (called logical guarantee), such as coverage, self-
contained functions, and exhaustive functions, which make
the axioms locality. In other words, for each axiom, whether
it is included in the module or not, it must be independent of
other axioms. *ey strike a perfect balance between the
computable and the minimal.*is means that given the seed
signature, although the LBM extracted from the ontology
possibly contains axioms that are not relevant to the sig-
nature, the extraction time is truly short.

2.4. Atomic Decomposition. Atomic decomposition (AD) is
a method of decomposing ontology into modules and of-
fering a modular structure. Using LBMs as the basis, AD
divides an ontology into numerous portions, called atoms,
which have a dependency relationship in pairs. An atom is a
set of axioms that always cooccur in a module. *us, any Σ
−module either contains all axioms in the atom or does not
contain any axioms. Dependency relation means that all
modules containing atom a must also contain atom b,
meaning that atom a depends on atom b.

All atoms of the ontology are represented as A(O); then
each atom in A(O) is disjoint with any another one. Atoms
are maximal subsets of axioms that are not separated by any
Σ −module. *e definition of the genuine module is that a Σ
−module that cannot be decomposed as the union of two or
more incomparable modules. *erefore, every module can
be obtained as the union of suitable genuine modules. In this
sense, atoms are genuine modules; thus, a new module can
be obtained with the union of atoms.

Table 1: DLs semantics.

Language Name Syntax Semantics
ALC Top ⊤ ΔI

Bottom ⊥ ∅
Intersection C⊓D CI∩DI

Atomic negation A ΔI∖AI

Limited
Existential

Quantification value ∃r a ∈ ΔI ∣ ∃b · (a, b) ∈ rI 

Restriction ∀r.C a ∈ ΔI ∣ ∀b.(a, b) ∈ rI⟶ b ∈ CI 

SROIQ Union C⊔D CI⋃DI

Negation C ΔI∖CI

Role chain ∘ r ∘ s⊑t
Nominal a{ } a{ }I⊆ΔI with# a{ }I � 1
Inverse
Role r− (a, b) ∈ ΔI∧ΔI ∣ (a, b) ∈ rI 

Unqualified ≥nr a ∈ ΔI ∣ # binΔI ∣ (a, b) ∈ rI ≥ n 

Number ≤nr a ∈ ΔI ∣ # binΔI ∣ (a, b) ∈ rI ≤ n 

Restriction � nr a ∈ ΔI ∣ # bin ΔI ‖ (a, b) ∈ rI} � n}

Qualified ≥nr.C a ∈ ΔI ∣ # b ∈ CI ≥ n 

Number ≤nr.C a ∈ ΔI ∣ # b ∈ CI ≤ n 

Restriction � nr.C a ∈ ΔI ∣ # b ∈ CI  � n 
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*e definition of dependency is a binary relation be-
tween atoms in terms of cooccurrence in modules. *e
relation is a partial order: if both a depends on b, and b
depends on a hold, consequently a� b.We use > for the strict
partial order underlying ≤. We can use the standard notions
of a principal ideal (a downwards closed subset of a partially
ordered set) and an antichain:

(1) *e poset (A(O), >) is denoted as atomic decom-
position (AD) of O.

(2) *e principal ideal of an atom a ∈ A(O) is the set ↓ a:
� {b|a ≤ b}.

(3) An antichain of atoms is a set B ⊆ O such that a Ç b
for any two distinct.

An ontology’s modular structure is determined by all
modules and interrelations of the ontology or at least a
suitable subset thereof [11]. *is modular structure is based
on two fundamental notions: (a) an atom of the input
ontology O is a maximal subset of axioms that are never
separated by any module of O and (b) the dependency
relation between atoms of O captures a further kind of
cohesion and allows for a natural definition of basic modules
of O. Consequently, the atoms of O are O’s highly cohesive
and low-couple subsets, and the number of axioms in O
bounds that of atoms. Because AD is based on LBMs, it
also has three types corresponding to the notions of locality
(⊥ bot, ⊥ top, and T⊥∗ nested).

2.5. Existing Ontology Visualisers. A number of software
provides developers with a standard ontology development
environment, such as Prote´ge´ [19], SWOOP [20], and
OntoTrack [21]. *ese tools can assist users in completing
ontology-related work in the text form. For humans,
however, the text is not as intuitive as images. Hence, with
the rise of ontology, ontology visualisation software has
received widespread attention as a method of giving in-
formation well-defined meaning.

In the last couple of years, with the popularity of on-
tologies, a variety of ontology visualisation tools have been
developed.*ere are mainly two ways to realise them: a plug-
in of the ontology editor Prote´ge´ and a standalone web
application. But visual tools for AD of ontologies are still

scarce, one of which is a tiny visual tool for AD; it is a part of
Nicolas Matentzoglu’s framework, named Katana [22]. It only
illustrates the AD as a graph without any further operation or
information. However, the image gives viewers an insight to
consider the structure of ontologies. Since AD is a modular
structure of an ontology, the characteristics of the visible
results of the software and the overall design concept of the
software can be learned and referenced in the AD visual-
isation tool. *e following are three representative software.

2.5.1. Graph Visualisation of Ontologies. *e graphs are
typically laid out in force-directed, radial or hierarchical way,
which usually produce appealing visualisations. However,
only a few visualisations show complete ontology informa-
tion. For example, KC-Viz [23], OWLViz [24], and OntoGraf
[25] showmerely the class hierarchy of ontologies. Numerous
works provide more comprehensive graph visualisations that
represent all critical elements of ontologies. For example,
TGViz [26] and NavigOWL [27] use easy to understandable
node-link diagrams where all nodes and links are in different
colours. Other than that, 3D-graph visualisations for ontol-
ogies, such as OntoSphere and Onto3DViz, provide users
with a multidimensional sight to view ontologies.

2.5.2. UML-Based Ontology Visualisations. Unified Mod-
elling Language (UML) is not new to most software engi-
neers. *e benefits of presenting ontology information in
that language form are obvious: engineers can easily un-
derstand and have familiarity with the tools. However, its
disadvantages cannot be ignored: on the one hand, it is
unfriendly to users who are not familiar with UML as some
basic knowledge of UML is required. On the other hand, it is
designed to associate objects in the field of software engi-
neering, and there are some limitations when it comes to the
knowledge presentation domain. For example, ontology
focuses on the description of relationships between classes,
while software engineering focuses on the description of
properties and methods of objects themselves.

2.5.3. Symbol-Based Ontology Visualisations. *e
OWLGrEd Ontology Visualiser (OWLGrEd) [28] is an
online visualiser for OWL ontologies using a compact UML-

Table 2: Comparison of syntaxes.

DL OWL Manchester

T
⊥ ConceptnameRole name
C ¬ C
D HD
HD
∃ r . C
∀ r . C
(≥n r . C)
(≤n r . C)
(�n r . C)

owl:*ing
owl:Nothing Class
Object property

ObjectComplementOf(C)
ObjectUnionOf(C D)

ObjectIntersectionOf(C D)
ObjectSomeValuesOf(C D)
ObjectAllValuesFrom(r C)
ObjectMinCardinality(n r C)
ObjectMaxCardinality(n rC)
ObjectExactCardinality(n rC)

owl:*ing
owl:Nothing

Class
Object property

notC
C or D
C and D
r some D
r only C
r min nC
r max nC

r exactly n C
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based notation. OWLGrEd provides a “bird’s-eye view” of
the ontology to help developers debug ontologies. *e no-
tation of OWLGrEd is UML-style diagrams that most
software engineers are familiar with and easy to use.
OWLGrEd map OWL features to UML concepts, that is,
OWL classes to UML classes, data type properties to class
attributes.

Using defined symbols to explicit splitting rules, symbol-
based ontology visualiser specifies different elements in the
graph.*e visual representation of OWL ontology is a visual
language for ontology representation. It defines the
graphical descriptions of most elements of OWL, and these
are represented as forced graph layouts of visual ontologies
that replace text.

*e Visual Notation for OWL Ontologies (VOWL)
[29, 30] is a type of visual language for the user-oriented
ontologies representation. It provides graphical represen-
tations for elements of the OWL Web Ontology Language.
Not only domain experts but also beginners have the ability
to understand the content of OWL ontology with clearly
specified symbols.

3. Design and Implementation

3.1. Design. *is project aims to create an atomic de-
composition visualiser (AD Visualiser) for ontology en-
gineers to express the AD of large- and medium-sized
ontology intuitively and comprehensively. AD Visualiser
focuses on two parts of the visual representation: one part is
the hierarchical structure of classes and object attributes,
and the other part is the atoms and their relationships. *e
functional design of AD Visualiser is mainly based on the
three ontology-related tasks mentioned in Section 3, to help
users complete tasks-related tasks. AD Visualiser can parse
and display a graph for the AD of an OWL ontology in an
interactive way. For medium and large ontology, the way to
visualise AD is more direct and objective than using other
edit tools such as Prote´ge´, and it offers a method to find
the module related to a signature faster. Users can expe-
ditiously browse the ontology in a modular structure to find
and extract the modules they need. In the reasoning result,
users can quickly see classes, object property hierarchy, and
graphical AD. Users can detect the atom’s information
efficiently in the tool. *ey can recognise the notion of the
modular structure of an ontology, which has the potential
to help users comprehend, share, and maintain ontology.
Users can use it to guide their extraction choices, to un-
derstand its topicality, connectedness, structure, unnec-
essary parts, or differences between actual and intended
modelling. For example, ontology designers can inspect the
modular structure and observe unconnected parts that are
intended to be connected and modelled parts of their
ontology.

Figure 1 depicts the system flow chart. It illustrates the
possible results and corresponding logic of all operations
that the user may perform from the start of the software. In
addition, it also reveals how the tool guides users to explore
the ontology, and what functions the tool provides for users
to interact with the ontology.

3.2. Basic Building Blocks of AD Visualiser. AD Visualiser
uses the OWL API to underpin all ontology management
tasks, including loading, decomposing, and saving ontol-
ogies. *en, it uses Gephi API to draw the graph.

3.2.1. User Interface. Figure 2 shows the user interface (UI)
prototype diagram of AD visualiser that includes the menu
bar, search bar, classes (and object property) hierarchy, and
graphical AD.

*e visualisation of AD is one of the most significant
tasks of ADVisualiser.When displaying image-based AD, in
order to retain and display as many AD functions as pos-
sible, we set the following information conversion method
from text to image. *e features of AD determine the
structure of its graphical result. In the graph, each node
corresponds to an atom in the AD, and each arrow line
between a pair of nodes corresponds to a dependency re-
lationship between two atoms. Moreover, the graph layout
depends on the source data structure so that the graph of AD
can be easily generated. *e reason is that the result of AD is
a partial set, so the graph of AD is the type of directed acyclic
graph (DAG).

In an AD, an atom has many attributes. For example, an
atom’s size is determined by the number of its axioms; an
atom may be top or bottom atom according to its position
(an atom only have dependents may be at the bottom, and
the atom only have dependencies may be at the top); an atom
may have many types of labels (positive Boolean formula
(PBF) label is used in this project, which is a representation
of all seed signatures of the atom’s module with the only
union and intersection constructors). In the program of AD
Visualiser, every node is an object with multiple attributes to
represent the relevant atom’s attributes. *is system defines
a set of visual language systems to help users understand AD
in a visual language way. For example, the node’s size is
relevant to the atom’s size; the node’s position shows the
atom’s position in the AD; the node’s label corresponds to
the atom’s label; and much more. *e features of nodes in a
graph are more intuitive and easy to understand than the
information of atoms in textual AD.

Algorithm 1 shows the process of drawing DAG in AD
Visualiser.

Another important component in AD Visualiser is hi-
erarchy trees of classes and object properties.

Algorithm 2 shows the process of building a classes tree.

3.3. Colour Scheme. Colours play a significant role in
beautifying user interfaces. For example, in graphical AD,
colours are important from differentiating nodes’ positions
to finding the target node to identifying a module. Besides,
elements in the background and foreground of a screen have
to be different colours. If their colours are the same, it is
difficult to identify the foreground elements immediately.
Hence, colours that distinguish with each other are also
meaningful.

Figure 3 illustrates that even the colours of the small
square and background are different, it is still ugly, and
people may feel uncomfortable when looking at them. *e

Scientific Programming 5



reason is that the contrast ratio for the two colours is smaller
than 4.5:1 [31].

If the contrast ratio is higher, the screen looksmore legible
and readable. Moreover, human beings may have different
experiences with the same colour. Some of us have defects in
vision, called colour blindness, which is defined as the in-
ability to distinguish the same colour differences (the most
common ones are red and green or blue and yellow). It is

estimated that 1 in 12 men and 1 in 200 women have such an
unusual colour experience [31]. In order to make these people
have a better experience, AD Visualiser provides a colour
blind mode for users to choose. *e solution for these users is
still to increase the contrast of colours. By using high-contrast
colours, they can distinguish these colours no matter what
actual colours are used. Following these colour matching
rules, the colour scheme of this project is shown in Table 3.
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Figure 1: *e system flow chart.

Figure 2: User interface design.
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In this project, many types of highlights are used to
distinguish the target nodes from others. *e author shows
people’s possible different experiences with colours in the
picture below. *ese include deuteranopia (Figure 4; lack of
green affects about 5% of men), protanopia (Figure 5; red
defects affect about 2.5% of men), tritanopia (Figure 6; blue
defect affects about 0.5% of men), and grayscale (Figure 7;
luminance-preserving grayscale simulation).

3.4. Functionality Introduction. Users can view a graphical
ADof anOWLfile and then explore theAD around or target to
their interested module with a signature. As mentioned before,
amodule is a principal ideal of an atom a; each atom is a unique
set of axioms; and each node in the graph corresponds to an
atom. To quickly find a, every atom has two types of labels,

*e simple label containing all terms in the atom and
positive Boolean formula (PBF) label. Given the terms, the

Input: An Ontology O
Output: A DAG g
(1) ad←AtomicDecomposition(O);
(2) g←DirectedGraph(ad);
(3) graphNodes←0/;
(4) topAtoms←topatoms ∈ ad
(5) dep(atom)←atoms ∈ dependenciesofatom
(6) foreachatom ∈ topAtoms do
(7) graphNodes ← graphNodes ∪ atom;
(8) end for
(9) repeat
10 if atom/graphNodes then

(11) graphNodes ← graphNodes ∪ atom;
(12) endif
(13) if dep(atom)� 0/then
(14) for eachatomChild ∈ dep(atom)do
(15) if atomChild/graphNodes then
(16) graphNodes ← graphNodes ∪ atomChild;
(17) endif
(18) endfor
(19) endif
(20) until add all the atoms in graphNodes of ad
(21) repeat
(22) if ad.getDependencies(atom).size()!� 0then
(23) foreachatomChild ∈ ad.getDependencies(atom)do
(24) g.addEdge(atom, atomChild);
(25) endfor
(26) endif
(27) until draw all the edges
(28) show the result g;

ALGORITHM 1: DAG drawing algorithm.

Input: An OntologyO
Output: A DAGgraph
(1) supperClass ← owl: :ing;
(2) supper ← Node sup perClass;
(3) repeat
(4) if subClasses (supperClass) ≠∅&& owl : Nothing ∉ subClasses (supperClass)
then
(5) foreachsubClass ∈ subClasses(supperClass)do
(6) subNode ← subClass
(7) supperNode.addSubNode(subNode);
(8) supperClass ← subClass;
(9) endfor
(10) endif
(11) until add all the classes as nodes in the tree
(12) show the result tree;

ALGORITHM 2: Tree building algorithm.
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tool calculates each atom’s PBF label and then highlights
true-result corresponding nodes. With a, users can explore
the genuine module and extract it until they feel satisfied.

*ese are three solutions to tasks mentioned in Section
3.2:

(i) Ontologists not only have a bird’s-eye view of an
ontology with a modular structure but also can
focus on a small part of an ontology. Additionally,
they have the opportunity to check each atom’s
information. Hence, we suppose this tool is helpful
for them to refine ontologies.

(ii) A feasible way to merge ontologies is to import
other ontologies from the web. After merging, de-
signers can find, and the term may be involved in
many small ontologies to check whether or not they
are intended in the final big ontology. Conse-
quently, we suppose this tool should be useful for
ontology merging.

(iii) Developers have the opportunity to explore an
ontology with terms and extract their interesting
modules from an ontology in AD Visualiser.

*at is pretty helpful for them to reuse the ontology
flexibly.

3.5. Implementation

3.5.1. User Interface. Figure 8 depicts the layout of AD
Visualiser’s user interface. It depends on the GridBagLayout
[32], a type of flexible layout manager provided by the Java
platform.

Figure 9 displays the grid for the user interface. As shown
in the screenshot, the grid has two rows and four columns.
All the components are in the grid except the menu bar fixed
at the top of the window. Particularly, the panel in the lower
right corner spans three columns.

Using juice ontology as an example, Figure 10 shows
how the DAG looks like in AD Visualiser in which grey
nodes are bottom nodes and the others are yellow.

Figure 3: Colour contrast [31].

Table 3: Colour schema.

Name Colour Application

Green Nodes below connected to a node

Cyan Nodes direct connected to a node

Blue Nodes have hidden subnodes

Yellow Nodes are not bottom nodes

Grey Nodes are bottom nodes

Red1 Nodes contain one term

Red2 Nodes contain two terms

Red3 Nodes contain three terms

Red4 Nodes contain four terms

Red5 Nodes contain five terms

Red6 Nodes contain more than five terms
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Green
Cyan
Blue
Yellow
Grey
Red1
Red2
Red3
Red4
Red5
Red6

Name Colour Application
Nodes below connected to a node
Nodes direct connected to a node

Nodes have hidden subnodes
Nodes are not bottom nodes

Nodes are bottom nodes
Nodes contain one term
Nodes contain two terms

Nodes contain three terms
Nodes contain four terms
Nodes contain five terms

Nodes contain more than five terms

Figure 4: Deuteranopia.
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Blue
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Grey
Red1
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Red3
Red4
Red5
Red6

Name Colour Application
Nodes below connected to a node
Nodes direct connected to a node

Nodes have hidden subnodes
Nodes are not bottom nodes

Nodes are bottom nodes
Nodes contain one term
Nodes contain two terms

Nodes contain three terms
Nodes contain four terms
Nodes contain five terms

Nodes contain more than five terms

Figure 5: Protanopia.
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Nodes direct connected to a node

Nodes have hidden subnodes
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Nodes contain four terms
Nodes contain five terms

Nodes contain more than five terms

Figure 6: Tritanopia.
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Nodes direct connected to a node

Nodes have hidden subnodes
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Nodes are bottom nodes
Nodes contain one term
Nodes contain two terms

Nodes contain three terms
Nodes contain four terms
Nodes contain five terms

Nodes contain more than five terms

Figure 7: Grayscale.
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3.5.2. Search Terms. Figure 11 shows the feedback from AD
Visualiser to users when searching the term carrot.

3.5.3. :e Node Menu in Graphical AD. As shown in Fig-
ure 12, the implementation of the functions in the menu bar
is as follows:

(i) Show Entities. Figure 13 shows the entities of the
highlighted node.

(ii) Explore Neighbourhood. As shown in Figure 14, the
neighbours of the chosen node are cyan.

(iii) Explore All Dependencies. As shown in Figure 15,
the subnodes (all descendants) pointed to by the
selected node are in green.

(iv) Explore Module. As shown in Figure 16, the
“Module Signature” is the signatures obtained

through the seed signature pre-extraction module.
Related signature uses the characteristics of the
directed graph to extract the signatures contained in
the atoms corresponding to the node that is con-
nected to the selected node and the arrow points to
the selected node. When the user adds an atom to
the module, the author uses the same method to add
the signatures of its related atoms to a table, which is
convenient for users to view and operate.

(v) Show or Hide a Node Label. *e label of a node
shows or hides.

(vi) Collapse and Uncollapse a Node Chain through
Exploring All Dependencies. Nodes connected below
the selected node are obtained. As shown in Fig-
ure 17, hiding these nodes can remove these nodes
from the graph.

Figure 8: UI of AD Visualiser.

Figure 9: GridBagLayout.

Figure 10: DAG of juice ontology.
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4. Testing and Evaluation

In the later stages of program development, testing and
evaluation are critical to measuring and improving system
performance. For this project, software testing is divided

into two parts. *e first part is the self-testing of the software
performance: whether it meets the functional requirements
mentioned in Section 3, the operating speed, and efficiency
of the software. *e second part is to invite experts to try the
software and then give the trial experience and opinions.

Figure 11: Search carrot.

Carrot, CarrotJuice

Figure 12: Node menu.

Figure 13: Show entities.
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4.1. Test Design and Implementation. Test Cases Selection.
Since AD is more dependent on logical axioms, the
author deliberately selected some small (including 1,000
logical axioms), medium (including 1,000 to 20,000
logical axioms), and large ontologies (including more
than 20,000 logical axioms) for testing. *rough this
method, it is possible to test the visual results and
functional support of AD Visualiser for ADs of different
sizes ontologies.

Influence Factors. *e length of time to parse the
advertisement depends on the OWL API. Chiara Del
Vescovo, the inventor of AD theory, had tested 357
ontologies; the computing time for half of the ontologies
spend less than 1 second; 95% spend within 2 minutes;

and 99% spend no more than half and 1 hour. Besides, the
length of time for Gehpi API drawing graphical AD and
JTree drawing hierarchy trees depends on Algorithms 1
and 2, respectively. *e author tested six small ontol-
ogies, one medium ontology, and two large ontologies
and individually recorded the time spent in each stage
before the image was displayed. Table 4 illustrates the
performance of the AD visualiser when processing these
ten ontologies. Figure 18 shows the visualisation result of
pizza ontology as a representative of small ontologies.
Figure 19 presents the visualisation result of wbpheno-
type as a representative of medium ontologies, and
Figure 20 displays the visualisation of gene ontology as a
representative of large ontologies.

Carrot,CarrotJuice,Tomato,TomatoJuice

Carrot,CarrotJuice

Fruit,FruitJuice,Person,Vegetable,VegetableJuice,hasIngredient

Figure 14: Explore neighbourhood.

Carrot,CarrotJuice

Fruit,FruitJuice,Person,Vegetable,VegetableJuice,hasIngredient

hasIngredient,isIngredientOf

Figure 15: Highlight all dependencies.

Figure 16: Explore module.

Carrot,CarrotJuice

Figure 17: Collapse a node chain.
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5. Results and Analysis

AD Visualiser fully supports small ontologies; the visual-
isation results are clear; and various functions are fully
supported. For medium-sized ontologies, the graphical ADs
are relatively clear, and users may have a little difficulty in
finding the highlighted nodes. However, users can view
nodes’ information and explore their neighbourhood at will,
and AD Visualiser is also very smooth to use. Moreover, for
large ontologies, the visualisation results are very poor. Users

may have a clear sense of lag in use, and users can hardly find
the highlighted nodes.

Table 4 depicts that the processing time of AD Visualiser
on the ontology increases as the number of logical axioms
(TBox in Table 4 points at the number of ontology’s logical
axioms) in the ontology increases. *ey are approximately
linearly related. Over the first 15 minutes, Uli Sattler in-
troduced the origin and principle of the theory of AD. *en
the author spent some time introducing and showing how to
use ADVisualiser to the audiences. DaveMcComb asked the

Table 4: Processing time.

Name Axioms TBox Atoms Type AD (s) DAG (s) Tree (s) Total (s)

juice 53 33
BOT 13 0.047 1.235 0.074 2.170
TOP 1 0.008 1.001 0.12 1.062
STAR 13 0.018 1.008 0.009 1.065

gfo-basic 479 212
BOT 75 0.080 1.159 0.124 2.183
TOP 2 0.010 1.002 0.032 1.126
STAR 90 1.090 0.039 1.019 1.290

Biblio 332 219
BOT 29 0.012 1.012 0.007 1.076
TOP 197 0.17 1.014 0.009 1.233
STAR 99 0.022 1.017 0.009 1.090

asdphenotype 1,434 283
BOT 283 0.010 2.019 0.022 2.127
TOP 77 0.012 1.004 0.030 1.094
STAR 283 0.010 1.007 1.078

pizza 801 322
BOT 89 0.045 2.030 0.220 2.380
TOP 1 0.011 1.002 0.145 1.215
STAR 91 0.088 2.023 0.118 2.286

gist 664 384
BOT 154 0.135 2.051 0.469 2.821
TOP 5 0.019 1.010 0.472 1.559
STAR 159 0.165 2.075 0.645 2.968

wbphenotype 20,255 3,939
BOT 2581 6.355 31.417 5.471 45.149
TOP 348 286.78 4.823 5.876 40.353
STAR 2774 8.348 25.168 5.179 39.438

fission-yeast 35,968 27,602
BOT 8281 47.143 216.667 190.65 285.153
TOP 20 6.282 1.975 30.7178
STAR 10464 70.385 475.906 182.37 565.964

cell-culture 53,297 33,235
BOT 20058 185.54 441.972 122.22 475.740
TOP 5 7.416 1.606 378.45 48.226
STAR 27481 38.209 435.993 42.804 518.325

gene 558,760 103,676
BOT 43652 1058.634 535.129 2004.321
TOP 1 8.766 1.390 441.792 465.306
STAR 63311 669.733 948.899 478.616 2112.548

Figure 18: *e test of pizza ontology.
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author to extract a module about the term Person. *en, we
checked the personmodule in Protege.*e details are shown
in Figures 21 and 22.

*e result of module extraction surprised all of the
audiences. Even though they are designers andmakers of gist
ontology, they have never thought that so many terms are
related to the term person, and then heated discussions
began. To their surprise, they even wondered that if the
author opened the correct module just extracted. Haoruo
Zhao discovered that the module contains 41 disjoint ax-
ioms, which may be the possible reason for retaining some
much knowledge perhaps, which is attributed to logical
guarantees. *ey thought disjoint is a common and im-
portant relation between axioms, but they were not con-
vinced that this relation has such a powerful influence on the
term or the ontology.

DaveMcComb, the president and cofounder of Semantic
Arts, believes the visualisation of AD is less useful for him.
Instead, the important thing is obtaining a suitable module
from an ontology. He said “the presentation helped me think
a lot in this respect, it did not occur tome until this that there
would have to be some ‘explain’ function that could explain
why a given concept or axiom got included.” In terms of the
task of ontology reusing, he said most existing ontologies are
not reusable. As every OWL ontology has a domain and
range, once the module is extracted out from ontologies’

original context, they are not compatible with others.
Sometimes, ontologists even need to trim the module down
to make it compatible with new ontologies. He supposed
such a complex operation could not be accomplished by a
tool or algorithm automated.

Peter Winstanley, an ontologist in the Semantic Arts and
cochair of the W3C Dataset Exchange Working Group, said
AD Visualiser had stimulated a more in-depth revision of an
ontology, such as gist ontology. Its development tends to be
organic and driven by many stakeholders. He thought AD
Visualiser provides a new insight for his colleagues and him
for their daily work.

Michael Uschold, a senior ontology consultant at Se-
mantic Arts, is an internationally recognised expert with
more than two decades of experience in developing and
transitioning semantic technology from academia to in-
dustry. He pointed out that AD Visualiser cannot be used
immediately in his daily work. *is is because the super-
granularity makes the graphics huge, and then it is not easy
to see at a glance. Such a case is a significant obstacle to the
effective use of images. In this regard, he suggested that
images can be cut into small pieces so that users can see a
magnified view of a specific area. Regarding the functional
requirements of the tool, he hopes that the tool can achieve

Figure 19: *e test of wbphenotype on-tology.

Figure 20: *e test of gene ontology.

Figure 21: Ontology metrics of person module.

Figure 22: Classes hierarchy of person module.
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excellent support for the input of a specific ontology with
hundreds of classes and object properties. After proper
processing, the output is a subset of the gist that should have
everything they need, and nothing else is superfluous.

More than dozens of people attended this online confer-
ence, and they are all experienced engineers working on on-
tology. Most of them are rather interested in AD Visualiser and
its functionality. ForDave’s negative feedback, itmay be because
the author only focuses on introducing the functionality of the
tool in a short period and neglected to introduce the charac-
teristics of visualisation. For example, users can intuitively see
the size of the atom and the relationship between atoms, quickly
find the top and the bottom atoms and exploremore simply and
quickly to extract modules.

6. Conclusion and Discussion

*is project is to develop a Java-based tool called AD Vis-
ualiser to visualise OWL ontology in a modular structure
based on AD theory. Unlike other existing ontology visual-
isation tools that focus on displaying ontology content with
image symbols, ADVisualiser paysmore attention to assisting
users in completing ontology-related tasks. AD Visualiser
allows users to interact with graphical AD in a variety of ways,
such as finding nodes related to terms, obtaining detailed
information about the terms contained in a node, and viewing
the dependency relationship of a node corresponding to the
atom. Its functional design is based on three tasks related to
ontology: ontology refinement, ontology merging, and
original use. At present, it has achieved two specific functions.
One of them is the visualisation of AD that better supports
medium-sized ontology (including 1,000 to 20,000 axioms).
*e ultrafine granularity of AD causes that when the body is
too large, the number of atoms in the imaged AD and the
dependence between atoms are too much, so the current AD
Visualiser’s display effect of its imaged AD is not good.
Another is the support of module extraction with some terms
from the ontology.*is module is encapsulated, which means
that it contains all the knowledge about terms and is inde-
pendent of the original body.

*e limitations have been identified and discussed in
Section 5 based on expert feedback. In the next version of
AD Visualiser, modifications and upgrades will be made
based on these issues.

First of all, it is most important to change the display
mode of the graphical AD. On the one hand, the author
plans to display AD containing less than 100 atoms directly.
For larger AD, take bottom AD as an example. In the be-
ginning, the graphical AD only displays bottom atoms and
then displays related nodes (including terms and the PBF
result is true), and all its dependencies based on the terms are
searched by the user. Besides, they can also explore the
neighbourhood of any node. In this way, AD Visualiser can
support the visualisation of large ontology AD. Users can
focus on the modules related to terms or freely explore AD
from the bottom to up. At the same time, it can also greatly
reduce the computer’s memory consumption and com-
puting time. On the other hand, in the graphical AD, the user
will be able to hide all the nodes above and connect to a node.

In this case, users can hide information they do not care
about. Additionally, a scale will be added to the lower left of
the graphical AD to assist users in zooming in and out.

Next, optimise the colour matching of the software user
interface to enhance the user’s visual experience. *e author
plans to convey the information using as few colours as possible.
*e nodes in the graphical AD are in yellow except the bottom
nodes that are in grey. When the user locates a node related to
the terms, the related nodes are in red. *e more the terms
contained, the darker the red. When exploring the neigh-
bourhood of a node, it and its neighbours are in blue. At the
same time, nodes with unshown neighbourhoods are no longer
in blue.When the node explored by the user has no neighbours,
AD Visuliser will prompt with a symbol and a red text message
next to it. In order to facilitate users to understand the meaning
of different colours, the author plans to record the colour in-
formation in the colour schema item in the help column of the
menu bar for users.

*en, optimise the details of the interface display during the
user module extraction process. When the user selects terms in
the hierarchy trees of classes or object properties or searches for
terms in the search bar, the colour of the icons of the selected
nodes in the hierarchy trees changes to red to show that they are
selected. When the user explores the module according to any
node, the user is allowed to go back and cancel the current
operation after adding a piece of content.

*e author also plans to improve the user experience of
AD Visualiser. One of them is to display a loading bar
between user operations to remind users of the estimated
waiting time, for example, when the user opens an OWL file
and waits for the image to load, when the user locates the
relevant node in the map through terms to refresh the image
content, when the user saves the explored module, and when
the user saves the image of the graphical AD. Althoughmany
tasks will be completed within a few seconds, the flashing
loading bar can also display a kind of feedback to the user’s
operation.

In addition to optimising the existing functions, AD
Visualiser will add new functions to meet user needs (on-
tology refinement, ontology merging, and original use). AD
Visualiser distinguishes the AD atoms of each ontology
referenced by the four colour map theorem with different
colours. Among them, the atoms belonging to multiple
bodies are in colour as a result of colour mixing. *is
function can help users view the status of each component
ontology in the merged ontology. In the future, AD Visu-
aliser may be used as a plug-in for Protege to help more
ontology engineers.
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.e purpose is to explore the influencing factors in English teaching under the new curriculum concept. Teachers and students in a
representative middle school in a city are taken as the research object. First, classroom observations are employed to have a
preliminary understanding of the teaching mode of English reading. .en, a questionnaire survey is conducted to analyze
teachers’ and students’ opinions about English reading education. Besides, some interviews are given to the teachers and the
students for deep study. Subsequently, the results of the survey are analyzed to summarize the factors that affect the effectiveness of
English reading education under the new curriculum concept. .e results show that the influencing factors of the teaching effect
include teachers, students, and teaching materials. Finally, the corresponding strategies are put forward in response to the relevant
problems, and they have a positive effect on promoting the English teaching research. .e research content provides a reference
for middle school English teaching, solves the problems in English teaching, and makes a contribution to improving teachers’
teaching ability in the senior high school.

1. Introduction

After the New Curriculum Standard on Students’ Education
in China was issued, senior high school education made
some progress and achieved development. With the con-
tinuous advancement of the new curriculum standard, the
problems in senior high school teaching have gradually
emerged, and English teaching is no exception [1]. Due to
the further development of English education, English
teaching becomes particularly important, which constitutes
the main part of teaching in senior high school [2]. .e
purpose is to find out the problems in English teaching and
then try to explore and discuss the subjective and objective
factors that affect students’ ability in English teaching with
some experienced teachers, thereby putting forward some
valuable opinions and suggestions on middle school English
teaching from a new perspective.

.e existing problems in English teaching are as follows.
English class is still teacher-centered, and there is no definite

teaching goal; students spend much time doing endless
exercises to improve their scores temporarily; students’
psychological development as well as students themselves is
ignored by teachers [3]. .ere is no long-term effective
feedback mechanism in class, and students only want to
score higher by doing exercises, rather than out of interest;
they cannot employ learning strategies flexibly and do not
have good reading habits; the reading materials offered are
not moderate, and they are boring for students [4, 5].
According to the students’ actual needs, teachers should help
them develop good reading habits, pay attention to students’
personality and psychological development, and strive to
treat them as individuals and help each one achieve their full
potential [6]. In addition, teachers should work in teams,
and each team should be assigned a task. For example, one
team is asked to hold teaching and research meetings; an-
other collects and sorts reading materials, gradually forming
a test database suitable for their students [7]. Middle school
students in cities are more representative with uneven scores
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and receive more education than those in rural areas, and
middle school English is the most basic, so it is convenient to
study the factors that affect the English teaching effect under
the new curriculum concept.

English teachers and students of a senior high school in a
city are selected as the research objects, and the factors
influencing English teaching are studied and analyzed. .e
methods involve a questionnaire and an interview, and the
following three questions are put forward to realize the
research purpose. .e questions are as follows. (1) What is
the current situation of high school English teaching? (2)
What are the factors that affect high school English teaching?
(3) What are the teaching strategies based on the factors?
After the data are collected, sorted, and analyzed, the current
situation of teaching is informed, the factors that affect
English teaching are explored, and the corresponding sug-
gestions to improve high school English teaching are
discussed.

2. English Teaching Design Based on New
Curriculum Concept

2.1. Research Issues. Years of teaching convinces us that there
are some problems in senior high school English teaching. In
recent years, China has issued and implemented the new
curriculum standards, but the problems are not solved fun-
damentally [8]. .e survey shows that students in English class
have no interest in reading, and the major obstacles in doing
exercises are narrow vocabulary, complicated grammar
structures, and difficult contents, which make them flinch
when the students have trouble in English learning, and the
students’ self-motivated language practice activities are rare [9].
In addition, some open classes also show that teachers tend to
pay attention to students with good performance, neglecting
the ones with poor basic knowledge of English. .erefore, the
research content is as follows: the current situation of middle
school English teaching is analyzed; the factors that affect
middle school English teaching are explored; and the strategies
that improve the effect of middle school English teaching are
proposed.

2.2. Research Objects. .e investigated objects are some
students and teachers. 300 students from a middle school in
a city are taken as the research object, and each class has 50
students. .ere are three types of classes in middle school,
and they are rocket class, experimental class, and ordinary
class. Before the experiment, two classes of each type are
selected. Also, 20 English teachers in the third grade of
senior high school are surveyed. According to the re-
searchers, 30 is the minimum sample number, and it makes
sense to have more than 30 samples; the number of the
collected data that is less than 30 cannot form a normal
distribution. .e student’s questionnaires are 300, while the
number of teachers is less than 30. .erefore, teacher’s
English teaching survey is mainly conducted by interviews,
supplemented by questionnaires. 320 students and English
teachers are investigated, and 288 valid questionnaires are
collected, with a percentage of 90%.

2.3. Data Collection. .e first step is to find the right
questionnaire. According to the relevant principles of
questionnaire preparation, the existing questionnaires are
reviewed to determine the form of the questionnaire, and
then the questionnaire is carefully prepared and designed by
combining the actual situation of high school English
teaching..e second is measurement. To ensure the effective
recovery of the questionnaire, a survey is carried out in a
representative senior high school. .e face-to-face ques-
tionnaire is helpful for the respondents to understanding the
problems in time and winning their cooperation. .e third
step is to sort out the test results. .e collected question-
naires are carefully and strictly reviewed, and invalid
questionnaires are eliminated to make the research effective
and scientific [10]. English teachers should strengthen the
learning of English teaching theories at home and abroad,
combine classroom practice, change the traditional teaching
mode, and fully mobilize the enthusiasm of students. .e
present situation of traditional grammar teaching method
should be appropriately changed, the communicative
method should be combined with the situational teaching
method, and the teacher-centered absolute teaching mode
should be changed into the student-centered new teaching
mode to ensure the accuracy of data.

2.4. Classroom Observation. Classroom observations are
undertaken, and the main tasks are observing student’s
vocabulary, their reading proficiency, and teachers’ teaching
strategies. .e results show that teachers pay more attention
to enlarging student’s vocabulary and emphasize the spelling
andmeaning of the new words. In terms of students’ mastery
of word meanings, teachers usually make spot checks in the
classroom and just play the role of supervision. Moreover,
they do not pay enough attention to the connotations of
vocabulary and seldom provide appropriate polysemy ex-
ercises to help students master the deep meaning of vo-
cabulary and its less common usage in context. As for
reading comprehension, teachers’ discourse awareness is not
strong enough to cultivate students’ text sense effectively.
Besides, the reading texts are rarely classified according to
different topics, which is not conducive to improving stu-
dents’ reading efficiency. Students lack the communicative
environment necessary to consolidate and internalize lan-
guage knowledge. Students have few opportunities to use
English outside the classroom. .is is not only true in
schools with good conditions for small classes but also worse
in large classes with poor conditions. Students rely on very
limited opportunities for classroom English communica-
tion. In addition, the students’ cultural background
knowledge reserve is seriously insufficient, and most of what
they understand is the knowledge reflecting Chinese society
and culture and the college life under this background.

3. Data Analysis

3.1. Analysis of the Results of the Survey on Teachers. .e
results of the survey on in-service teachers are shown in
Figure 1.
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.e survey on teacher’s English teaching strategies shows
that 11 teachers hold the idea that appropriate strategies can
improve students’ learning ability, while 7 teachers argue
that the importance of learning should be focused on, rather
than the strategies. Some teachers disagree to emphasize the
importance of English teaching, and they assume that if the
basic knowledge is developed, their performance will be
improved naturally. Also, they think that the teaching theory
has no practical use. In terms of teacher’s English teaching
theory, 10 teachers hold that they should often employ
relevant teaching theories to guide students to read, and 9
teachers attach importance to nonverbal knowledge like
cultural background.

.e survey on teachers’ requirements for students’ ex-
ercise training is shown in Figure 2.

.e survey on teachers’ requirements for students’ ex-
ercise training shows that 10 teachers think that the reading
materials in class are limited and the students need to read
more extracurricular materials as a supplement. About 40%
of the teachers argue that there is no need for training on
reading methods. In the interview, the teachers also
expressed their concern that the reading task could not be
completed in class, leading to some reading problems that
cannot be solved by students themselves. .erefore, a lot of
factors have to be taken into consideration in the imple-
mentation of the teaching plan.

.e survey on teachers’ attitude towards reading is
shown in Figure 3.

.e following can be inferred from Figure 3. Most
teachers thought much concern should be given to the text
structure analysis of reading materials, followed by
teaching students’ reading strategies. Half of the teachers
assumed that the biggest problem is lack of reading ma-
terials. To make the research results more scientific and
comprehensive, interviews are applied for more data.

3.2. Result Analysis of the Survey on Students. .e results of
the focus of the teaching content and question-answering
skills are shown in Figure 4.

Figure 4(a) shows that in the process of teaching, vo-
cabulary and phrases are the ones that teachers think about
the most, followed by grammar. .e skills and training of
reading strategies receive little attention from the students.
Only six students thought that teachers focused on cultural
background in English teaching. Figure 4(b) indicates that
the teachers give some guidance to the students’ answering
skills, which includes guessing the meaning of words
according to the context, grasping the key sentences, and
paying attention to the turning words. .ey are the three
most commonly used in answering questions. It is noticed
that only 19 students chose the option of “all of the above,”
which shows that the teachers give students reading strategy
guidance in reading education, but the guidance is
inadequate.

.e interaction between teachers and students in
teaching class and students’ interest in English reading are
shown in Figure 5.

In terms of the interaction in English class, 53% of the
students hold that there is little interaction between teachers
and students in reading education, 31% think that teachers
occasionally interact with students, and only 14% think that
teachers often interact with students. As for students’ in-
terest and attitude towards English reading, only 30 students
are very interested in reading, accounting for only about
10%. More than 20% of the students are interested in
reading. However, more than 40% of the students are not
interested in reading.

.e attitude towards English learning and the students’
learning motivation are shown in Figure 6.

As for the students’ attitude towards English learn-
ing, 107 think that learning English is boring, and they
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chose the option casually. 74 students did not finish
answering the questions on the questionnaire. Only 34
students actively read, wanted to expand their knowl-
edge, and did extra exercises for ability training.
According to the results of the motivation for learning
English, 160 students hope to improve their reading
ability and test scores through practice, while only 26
students want to do exercises for the improvement of
their reading ability, which is opposite to the original
educational objective.

.e results of the survey on students’ habit and the
obstacles in the learning process are shown in Figure 7.

About 13% of the students chose “no such habit,” and
23% read or read with the help of the moving nib. 34% said
that they first translated the reading content into Chinese
and then thought about the questions; 30% said that they
repeated their reading back and forth in the process of
reading without missing any words..e results of the survey
on English learning obstacles prove that more than one-
third of the students thought that they have narrow vo-
cabulary and poor grammar knowledge, which are the
biggest obstacles in English learning. .e second option is
“lack of effective reading strategies,” and the option wins
about 30% students; the third is “having no interest in
reading,” and about 18% students chose it. .e fourth is
“insufficient background knowledge,” and it was chosen by
9% students. .e last one is “having no interesting and easy
to read materials,” with a percentage of 7% students.

.e results of the survey on the level of the difficulty of
the reading materials and the number of English reading
materials are shown in Figure 8.

.e following can be inferred from Figure 8. 35% of the
students thought that most of the reading materials are too
difficult, which reduced their confidence in continuing the
reading; 52% argued that the level of the difficulty of reading
materials is moderate and acceptable; 13% of the students
thought that the reading materials are too simple to improve
their ability. .is proves that almost all the students are not
satisfied with readingmaterials. 25% of the students assumed
that the reading materials suitable for them are abundant;
32% said that they are little; 43% thought that it is difficult to
find appropriate reading materials.

3.3. Influencing Factors and Strategies. In English teaching,
the main factors that affect the teaching effect include
teachers, students, and teaching materials. .e influencing
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factors of teachers include three aspects. .e first one refers
to teachers’ teaching ideas, which directly affect teaching
methods, teaching focus, and teaching effect. If a teacher
pays more attention to vocabulary and grammar, students
emphasize them accordingly. .e second one refers to
teachers’ achievements. A knowledgeable teacher with ex-
cellent English listening, speaking, reading, and writing
ability can cultivate the talents of students as outstanding as
he/she is, which has a positive impact on students. .e last
one refers to teaching strategies. In the process of English
reading education, teachers should consciously introduce
the corresponding reading skills and strategies, so that
students can benefit a lot from English reading [11].

.ree factors affect students’ English teaching. .e first
one refers to students’ reading motivation and attitude. Only
when students have correct learning motivation and a
positive attitude can teaching achieve the expected goal. .is
is mentioned in relevant literature [12, 13]. .e second one
refers to reading ability and strategies. In the process of
English reading, students should consciously learn and use
certain reading skills and strategies, such as skimming,
searching, guessing new words, reasoning, judging, pre-
dicting, and summarizing. .ese strategies greatly affect the
effect of reading education, which is consistent with the
literature [14, 15]. .e third one refers to personality and
psychological factors. Students’ psychological factors in-
clude anxiety, inhibition, empathy, classroom communi-
cation, and cross-cultural awareness, and teachers should
have insight into students’ personality and psychological
activities and carry out targeted reading education [16].

.e best materials come from textbooks. .e arrange-
ment and the level of difficulty of textbooks directly affect the
teaching effect. .erefore, the textbook should be carefully

designed and the content should be based on the syllabus, in
which vocabulary and syntax knowledge are the foci of the
college entrance examination [17]. It is very appropriate to
use the content of the textbook as the reading materials
because textbooks have a great influence on teaching and
they are the key to the implementation of curriculum
standards, the main basis for teachers to design and carry out
teaching activities, and also the core content of students’
learning. Reading materials in English textbooks account for
a large proportion in each unit, and there are many language
points [18]. .e learning degree of the reading materials in
English textbooks determines their English achievements.
However, the reading materials are too few in the textbooks,
and extracurricular reading materials need to be
supplemented.

In view of these factors, the corresponding teaching
strategies are put forward for teachers. Teachers should
update their teaching concepts and apply them to the
teaching practice, which can enhance teachers’ sense of
achievement and change their teaching strategies. .e fea-
sible teaching strategies are cultivating students’ good
reading habits, arousing their enthusiasm, and changing
their attitude towards reading [19]. .e teachers should also
develop students’ habit of thinking in English and the habit
of reading with a time limit and increase the students’
reading volume. Reading education should be based on
students’ personalities and psychology. With regard to the
teaching materials and extracurricular readingmaterials, it is
hoped that relevant foreign language research institutions
should pay attention to the natural cohesion and difficulty in
transition of senior high school teaching materials, so that
teachers can select them according to students’ learning
progress [20].
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4. Discussion

.e results of the surveys show that English teachers in
senior high schools are under the pressure of examination.
Most of the English reading teaching modes are established
to serve for the college entrance examination. In this case,
English classes should be diversified and flexible to arouse
students’ interest in learning and improve their learning
ability. It is found that half of the teachers usually require the

students to complete the exercise on their workbooks and
just check whether they complete the exercise or not, ig-
noring the correct probability. .is shows that the effect of
English teaching is affected by the heavy teaching loads, the
teachers’ limited time, and the lack of supervision and
evaluation of English practice. Half of the teachers chose the
Englishmaterials that are not only in line with the level of the
difficulty and themes of the college entrance examination
but also original. Other teachers chose the teaching materials
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Figure 5: Interaction between teachers and students and students’ interest in reading. (a) Frequency of teacher-student interaction. (b)
Students’ interest in reading.
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with rich background knowledge, novel ideas, and a sense of
the times. Nearly two-thirds encourage the students to read
21st Century Teens, which is considered to be effective, in-
teresting, and practical. Teachers tend to pick up the ma-
terials with rich content to make the students concentrate
and stimulate their desire for reading. As a result, the pri-
mary basis for teachers to choose materials is whether they
meet the requirements of the level of the difficulty and topics
of the college entrance examination, and the second is
whether the content is rich and the intention is novel, which
is limited by the college entrance examination.

Concerning English reading under the new curriculum
standard, teachers participating in the survey agree that
English teaching becomes the main source of information

and an important channel to acquire knowledge. In the new
situation, it helps students to broaden their horizons and
have access to more information timely, laying a solid
foundation for the overall development of students’ English
learning ability. In teaching, teachers should guide the
students to acquire knowledge and skills, develop their
emotions, and have the correct attitude. Learning strategies
and cultural awareness can help students develop their
talents. Since teachers play a leading role in teaching, their
teaching ideas and decisions directly affect reading educa-
tion. In the classroom, although the guidance of teachers is
very important to the teaching effect, the role of students
cannot be ignored, and they also play an important role in
the process of English teaching.
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5. Conclusion

Based on the investigation and study of the main problems
in senior high school English reading education, both
teachers’ teaching and students’ learning in English reading
education have problems to be solved. Under the new
curriculum concept, three factors affect the effectiveness of
English classroom teaching: teachers, students, and teaching
materials. According to the new curriculum standard, the
current situation of the senior high school English teaching
is investigated and it is found that there are many problems
in English teaching, which should be improved. .e cor-
responding teaching strategies are put forward to solve the
relevant problems. .is study has a positive effect on pro-
moting English teaching under the new curriculum concept
and provides a research direction for future English cur-
riculum reform. It is expected that more scholars will
conduct more comprehensive and in-depth research on
English teaching, so that English teaching under the new
curriculum standard will gradually becomemature, realizing
the perfect integration of English learning and practice.
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Innovation is the source and power of national development. Innovation and entrepreneurship education is the top priority of
social construction and development and has become an important part of entrepreneurs. With the rapid development of
economy, the society’s demand for talents with innovation ability and practical ability is more urgent. .erefore, the teaching
reform of blazing new trails and starting an undertaking for economics and management majors has become the top priority. .e
economics and management major should conform to the social era and the development of education and carry out blazing new
trails and starting an undertaking teaching reform. On the foundation of broad research and analysis, according to the teaching
situation of the economics and management major, this article carries out the blazing new trails and starting an undertaking
teaching reform of the economics and management major. .is study first puts forward the idea of blazing new trails and starting
an undertaking education and computer simulation teaching model, then designs the educational method of blazing new trails
and starting an undertaking education reform for college students, then constructs an entrepreneurial model for economics and
management majors, and finally uses computer simulation technology to simulate it to understand the evaluation of various
operating strategies of the teaching system. .rough the questionnaire survey experiment, this study makes statistics on the
current situation of students majoring in economics and management participating in blazing new trails and starting an un-
dertaking activity and their views on the reform of blazing new trails and starting an undertaking education. For the experiment,
first economics and management is understood, the experiment is designed, a digital model of the teaching process is constructed,
a statistics of the experimental data is made, and the obtained data to verify the model are used. After collecting and analyzing the
results of the questionnaire, the effective rate of the questionnaire was 97.4%. Under the idea of blazing new trails and starting an
undertaking education, the teaching reform of economics and management specialty in colleges should be carried out according
to the situation of students in different grades and construct computer simulation experiment teaching through simulation
technology, which is conducive to the innovative talent training.

1. Introduction

As the Belt and Road Initiatives grow with each passing day,
the demand for professional talents in various industries
continues to increase. .is has brought new reform re-
quirements for the personnel training in colleges. In the
context of current social development, mass blazing new
trails and starting an undertaking have become an

unchangeable trend. As a discipline whose main work is to
cultivate talents in economics and financial fields, the
teaching innovation reform of economics and management
specialty is also imminent [1]. In teaching, teaching reform is
one of the effective ways to improve the learning ability and
interest of college students, and it also guides the main
direction of teachers’ teaching. .erefore, it is necessary to
speed up the research progress in the direction of economics
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teaching reform and management majors based on the idea
of blazing new trails and starting an undertaking education,
to provide the country and society with appropriate talents.
.erefore, students majoring in economics and manage-
ment can better help them understand professional courses
through simulation experiments in computer and eco-
nomics and management professional courses, rather than
just accepting knowledge from textbooks. Furthermore,
blazing new trails and starting an undertaking education can
also find suitable methods for students according to some of
their needs and provide them with special training and
education, thereby improving their practical and social skills
[2].

2. Literature Review

Sievidova I A analyzed the basic mechanism of the formation
of blazing new trails and starting an undertaking idea system
and listed the factors that affect the teaching reform of
economics and management in colleges and universities.
.is determines the importance and necessity of teaching
reform to adapt to the concept of blazing new trails and
starting an undertaking development. He summarized the
problems existing in the transformation of teaching model,
updating of teaching goals, and display of teaching results
and integrated blazing new trails and starting an under-
taking concept into the relevant directions of the reform of
economics andmanagementmajors, but his research focuses
too much on the theoretical aspects, which is not conducive
to the substantial reform of the teaching direction [3].
Magnus et al. introduced the development of experimental
teaching platform in the teaching system of economics and
management. .e platform is composed of a simulation
teaching system, which is responsible for the parameteri-
zation of the regulator so that the system can operate ef-
fectively [4]. .e main contribution of Srinivasa et al.’s
research is to provide experimental verification for the
digital model of the experimental teaching platform in the
economics and management professional teaching system,
to optimize the control design and parameterization. .e
real platform he provides helps to improve students’
learning level, professional level, and practical ability.
However, his project research cost is relatively high, which is
not suitable for university development and use [5]. Gilbert
studied educational programs with intergenerational influ-
ence. He found that the factors that lead to the development
of children’s achievement orientation are affected by the
parents of the same period by studying the structural
equation model based on 422 triples. However, this effect is
also variable [6].

.e innovation of this study lies in the following: in the
process of research, the main problem is the innovative
teaching of economics and management and the main
concrete manifestation of the change in teaching methods.
For this reason, (1) three reform experimental teaching
schemes are designed, including case teaching, experiential
teaching, and heuristic teaching; (2) the hierarchical
teaching model is analyzed and established for different
grades, different knowledge, and different abilities of

economics and management majors; and (3) it is committed
to exploring the reform of the experimental teaching model
on economics and management under the computer sim-
ulation environment, the problems and shortcomings in the
current experimental teaching model are analyzed, and the
ideas in the reform of the teaching model of computer
simulation experiments are put forward.

3. Methods of Teaching Reform in Economics
and Management Specialty Based on
Innovation and Entrepreneurship

3.1. Current Situation of Innovation and Entrepreneurship
Education. As a scientific theory, the educational concept of
blazing new trails and starting an undertaking economics
and management also requires a complete set of scientific
theoretical systems in line with its own characteristics [7, 8].
Students can improve their comprehensive ability and
prepare for entering society. However, China’s blazing new
trails and starting an undertaking education have just
started, and its theoretical system is not mature. .e root
causes include the following two aspects [9]. On the one
hand, the theoretical system of blazing new trails and
starting an undertaking education lacks depth in content. At
present, in the aspect of blazing new trails and starting an
undertaking education, many domestic scholars focus on the
analysis and discussion of the surface and related issues of
blazing new trails and starting an undertaking education, but
not the substantive and fundamental issues such as the goal,
practice system, and evaluation system of blazing new trails
and starting an undertaking education. On the other hand,
the teaching method of the current innovation and starting
an undertaking theory system is relatively single, and it is
difficult to apply it to normal teaching [10]. In fact, most of
the domestic research on blazing new trails and starting an
undertaking education theory in China stays in theoretical
research, and few scholars use practical methods for re-
search, and empirical research is even less [11]..is situation
restricts the rapid development of theoretical research. In
this social environment, schools can introduce theoretical
teaching methods and gradually realize teaching innovation
[12]. In addition, combined with some advanced foreign
experience and technology, it has laid a good foundation for
China’s modernization theory [13].

Judging from the current situation, my country’s eco-
nomic system is not perfect, and an economic system
suitable for domestic social development has not yet been
formed [14, 15]. Judging from the current situation, if you
want to develop blazing new trails and starting an under-
taking education, higher education institutions should in-
vestigate and screen the current socioeconomic
contradictions and problems, find out the root causes of the
problems, and find solutions to these contradictions after
careful analysis [16, 17]. On the other hand, institutions
must accurately analyze and grasp the development of the
market economy on the basis of in-depth analysis of the
market, understand the law of market development, and
promote the achievements of market system innovation and
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technological innovation [3, 18]. Institutions should explore
the combination of social and market needs, education, and
scientific research and closely integrate with blazing new
trails and starting an undertaking education [19, 20].

3.2. Insufficiency and Problems of Innovation and
Entrepreneurship Education Teaching Reform

3.2.1. Blazing New Trails and Starting an Undertaking Ed-
ucation Model Have Not Yet Been Formed. In some colleges,
leaders do not pay much attention to blazing new trails and
starting an undertaking education, and the relevant courses
set by the school are less, so it is difficult to form a certain
atmosphere of blazing new trails and starting an undertaking
education; for students, they may be more prepared for the
national civil servant examination or postgraduate entrance
examination or directly participate in work..ese maymake
the blazing new trails and starting an undertaking education
model of some universities difficult to form [21].

3.2.2. Few Courses. Many colleges and universities lack
systematic, comprehensive, and detailed blazing new trails
and starting an undertaking education course, and most of
them stay in theoretical teaching and lack practical opera-
tion. Students only understand textbook knowledge and
theory, but do not learn how to put textbook knowledge into
practice. In addition, there are some problems such as the
lack of clear positioning and training objectives in some
colleges and universities [22].

3.2.3. Lack of Experienced Teachers. Teachers in some local
colleges and universities usually work mainly on teaching,
and they invest less energy and time in scientific research. As
we know, very few teachers have rich experience and in-
novative ability. It is necessary to restrict blazing new trails
and starting an undertaking teacher to the students’ blazing
new trails and starting an undertaking guidance experience.

3.2.4. Lack of Practical Platform. Blazing new trails and
starting an undertaking education need the support of
human, material, and financial resources. Not only should
there be an experimental base on campus, but also there
should be a corresponding practice base outside the school.
However, no university can withstand this pressure for the
establishment of entrepreneurship parks and entrepre-
neurial bases. What is more, even the entrepreneurship
experimental base on campus cannot provide students with
it.

3.3. Methods of Teaching Reform of Economics and
Management Majors

3.3.1. Literature Retrieval. .rough famous paper websites
such as CNKI, a large number of documents are retrieved,
classified, summarized, and analyzed. .e development
situation, knowledge demand, and training model of eco-
nomics and management major teaching reform under the

concept of economics and management teaching reform in
recent years are consulted, and the training programs of
excellent colleges and universities are carefully studied; then,
it analyzes the innovation of foreign literature. .is article
reviews the historical evolution and current situation of the
educational reform of economics and management and uses
relevant experience to provide a research foundation and
theoretical basis. Research on education reform in eco-
nomics and business management is based on the idea of
blazing new trails and starting an undertaking education.

3.3.2. Text Analysis. .is method is expected to select six
well-known universities in North China, East China, West
China, and Central China and conduct a text analysis of the
reform and training programs of the economics and man-
agement majors of these six universities, to understand and
learn from the relevant experience of excellent colleges on
the teaching innovation reform of economics and man-
agement majors under the idea of blazing new trails and
starting an undertaking education.

3.3.3. Questionnaire Survey. .e article selects 6 well-known
colleges and universities participating in this research to
receive blazing new trails and starting an undertaking ed-
ucation and the college’s own teachers as the questionnaire
survey objects. .rough the questionnaire survey of teachers
and students, the reform and cultivation of blazing new trails
and starting an undertaking education in economics and
management majors are understood, and statistical analysis
on unreasonable suggestions in the training process and
problems in the teaching practice is conducted.

3.4. Teaching Reform Experiment of Economics and
Management Majors

3.4.1. Economics and Management Teaching Reform Design.
China’s higher education is basically a unified teaching
model, a single teaching plan, and so on, almost ignoring the
personality of students. Among them, the blazing new trails
and starting an undertaking education mainly adopt the
single indoctrination method and tend to teach and assess
the theoretical knowledge. If we want to make the blazing
new trails and starting an undertaking education of eco-
nomics and management students to achieve effective re-
sults, we must reform the single teaching method in the
classroom, adopt a variety of methods, and create a new
teaching atmosphere. .e blazing new trails and starting an
undertaking teaching design process are shown in Figure 1.

.e purpose of this research tends to teach and evaluate
theoretical knowledge, so that the blazing new trails and
starting an undertaking education of economics and man-
agement students can achieve practical results.

(1) Case Teaching Design. Case teaching design is through
one or several unique and representative blazing new trails
and starting an undertaking practice typical case as the
teaching content, using vivid forms to give people the feeling

Scientific Programming 3



of being in the scene, and it is convenient for students to
understand and study the course. Instead of talking to
themselves in class, teachers need to learn how to organize
teaching by citing cases, master the progress of the course
and guide the direction of discussion, and discuss problems
with students. Students can increase their knowledge by
understanding and being familiar with other people’s en-
trepreneurial experience, show real examples to students,
and analyze market economy laws using cases, to realize the
development of ideas and stimulate students’ interest in
blazing new trails and starting an undertaking.

(2) Experiential Teaching. .e purpose of experiential
teaching is to cultivate students’ self-improvement, self-
reliance, innovation, and other qualities and stimulate
students’ love of learning, and it is possible to stimulate their
personal teaching method. In the teaching process, we
should mobilize students’ learning enthusiasm, make the
learning of double innovation education become the sub-
jective things that students want to do, integrate the cog-
nitive process of students with the emotional experience
process, and let students learn the relevant knowledge in the
experiential teaching. .e core of experiential teaching
design is to stimulate students’ emotion and interest. It is a
teacher-led and student-centered teaching model. Teachers
design a mode of experience to guide students out of the
complex environment and uncertain risks, and this can
increase students’ interest in innovation, entrepreneurship,
and innovative thinking, thereby cultivating their creative
thinking.

(3) Heuristic Teaching Design. .e advantage of heuristic
education is that it can guide students to acquire knowledge
according to various methods of teachers. .en, teachers
provide hypothesis of problems based on the actual situation
of students, take inspiring students’ thinking as the core, to
mobilize students’ learning enthusiasm, inspire students to
think independently, find problems, and finally solve
practical problems, to cultivate college students’ practical
ability of analysis, decision-making, operation, and

management. Some educators have said that “the most ef-
fective learning method is to let students learn in the process
of experience and creation, which is more obvious than the
cramming teaching method. Without pressure, students can
learn happily in the experience atmosphere, enable students
to gradually develop the habit of serious study.”

3.4.2. Interview Design. .e whole process of investigation
can be composed of two aspects: the first part is the basic
information of the interviewee and the second part is the
content of the questionnaire. .is article aims to analyze the
overall status quo of blazing new trails and starting an
undertaking education in domestic colleges and the atmo-
sphere of economics and management education including
the statistics of the collected data and the integration of the
current situation of education. .en, where the problem lies
is found out, an in-depth analysis of it is conducted, and
finally detailed measures for reform are obtained.

(1) Subject of Investigation. .e survey objects of this
questionnaire are the students who accept blazing new trails
and starting an undertaking education in six famous colleges
and universities in the North, East, West, and Central China,
as well as the blazing new trails and starting an undertaking
teacher set up by the colleges. .e selected teachers are
senior teachers of the college and have a long teaching
experience. .ey have a deep understanding of the devel-
opment of blazing new trails and starting an undertaking
education in the college and have personally participated in
the formulation of education reform plan for economics and
management majors; the students selected in the ques-
tionnaire survey are students of economics andmanagement
major, covering all grades.

(2) Questionnaire Survey Content. For teachers, the ques-
tionnaire content includes age, professional title, education
background, subject background, management department,
full-time and part-time teachers, teaching or work category,
whether they have relevant qualification certification,
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Figure 1: Innovative entrepreneurship teaching design flowchart.
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whether they have enterprise management experience or
entrepreneurial experience, whether they have presided over
or participated in research on blazing new trails and starting
an undertaking, working hours, and the largest number of
teachers in the education process. For students, the ques-
tionnaire includes gender, age, grade, whether they have
participated in blazing new trails and starting an under-
taking association, whether they have participated in blazing
new trails and starting an undertaking competition, do they
have work experience, working hours, and whether they are
interested in entrepreneurship.

(3) Questionnaire Survey Statistics. .e SO JUMP matches
with the conventional questionnaire investigation, and it has
the assets of precise data, high confidence level, simplicity of
manipulation, and perfect statistical function, and therefore,
it has been broadly used in university study. .is investi-
gation adopted the method of online random sampling. 100
questionnaires were issued to teachers, 100 were returned,
and the effective rate was 100%; 500 questionnaires were
issued to students, and 487 were returned, and the effective
rate was 97.4%. .e sample size of the questionnaire survey
was 100 questionnaires for teachers and 500 questionnaires
for students. 87 valid questionnaires were obtained for
teachers and 412 for students. .e questionnaire is dis-
tributed randomly.

3.4.3. Computer Simulation Teaching. .e teaching of
economics and management is more theoretical and lacks
reasonable practical teaching. For this reason, this study
proposes computer simulation teaching. .e preparation of
the computer simulation teaching system mainly includes
the collection of pictures, audio and video materials, and the
design of the network teaching platform..e teaching center
has carried out this design and experiment in previous
teaching activities and has certain experience. .e teachers
should be communicated before simulation teaching, and
preparations for simulation teaching are made. IEE generally
refers to the British Institute of Engineering and Technology.

.e teachers of the teaching group prepared lessons
collectively, visited and inspected the site, communicated
and cooperated with each other, and discussed the whole
process of the teaching design. .e layout design of the
simulated teaching scene, the teaching content, and the
preparations that students should make are discussed.
Particular attention should be paid to communicating with
teachers and discussing the use and cooperation of multi-
media, computer, and simulation teaching.

(1) .e simulation of corporate competition conforms
to the learning theory of constructivism. To make
good decisions, students have to consider many
factors. .ere is no simple formula to follow. Stu-
dents put themselves in a simulated situation to
think, analyze the external environment and internal
factors of the enterprise, communicate, exchange,
argue, and negotiate with their peers, and seek sat-
isfactory decision-making plans. A good enterprise
competition simulation software should leave

enough room for imagination and a stage for stu-
dents to display their decision-making ability, so that
students can develop their inherent potential under
the strong encouragement of competition.

(2) Economics and management students and business
managers have a strong interest in this teaching and
training method. Competitiveness, interest, and
practicality of competitive simulation are unmatched
by other classroom teaching methods. We admit that
case teaching is an effective teaching method for
many years. Compared with case teaching, compe-
tition simulation is more antagonistic, the applica-
tion of knowledge is more comprehensive, and the
students’ enthusiasm appears higher.

3.5. Teaching Reform of Economics and Management Majors

3.5.1. Survey of Teachers. According to the results of the
questionnaire survey, the content of the questionnaire
survey is mainly focused on the survey of relevant infor-
mation such as age, academic qualifications, and teaching
subjects. .e basic situation of teachers is obtained and
drawn into a table, as shown in Table 1,

.e analysis of blazing new trails and starting an un-
dertaking is mainly based on the statistics of the survey
process of entrepreneurial experience in the survey process
in Table 1. According to Table 1, the proportion of teachers
with master’s degree is 62%, the percentage of doctoral
degree is 26%, and that of bachelor’s degree is 12%. .is
shows that most innovative and entrepreneurial teachers in
most famous universities have high education, which can
better guide students to conduct blazing new trails and
starting an undertaking activity using knowledge and ex-
perience; from the perspective of teaching sector, 59% of
teachers lead the study. Students carry out practical activ-
ities, which can make students experience blazing new trails
and starting an undertaking more quickly; the disadvantage
is that, from the perspective of the working years of teachers,
most teachers have less years of education, and the expe-
rience may be relatively insufficient.

3.5.2. Survey of the Students Majoring in Economics and
Management. .rough the analysis of the data in the figure,
the cognition and willingness of students of different grades
in these colleges and universities can be obtained and drawn,
as shown in Table 2.

According to the analysis in Table 2, it can be concluded
that the economic and management students who have
participated in the entrepreneurship and innovation asso-
ciation are more inclined to start a business, while the
economic and management students who have not partic-
ipated in the entrepreneurship and innovation association
do not want to start a business; in addition, the number of
students who participated in the entrepreneurship and in-
novation competition was significantly less than the number
of students who did not participate. To better observe and
compare, the table is drawn into a graph, and we see
Figure 2.
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According to Figure 2, the biggest gap among the
selected economics and management majors is whether
they have joined the double creation competition, with a
total difference of 166, .e problems of blazing new trails
and starting an undertaking education in colleges and

universities can be inferred that the lack of experimental
bases and less practical activities lead to the gap. To
promote students’ performance and practice of activities,
colleges and universities proposed to accelerate the re-
form of economics and management disciplines.

Table 1: Basic situation of teachers.

Statistical items Number Percentage (%)

Age

30 and under 11 11
31 to 40 52 52
41 to 50 34 34
51 to 60 3 3

Educational background
Doctor 26 26
Master 62 62
Bachelor 12 12

Teaching section
.eory teaching 41 41
Practical teaching 22 22
.eory + practice 37 37

Entrepreneurial experience Yes 24 24
No 76 76

Project research Yes 44 44
No 56 56

Working years 1 to 5 68 68
6 to 10 16 16

11 11 to 15 11 11
15 and above 5 5

Table 2: Basic information of students majoring in economics and management.

Statistical items Number of students Percentage (%)
Join the club 284 56.8
Have not participated in the club 216 43.2
Participated in the competition 167 33.4
Have not participated in the competition 333 66.6
Want to start a business 259 51.8
Not want to start a business 241 48.2
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Figure 2: Basic information of students majoring in economics and management.
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3.5.3. Teaching Model of Economics andManagement Majors
under the Idea of Blazing New Trails and Starting an Un-
dertaking Education. In the process of the questionnaire
survey, the statistical data show that they are not similar in
the past experience of different grades of college students
majoring in economics and management. .e specific dif-
ferences reveal in Figure 3.

In addition, during the questionnaire survey, the support
rate of different grades of students majoring in economics
and management for the teaching reform of the professional
courses under the concept of blazing new trails and starting
an undertaking was statistically analyzed, as shown in
Figure 4.

Under the idea of blazing new trails and starting an
undertaking education, the purpose of teaching economics
and management is to cultivate applied talents with inno-
vative thinking and entrepreneurial abilities. It is especially
important to establish a training model based on different
levels, different abilities, and different knowledge to carry
out the teaching of the right medicine to the case.

(1) Teaching and Training of Economics and Management
Majors under the Idea of Blazing New Trails and Starting an
Undertaking Education for Freshmen. Generally speaking,
college freshmen have not been exposed to the idea of
blazing new trails and starting an undertaking education and
have little knowledge of blazing new trails and starting an
undertaking education. Colleges and universities must offer
blazing new trails and starting an undertaking education
courses, such as learning college students’ blazing new trails
and starting an undertaking education, college students’
career planning, and entrepreneurship management. Uni-
versities should actively carry out various forms of blazing
new trails and starting an undertaking knowledge lectures,
or introduce some outstanding companies to students for
internships, to understand the development process of these
enterprises and encourage freshmen’s innovative thinking
and entrepreneurial consciousness. In addition, colleges and
universities should organize a variety of community activ-
ities, so that students with strong ability in blazing new trails
and starting an undertaking can drive the relatively weak
students forward. Only in this way can freshmen at different
levels promote each other. In addition, through the campus
broadcast, campus newspaper, campus network, and other
campus culture publicity, the blazing new trails and starting
an undertaking spirit are rooted in the students’ hearts, to
achieve the purpose of encouraging students’ learning
progress.

(2) Blazing New Trails and Starting an Undertaking Edu-
cation for Sophomores. Although sophomores have formed
the awareness of blazing new trails and starting an under-
taking, they still do not know the specific implementation
methods. .erefore, it is very important to improve their
thinking and innovation ability. .erefore, through the
guidance of some experienced teachers, a series of innovative
and entrepreneurial projects can be established to improve
the students’ personal qualities and the collective sense of
honor of the class. For students with a highly innovative and

entrepreneurial spirit, students are guided to complete ex-
perimental projects independently, and research papers
based on experimental results are published, which are
combined in various magazines. In addition, universities
must also encourage students to create and invent. When
formulating a training plan for entrepreneurial spirit, it is
necessary to formulate an appropriate training plan
according to the personality of various students. At the same
time, the theory of blazing new trails and starting an un-
dertaking must be strengthened. .e school also needs to
actively organize students to participate in internships in
experimental bases and affiliated companies inside and
outside the school to improve students’ practical ability and
innovation and entrepreneurial ability. Moreover, univer-
sities need to combine blazing new trails and starting an
undertaking education with community activities and im-
prove students’ innovative thinking and entrepreneurial
ability. To mobilize enthusiasm, the association should
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organize various training activities and competitions to
improve their blazing new trails and starting an undertaking
capability.

.e economics and management course takes blazing
new trails and starting an undertaking education as the goal
and as the main purpose to create a strong entrepreneurial
cultural atmosphere in the university. .rough the en-
lightenment of entrepreneurial content, we feel that we can
continuously improve and cultivate good business behavior
habits in the training, departments, and activities provided
in various fields of the school. Conclusions inspired by
entrepreneurship, we can provide training for school stu-
dents and let students establish a good corporate awareness.
Let students broaden their vision of connecting with busi-
ness leaders through campus activities and establish a sys-
tematic training system.

4. Conclusions

.is study analyzes the education status of some universities
and the basic situation of blazing new trails and starting an
undertaking students majoring in economics and business
through student statistics and various guidance methods
such as design case education and experience education.
Humanized education provides some new ideas for studying
economics and business education reform based on the idea
of blazing new trails and starting an undertaking education.

.en, we use computer simulation and simulation ex-
periments to teach economics andmanagement courses, which
are closely combined with the learning concept of “discovery-
oriented learning and research-oriented learning,” providing
students with valuable educational resources. An experimental
and step-by-step education model is created within students to
effectively cultivate students’ innovative practical ability. .e
computer simulation teaching experiment mentioned in the
article is mainly a simulation of the current concept, not a real
experiment. Computer simulation teaching experiment has
built a new experimental education model adapted to the
information age and created a step-by-step internal experi-
mental teaching method for basic learning, which can effec-
tively cultivate students’ practical and innovative abilities.
Under the idea of blazing new trails and starting an under-
taking education, the teaching reform of economics and
management majors in colleges and universities should be
carried out according to the conditions of students of different
grades. .e use of simulation technology to construct com-
puter simulation experiment teaching is conducive to the
cultivation of innovative talents.

.rough the investigation and analysis of the basic
situation of all levels of students majoring in economics and
management in colleges, it is transformed into establishing a
hierarchical training model based on different grades, dif-
ferent knowledge, and different abilities. In addition, pro-
fessional training plans for various abilities have been
developed. If it is a senior student, it is necessary to develop a
project plan. To provide financial support, track and guide
projects, and help superior experts to innovate and entre-
preneurs to develop economy and management, we will
recommend related projects to superiors.
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,is paper attempted to study the cultural characteristics and intelligent inheritance of Chinese Xiangjin brocade. Qualitative data
was collected by in-depth interview method, and more than 1000 pieces of Xiangjin brocade of Suzhou Archives in China were
measured for analyzing artistic features of their pattern design, color matching skills, and weaving technology, the study of which
illustrated artistic features of modern Xiangjin brocade in detail and provides an important reference for its cultural and weaving
inheritance. In addition, the artificial intelligence (AI) and the inheritance of Xiangjin art characteristics are integrated, the
traditional handicrafts and digital art are docked, and the corresponding digital art protection mode is selected according to the
characteristics of traditional handicrafts. ,e intelligent inheritance of cultural heritage not only changes the way of inheriting the
artistic characteristics of Xiangjin, but also changes people’s general cognition of the cultural characteristics of Xiangjin. As a
result, the integrity, authenticity, reliability, and comprehensiveness of the technological process of Xiangjin can be inherited, the
patterns of Xiangjin can be preserved and applied, and the craft culture of Xiangjin can be inherited, protected, and developed.

1. Introduction

Xiangjin brocade is a kind of traditional Chinese silk-woven
portraits and landscape paintings, whose carriers are screens,
wall hangings, bookmarks, and calendars. Its main content is
human image, landscape photography, Chinese painting, oil
painting, calligraphy, commemorative activities, and poster art.
Xiangjin brocade, as a valuable art work for collection, is mainly
used as a souvenir for tourism, as an interior decoration, and as
a gift for interpersonal communication and national exchanges.
Due to its unique aesthetic value, Xiangjin brocade has been
used as gifts for G20 leaders and soft decoration in the venue.
Although European countries, Japan, and other countries
started earlier in textile production, they did not form a large
scale.With rich cultural deposits and superb traditional weaving
technology, Chinese Xiangjin brocade has taken the lead and
become a unique category of silk-weaving products, selling well
in domestic and abroad markets for nearly a century. Arguably,
Xiangjin brocade is not only the representative of innovative
products in China’s silk industry, but also a successful model of
inheriting and developing Chinese silk culture.

,e authors participated a cooperative project “Cata-
loguing and Studying of Xiangjin Brocade in Silk Archives of
Suzhou, China” on December 1st, 2020, to January 15th,
2021. Altogether, the authors measured each Xiangjin
brocade and catalogued more than 1000 pieces in Silk Ar-
chives of Suzhou from the period of ,e Republic of China,
the founding of People’s Republic of China, and opening and
reform period. With the theme of inheriting silk culture and
spreading silk art, the authors not only collected data on
structural characteristics, drawing technique, size, color
collocation, and area comparison of Xiangjin brocade, but
also focused on the emergence, development, and tech-
nology in cataloging process.

Domestic researches on Xiangjin brocade are summa-
rized as follows: (a) the introduction of Xiangjin brocade
from the aspect of art and weaving skills. ,ey are Yuan
Xuan-ping’s Inheritance and innovation of modern Chinese
brocade art, Yuan Xuan-ping and Xu Zheng’s Hangzhou
weaved photograph, He Yunfei’s ,e artistic features of Du
Jinsheng brocade, Liu Kelong’s master thesis ,e flower of
oriental art—the art of Du Jinsheng brocade, and Peng Zeyi’s
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History of handicraft industry in modern China
(1840–1949). ,e making of Xiangjin brocade can be found
in the third chapter of Peng’s book, which involves the
development of new products and the employment of new
machine. ,e researchers mentioned above have studied the
weaving process of Chinese brocade, Xiangjin brocade and
West Lake brocade. (b) ,e introduction of Xiangjin bro-
cade factories and Du Jinsheng brocade from the perspective
of industrial development and management experience.
,ey are represented by historical data for industry and
commerce edited by Research Committee of Cultural and
Historical Data of the CPPCC National Committee, Xie Mu
and Wu Yongliang’s China time-honored brand, Wang
Xiang’s ,e story of old brand, Yi Gan’s Swaying ship:
national industry and commerce (1900–1994), Li Gang-
yuan’s An entrepreneur’s innovative spirit and his cultural
accumulation and world vision: A case analysis of Du Jin-
sheng and his Brand, and Hu Dan-ting’s Survey of Hang-
zhou silk’s reputation. Guo Xingmei takes brand as her
research topic to scrutinize rough stages of introduction,
digestion and innovation of modern Chinese silk technol-
ogy. Taking three modern Chinese textile enterprise brands,
i.e., “Shenxin Renzhong,” “Meiya Silk,” and “Wuhe Epai” as
case examples, Guo explores how enterprises build up brand
images and improve brand values by technology develop-
ment, cultural exploration, and operation management.
,en, Guo discusses the bottlenecks of contemporary textile
enterprises and their brand development from the per-
spective of textile machinery innovation so as to offer some
referential suggestions to the building of Chinese contem-
porary textile brands. (c) ,e introduction of Xiangjin
brocade from the perspective of local history and brocade
history. ,e representative works include Hangzhou in the
Republic of China edited by Zhou Feng, Hangzhou local
chronicles edited by Local Chorography of Hangzhou, New
centennial chronicles of Zhejiang Province edited by Re-
search Committee of Cultural and Historical Data of Zhe-
jiang CPPCC, History of silk weaving industry in Jiangnan
area in modern times edited by Xu Xinwu, and History of
China modern textile edited by Editorial Committee of
Modern Textile History of China. Besides, few scholars in
other countries mentioned Chinese brocade when studying
silk history, for example Japanese scholar Nuru Ono’s Silk
industry in Hangzhou. Although some Chinese scholars
have introduced Du Jinsheng brocade from different per-
spectives, few of them combine Chinese brocade weaving
techniques with modern textile design in practice. Other
relevant researches can refer to the literature [1–5].

However, as the traditional brocade art design, Xiangjin
brocade is attached to the specific cultural space and survival
soil, is facing the plight of cultural disruption and lack of
successors, and is gradually depressed and even going to
decline. ,e inheritance of traditional Xiangjin brocade
weaving skills is mainly family inheritance, industrialization
inheritance, and so on. ,ese inheritance methods are
carried out under the relatively conservative and established
space-asking mode, which is subject to many restrictions
both in terms of the audience and the way of teaching. With
the loss of time, it is not difficult to see that, due to the

limited scope and space of inheritance and the excessive
emphasis on specific groups, the traditional inheritance
method has been difficult to maintain the survival of tra-
ditional crafts. ,erefore, the selection of suitable technical
means under the existing skill inheritance mode, especially
the novel and unique artificial intelligence technology, can
proceed from a unique artistic perspective. In order to
develop a new concept of thinking to inherit, protect, and
develop the traditional Xiangjin brocade skills. Since the
advent of artificial intelligence, especially the wide appli-
cation of “intelligent art,” automatic art creation and per-
formance appreciation have become a reality. It also has
important practical application value in the fields of com-
puter graphics, pattern design, light industry, and textile, as
well as the inheritance of artistic features.

In order to protect this non-material cultural heritage,
i.e., Chinese Xiangjin brocade, this paper adopts field survey
method (visit Du Jinsheng Museum, Suzhou Chinese Silk
Archives, and Xiangjin brocade enterprises) and market
survey method to interpretate artistic characteristics of
Chinese Xiangjin brocade in details, studies the application
of Xiangjin brocade in modern textile design, especially in
decorative crafts, and puts forward the suggestion of car-
rying on the intelligent inheritance of Xiangjin culture; that
is, the artificial intelligence and the inheritance of Xiangjin
art characteristics are integrated, the traditional handicrafts
and digital art are docked, and the corresponding digital art
protection mode is selected according to the characteristics
of traditional handicrafts. ,e intelligent inheritance of
cultural heritage not only changes the way of inheriting the
artistic characteristics of Xiangjin, but also changes people’s
general cognition of the cultural characteristics of Xiangjin.

2. Artistic Features of ChineseXiangjin Brocade

Chinese Xiangjin brocade has its unique artistic skills, such
as artful color matching, delicate composition, vivid model,
and profound meaning. It has beauty in both form and
pursuit of elegant taste. It not only follows the scattered
point penetration method of traditional literati paintings,
but also draws on the western focus perspective method. In
the long-term process of artistic development, it absorbs the
excellent traditional elements of all periods, both ancient and
modern time, China and foreign countries, developing its
traditional and unique artistic features.

2.1. Exquisite Traditional Craftsmanship. As a pioneer of
mechanized and large-scaled production in modern brocade
industry in China, Xiangjin brocade took the lead in the
innovation of traditional brocade in key processes such as
craftsmanship, design and jacquard [6] and opened up a new
era of brocade from manual weaving to industrial manu-
facture. It is of great significance in the history of Chinese
silk weaving. Compared with paper products, it is tough and
strong and more suitable to reveal the poetic charm of the
original painting. Having artistic beauty and natural beauty,
it is the perfect combination of painting, calligraphy art, and
traditional brocade art.
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2.1.1. Colored Tapestry: Special Processing Technology. In the
coloring process, the artisan workers use small script pens or
eyebrow pens to paint different watercolors and art re-
quirements on the black-white landscape brocade according
to the picture’s theme [7]. ,ey should first have a handle on
picture theme, coloring, small samples before coloring
process, and then follow the principle of light color at first
and deep after, far things at first and close things after,
buildings at first and plants after. ,is can also be done
flexibly according to the picture, that is, using less color to
display painting content. In Figure 1, the coloring technique
of the local pavilions built in Spring Dawn at Su Causeway of
West Lake can make audience better appreciate the life-like
scenery of lakes and hills. Compared with black-white
Xiangjin brocade, the rich colors of the Imperial Monument
Pavilion, lake, and boats break through the traditional planar
layout expression, enabling audience to be more deeply
impressed.

2.1.2. Multicolored Xiangjin Brocade: Perfect Technique.
,e coloration of multicolored Xiangjin brocade is mainly
done through the ups and downs of the weft line. As a result,
it is just like the photo itself, in which all the powder comes
from the painter’s hand. ,ough it keeps pace with Hunan
brocade, the price is only the latter’s one-twelfth, so it is
cheap and cheerful. ,is kind of brocade is made of two
groups of warps and multiple wefts interwoven into the
multiple weft textile. One group of warps is the ground warp,
while the other group is to press the floating weft tightly to
connect the warp. In Figure 2, the multicolored Xiangjin
brocade in the museum “Finch Plum” breaks through the
traditional planar layout expression.

2.1.3. Painting Xiangjin Brocade: Reproduction of
Masterpieces. Painting brocade is mainly woven with silk
thread to manifest fine brushwork, freehand brushwork, and
Chinese painting that combines fine brushwork with free-
hand brushwork. In this way, it has not only ink painting’s
quiet and elegant decorative effect, but also silk’s natural and
unrestrained charm. In addition to the use of color gradation
to reveal shadow change, this multi-weft colorful Xiangjin
brocade mainly uses the floating and sinking color of weft
threads to form the color of the scene [8]. In Figure 3, the
typical scenes that can best illustrate the heroine’s person-
ality in Zhaojun Goes Beyond the Great Wall as a Bride are
meticulously colored to show the heroine’s facial texture and
emotional expression, including her clothing, hair on her
temples, accessories, flowers, and pavilions.

2.1.4. Practical Xiangjin Brocade: Life-Oriented Technique.
How to make Xiangjin brocade have both aesthetic taste and
practical value? In order to increase the sales and practi-
cability of silk-woven products, a practical Xiangjin brocade
whose quality is far superior to that of Nanjing brocade was
designed on the basis of multi-colored brocade.

It is the combination of painting, decoration, and art of
living with character, landscape, and flowers as themes.

Compared with traditional brocade, the most striking fea-
ture of Xiangjin brocade is its life-oriented technique. ,e
main use of traditional brocade like Sichuan brocade, Yun
brocade, or Song brocade is for making clothes, while
Xiangjin brocade is mainly used for decoration from the date
of its birth. As West Lake Expo Daily introduced, “Xiangjin
brocade can be used for hall hanging, study ornament,
orchid boudoir enjoyment, elegant and pleasant” [9].
Business Monthly also reported, “one important art in-
vention which can be used for gift-giving and decoration.”
,e two-warp-multi-weft structure of practical brocade
becomes one-warp-three-weft structure, in which one group
of warps interweave weft to form ground tissue, while an-
other two groups of wefts weave flowers on ground tissue.
Practical brocade includes silk fan, back cushion, bedspread,
and handbags. Handbags are made of fabric scraps of raw
materials so they can save cost and increase output, rather
popular with customers at home and abroad. It is a true
novelty in silk industry. In Figure 4, it is a Xiangjin brocade
made from the Western classic drawing “reading” for
hanging in bedroom.

2.2. Elegant Color: Affection for the East. Inheriting the main
colors of Chinese traditional brocade, Xiangjin brocade is
often colored with warm colors like red, yellow, and green.
Unlike quiet, elegant, and simple style of Chinese traditional
brocade, it uses gorgeous, rich, and chunky colors to reflect
its strong and unrestrained artistic features. Regarding color
matching skills, it employs the traditional “color change”

Figure 1: Colored Xiangjin brocade (archive collection, photos
taken by the authors on Dec. 16th, 2020).

Figure 2: Multicolored Xiangjin brocade (archive collection,
photos taken by the authors on Dec. 16th, 2020).
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skills to make the picture natural, harmonious, and unified,
while reducing the visual stimulation that chunky color
produces. In Figures 5 and 6, “Comprehensive Painting
Indicating Five Norms” that is themed with two gorgeous
peacocks and a pair of cranes is the most representative. On
the right, the green leaves and wild pines match with white
willow warbler, while on the lower left, there is a pair of
intimate mandarin ducks. Rich warm colors like red, yellow,
and greenmatch with black, white, and gray, which present a
vibrant, lively, lovely, and harmonious decorative effect.

2.2.1. Sights of the West Lake Copied Vividly on Xiangjin
Brocade. ,e well-known folk artist Zhang Daoyi men-
tioned in his work Folk Art in China, “Characterized by
diversity, practicality and appreciation, Chinese folk arts
have a strong local color” [10]. Japanese technologist Yanagi
Souetsu argued, “All the handicrafts in history that are
closely related to local history and culture have striking local
features” [11]. Chinese Xiangjin brocade is indigenous to
Hangzhou, and West Lake Xiangjin brocade is the most
typical one, so it has distinct cultural characteristics of the
West Lake. Xiangjin brocade takes photos as negatives and
absorbs the strong points of photographic art through the
form of brocade paintings. ,us, it has multiple styles of
traditional national painting, western photographic art, and
modern oil painting. Its silk weaving paintings with the same
effect as photos are exquisite, vivid, and lifelike, so it blends
inheritance with innovation.

2.2.2. Profound Implications of Oriental Charm. K’o-ssu,
embroidery craft, and double-weft brocade craft are often
utilized to weave silk articles based on Chinese paintings and
calligraphic works. With the development of pattern jac-
quard technology, Xiangjin brocade employs different colors
and weaving points with brightness to represent traditional
Chinese oriental element; thus the color change becomes
soft. Figures 7 and 8 are part of yarn-dyed and color-filled
silk Chinese painting “Wu Guandai’s Landscape Painting”
(27× 98 cm). ,ey have the following features. First, black,
white, and light-yellow rayon are utilized to treat weft color.
Triple-weft structure which is more complex than the black-
white double weft is employed to the weave the textile.
Second, color filling method is used on the basis of yarn-

dyed knitting. For example, painted color techniques are
employed to make red, yellow, blue, green, and ochre on the
picture. ,ird, it is very rare that Du Jinsheng trademark,
factory’s name, and four Chinese characters “Wu Cai Jin
Xiu” are weaved on the bottom of the picture at the same
time. Fourth, this work is rather grand, whose weft width is
27 cm, the number of jacquard needles is more than 2000,
and the number of grain plates is more than 8000. ,is
technology took the lead in the 1930s, which made near
objects and distant landscape in the painting have rich levels,
trees, houses and figures have strong three-dimensional
sense, fully demonstrating the unique taste of silk paintings
of landscape and figures.

2.2.3. Multivariate Utility of Intrinsic Value. As an impor-
tant member of folk art, the themes of Xiangjin brocade are
mostly derived from real life, which truly record the West
Lake landscape culture, garden culture, architecture culture,
folk culture, and religious culture, helping later generations
intuitively appreciate scenery of the past.,e themes include
moral customs, humanistic education, and psychological
concepts. Since its birth, a series of works such as Xiangjin
brocade cushion, hanging scroll, wall calendar, and table
cloth with great spirits has been innovated. In Figures 9 and
10, accompanied by a red maid, the legendary Goddess
Avalokitesvara stands bare-footed on the lotus stage. She
dresses in white clothes, smiling to an innocent infant beside
her. ,is brocade shows people’s high respect for Avalo-
kitesvara, expressing Chinese nation’s strong wish for
reproducing offspring; thus it has a good educational effect.

2.3. Innovative Practice of Xiangjin Brocade inModern Textile
Design: Take Du Jinsheng Brocade as an Example. Chinese
Xiangjin brocade is not only a product, but also a work of art,
representing the peak of the development of contemporary
Chinese brocade. With regard to brocade objects, there are
not only fabric pattern paintings, but also large-scale
paintings, which harmoniously display flat and three-di-
mensional paintings, especially vividly record different
historical and cultural forms. In terms of painting perfor-
mance, it inherits techniques of traditional Chinese paint-
ings, religion paintings, New Year pictures, print makings,
classical oil paintings, and western contemporary paintings.

Figure 3: Painting Xiangjin brocade (archive collection, photos
taken by the authors on Dec. 16th, 2020).

Figure 4: Practical Xiangjin brocade (archive collection, photos
taken by the authors on Dec. 16th, 2020).
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Its artistry exceeds the most precious “double brocade”
hanging scroll in Ming and Qing dynasties. In the aspect of
decorative brocade for daily necessities, rayon square table
blanket, rayon round table blanket, and broad blessing table
blanket have been successively produced.

2.3.1. Social Investigation of Innovative Practice of Xiangjin
Brocade. In recent decades, there are different kinds of
Xiangjin brocade products with different prices. To know the
present situation of Xiangjin brocade in Chinese market, the
authors used “Xiangjin brocade,” “brocade,” “traditional
handicraft,” “the intangible cultural heritage,” “traditional
textiles,” “China’s time-honored brand,” and “Du Jinsheng”
as key words to search information of Xiangjin brocade on
three Chinese online platforms “Taobao,” “Joy Buy,” and
“Tmall.” ,e information included brocade brand, style,
price, category, comment, and target population. Altogether,
1300 pictures were screened out.

,en, 13 famous brands of silk industry in Chinese
market were selected, whose information was compared
with that of products sold on the Internet to find out the
dissimilarities between the two. Orange software was
employed to analyze the collected data and position the
present situation and dilemma of Chinese Xiangjin brocade.

,ird, a survey was made on which kind of Xiangjin
brocade customers prefer through closed Interview
questions.

It can be seen from Table 1 and Figure 10 that more than
half of the participants know something about the technique
of Chinese Xiangjin brocade. Although online sales are
booming at present, branded Xiangjin brocade enterprises
are accepted by most consumers, for they can better rep-
resent Chinese brocade culture. More than half of the
consumers do not accept the high price of Xiangjin brocade.
Most interviewees pay more attention to the branded
Chinese brocade handicrafts, including HSDP, Wensli,
Hangsilian, Fuhua, Hongluo, and Jinyuan, among which Du
Jinsheng brocade is the most popular one.

2.3.2. Innovative Practice of Du Jinsheng Brocade. As the
representative of Hangzhou brocade, Du Jinsheng brocade
came into being in 1921, including Xiangjin brocade, dec-
orative brocade, and brocade for clothing whose more than
1640 varieties have become China’s representative brocade
[12]. According to different customers, traditional theme
was made into patterns of different levels throughmud floor,
skimming silk, arrangement shadiness, and side shadiness.
With regard to manifestation, free and irregular composi-
tion have replaced the traditional balanced and single
composition. Du Jinsheng brocade have made three biggest
textile works, i.e., hanging Xiangjin brocade, Xiangjin
brocade carpet, landscape Xiangjin brocade. Among them,
the Xiangjin brocade Ten ,ousand Li of Rivers and
Mountains (42×1125 cm) is known as the longest silk
weaving picture in the world. One of them was hung in the
hall of Swedish parliament in Stockholm.

Paying much attention to the market, Du Jinsheng
brocade not only produced blanket and back cushion, but

Figure 5: Crane in comprehensive painting indicating five norms
(archive collection, photos taken by the authors on Jan. 6th, 2021).

Figure 6: Hand coloring of comprehensive painting indicating five
norms (archive collection, photos taken by the authors on Jan. 6th,
2021).

Figure 7: Part of Wu Guandai’s landscape painting (archive
collection, photos taken by the authors on Jan. 6th, 2021).

Figure 8: Hand coloring of Wu Guandai’s landscape painting
(archive collection, photos taken by the authors on Jan. 6th, 2021).
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also designed Xiangjin brocade bedspread and silk-wool
curtain, which are washable and bright colored and have
strong senses of relief, so it has both practical value and
ornamental value [13]. ,e brocade silk bags made in China

that ladies of various countries held in G20 Hangzhou
Summit can be regarded as the most representative and
influential innovative works of Du Jinsheng brocade (see
Figure 11). ,e inspiration came from glacier frostwork

Table 1: Interview questions.

No. Interview questions Choices (Y/N) Amount %

1 Do you know the technique of Chinese Xiangjin brocade? Y 1233 61.65
N 767 38.35

2 Can you give two artistic features of Xiangjin brocade? Y 784 39.20
N 1216 60.80

3 Do you think Xiangjin brocade can be applied in modern society? Y 1021 51.05
N 979 48.95

4 Do you anticipate the application of Xiangjin brocade in modern textile design? Y 923 46.15
N 1077 53.85

5 Do you pay more attention to Xiangjin brocade with a famous brand? Y 1364 68.20
N 636 31.80

6 Can you accept Xiangjin brocade with a price of ¥ 1000–2000? Y 921 46.05
N 1079 53.95

7 Do you know some brands of Chinese Xiangjin brocade? Y 1012 50.60
N 988 49.40

8 Do you like some innovative design of Chinese Xiangjin brocade? Y 1001 50.05
N 998 49.95

9 Do you think branded Xiangjin brocade can represent Chinese textile culture? Y 738 36.90
N 1262 63.10

10 Do you think Chinese traditional textile industry need some improvement? Y 1078 53.90
N 922 46.10

Figure 9: Hanging scroll South China Sea Avalokitesvara (collection in Du Jinsheng Museu, photos taken by the authors on Jan. 5th, 2021).
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whose beautiful lines indicate the fantastic dreamy scenery
of nature. Against elegant purple, the frostworks with conch
divergent crystalline lines are pure and clear, classic and
fashionable, and very pleasing to the eye. ,eme pattern
“fantastic frostwork” employs modern positioning yarn-
dyed jacquard technology, natural reactive dyes, platform
floral printings, biological enzyme finishing technology to
make its color uniformly bright. Silk bags match with perfect
leather piping, grand and elegant, exactly reflecting the
excellent quality of national gifts. Figure 12 shows Du
Jinsheng brocade back cushion that is themed with the
Bronze Sparrow Terrace.

Meanwhile, through collation and analysis, we can
classify more than 1000 Xiangjin brocade fabrics collected
from Suzhou Archives in China; that is, they can be divided
into four categories: landscape brocade, figure image bro-
cade, painting brocade, and practical brocade from different
perspectives of fabric theme, expression method, organi-
zational structure, and use function. Furthermore, through
the above analysis, we can restore the artistic characteristics
and timeliness of the brocade industry in different periods
and take history as a mirror to examine its value and sig-
nificance to the contemporary textile industry and product
design.

3. Results and Discussion

From the above statement, we have collected and sorted out
the technological process, the implication of the pattern, and
the cultural connotation of the Xiangjin brocade and deeply
analyzed the artistic design, customs, and religious beliefs
reflected behind the elephant of the Xiangjin brocade. And
through the comparative study of the brocade ways of
different regions and different cultures in the same period,
taking the technological characteristics of Xiangjin brocade
as a starting point, this paper summarizes the existing in-
heritance problems of Xiangjin brocade craftsmanship.

,e inheritance of traditional Xiangjin brocade skills
mainly includes family inheritance, industrialization in-
heritance, and so on, but with the passage of time, due to the
limited scope and space of inheritance, too much emphasis
on specific groups, the traditional way of inheritance has
been difficult to maintain the survival of traditional tech-
nology. ,erefore, the selection of appropriate technical
means under the existing skill inheritance mode, especially
the novel and unique artificial intelligence technology, can
form a new idea to inherit, protect, and develop the tra-
ditional Xiangjin brocade skills. With regard to the appli-
cation of artificial intelligence technology in the inheritance
of cultural heritage, there are already some achievements,
such as the literature [14–16].

3.1. Segmentation of Xiangjin Brocade Image Based on
DeepLabv3+. Image semantic segmentation is a technology
that enables computers to understand images, and it can
realize object category recognition and high-precision image
segmentation simultaneously in a network. In recent years,
this technology has achieved remarkable results in the

semantic segmentation of visible images [17–19], while the
research on the scene understanding of Xiangjin brocade
images is still in the blank stage. In this paper, the Xiangjin
brocade image of Suzhou Archives is used as the training
sample, and DeepLabv3+ network is used as the training
model [20]. In order to improve the precision of final
segmentation, the whole image of Xiangjin brocade was
segmented from the complex background, and the semantic
segmentation results were postprocessed by combining
image morphology method. At the same time, it also lays a
foundation for finding regions of interest, feature extraction,
and state classification.

With the advent of full convolutional networks (FCN),
Long [21] et al. replaced the full connection layer in
mainstream classification networks such as AlexNet,
VGGNet, and GoogLeNet into the convolutional layer.
Finally, transpose convolution is added to restore the feature
graph to its original size [22], so that the spatial location
features of image pixels can be retained and semantic seg-
mentation has a breakthrough development. In this paper,
DeepLabv3+, which has the highest score in MIoU tests in
public data sets in recent years, is used as a network to train
the semantic segmentation model of images of Xiangjin
brocade. ,e image segmentation results of Figures 2 and 3
are obtained in Figures 13 and 14. Figures 13 and 14 show
the exploration of artificial intelligence technology in the
cultural inheritance of Xiangjin brocade fabrics. ,eir sig-
nificance lies in the more detailed analysis and inheritance of
Xiangjin brocade images in the form of digital pictures. It
allows people to segment the whole Xiangjin image from the
complex background, so as to improve the final segmen-
tation accuracy, narrow the target object analysis scope for
searching the region of interest, and carry out feature ex-
traction and state classification.

3.2. Intelligent Inheritance of Cultural Characteristics of
Chinese Xiangjin Brocade. ,e application of artificial intel-
ligence can expand the channels of inheriting the artistic
characteristics of Xiangjin, from the previous family inheri-
tance and industrialization inheritance to the current digital,
VR image preservation, and other ways, so that the cultural
heritage like Xiangjin, which is limited by time and space and is
not easy to inherit, has been caught on the express train of “the
development of the times.” Specifically, the existing Xiangjin
brocade fabrics can be digitally preserved and a digital museum
of Xiangjin brocade can be established. Even if the years wear
out the real thing, people can learn the whole picture of
Xiangjin brocade fabric with the help of digital platform.
Specifically, the 360-degree panoramic VR technology can be
used to record the skills of the current inheritors of the brocade
through audio, video, and animation. ,rough stories like
those told in Xiangjin brocade andVR graphic tutorials, people
can immerse themselves in the virtual world across time and
space. ,e teaching of VR techniques can make the successors
learn systematically and make them master the skills of
Xiangjin brocade knitting skillfully. VR pattern tutorials can
also enable successors to learn the pattern tutorials left by the
older generation of tapestry masters through pattern
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classification, so as to avoid the loss of skills asmuch as possible.
For another example, we can use AR technology to develop a
Xiangjin brocade experience game like “Happy Farm.” In the
web page promotion of Xiangjin brocade, scenes such as

planting mulberry, rewinding, knitting, and packing are added
to let the experiencers make guided virtual production through
Mini Program. ,en, the background will record the user’s
entire production process and make it manually, which can be
sent home by express delivery after the user has paid for it. In
this way, users can not only experience the charm of traditional
Xiangjin culture, but also learn the production process of
Xiangjin, which is extremely beneficial to the inheritance of
Xiangjin culture. Artificial intelligence makes people know
more about Xiangjin culture through sensory interaction,
which not only enhances people’s immersive experience, but
also effectively makes up for the lack of communication be-
tween the two sides. ,erefore, the integrated development of
VR technology and the inheritance of the characteristics of
Xiangjin brocade art not only changes the way of inheritance of
the characteristics of brocade art, but also changes people’s
general cognition of the characteristics of brocade culture. In
addition, the methods of machine learning and in-depth
learning can also be applied to the inheritance of the artistic
characteristics of Xiangjin brocade. ,ere are some relevant
literature as [23–29].,e comprehensive application of the two
fully reflects the role of innovation in inheriting traditional
culture such as Xiangjin brocade, so that the integrity, au-
thenticity, reliability, and comprehensiveness of the techno-
logical process of Xiangjin brocade can be inherited, and the
patterns of Chinese Xiangjin brocade can be preserved and
applied.

In short, combined with literature and image data, this
paper investigates the evolution of Xiangjin brocade and the
changes of silk culture on the basis of regional character-
istics. It is of great practical significance to systematically and
scientifically research and study the different development
periods of Xiangjin brocade.

4. Conclusion

Chinese Xiangjin brocade draws on the essence of Sichuan
brocade, Yun brocade, and Song brocade and also dissolves
the wit and beauty of Hangzhou brocade at the same time, so
it forms its own unique artistic style, well-known as “the

Figure 11: Pattern of fantastic frostwork Xiangjin brocade
handbag and its front.

Figure 12: Pattern of bronze sparrow terrace Xiangjin brocade
back cushion and its front.
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Figure 14: Segmentation diagram of DeepLabv3+ in Figure 3.
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flower of oriental art.” In this paper, we summarized and
analyzed the artistic modeling characteristics of Chinese
Xiangjin brocade and demonstrated that the aesthetics
contained in Xiangjin brocade is consistent with the con-
temporary public way of life and summarized and analyzed
the inherent deficiency of Chinese Xiangjin brocade in in-
heritance. ,erefore, in order to make the process of
Xiangjin brocade complete, real, reliable, and comprehen-
sive to inherit, and the pattern of Xiangjin can be preserved
and applied, we should adopt the new technology of artificial
intelligence. ,is can not only change the way of inheriting
the artistic characteristics of Xiangjin, but also change
people’s general cognition of the cultural characteristics of
Xiangjin.,e comprehensive application of the two can fully
reflect the role of innovation in inheriting traditional culture
like Chinese Xiangjin brocade. However, due to the regional
limitations of sample collection, the scope of application of
the conclusions is limited. At the same time, the technology
of artificial intelligence is also developing rapidly, such as
machine learning methods and deep learning methods,
which can become new tools for us to study the cultural
heritage of Chinese Xiangjin brocade.
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Social media is referred to as active global media because of its seamless binding thanks to COVID-19. Connecting software such
as Facebook, Twitter, WhatsApp, WeChat, and others come with a variety of capabilities. +ey are well-known for their low-cost,
quick, and effective communication. Because of the seclusion and travel constraints caused by COVID-19, concerns, such as low
physical involvement in many possible activities, have arisen. Depending on their information, knowledge, nature, experience,
and way of behavior, various types of human beings have diverse responses to any scenario. As the number of net subscribers
grows, inappropriate material has become amajor concern.+eworld’s most prestigious and trustworthy organizations are keenly
interested in conducting practical research in this field. +e research contributes to using Artificial Intelligence (AI) as a service
(AIaaS) for preventing the spread of immoral content. As software as a service (SaaS) and infrastructure as a service (IaaS), AIaaS
for immoral content detection and eradication can use effective cloud computing models to leverage this service. It is highly
adaptable and dynamic. AIaaS-based immoral content detection is mostly effective for optimizing the outcomes based on big data
training data samples. Immoral content is identified for semantic and sentiment evaluation, and content is divided into immoral,
cyberbullying, and dislike components. +e suggested paper’s main issue is the polarity of immoral content that can be processed
using an AI-based optimization approach to control content proliferation. To finish the class and statistical analysis, support
vector machine (SVM), selection tree, and Naive Bayes classifiers are employed.

1. Introduction

Connecting various people, the Internet has no longer most
effectively aided the folks around the arena, ultimately, a
huge extent of users can specify their perspectives. It is not
acquainted as a city village by way of [1] insisted that
despite the range of software applications have their
procedures, nevertheless, the public voice is heard to share

their views. Shah [2] mentioned big variations in lives.
+ere are various factors, and COVID-19 has remote
human beings from social lifestyles. Plentiful people are
distantly related to society. COVID-19 has badly reshaped
the lives of people, and now, nearly every research-based
domain is actively exploring its consequences by various
means. Shan [3] referred that this has made humans
specific to their opinions on the Internet because the most
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effective manner for growth is to be truly mingled. +e
most popular social media platforms are YouTube, Face-
book, TikTok, Twitter, etc.

Omar et al. [4] found that community-based software
utilities encompass famous systems like Table 1 suggests the
number of users improved in any type of social network
from the last decade.+e contemporary research directs that
billions of users are connected through social media orga-
nizations. Because of the pandemic, the users prefer the
Internet to live participation. Huynh [5] elaborated that the
number of customers is countlessly accelerated. Several
platforms are providing their specialized services to
communiqué because physical presence is not obligatory.
Furthermore, because of the hurdles of personal partici-
pation, the priority of human beings is the Internet because
of its availability, easiness, and fast response. However, it is
sometimes a problem to find the relevant information from
the results provided by the Internet.

Another problem of these social platforms is that the use
of these remote platforms is not always productive. Always, a
certain group of people is responsible for creating trouble,
humiliating, and wasting others’ time. It is mentioned by
researchers like [6] who elaborated that using these plat-
forms creates troubles for a large number of users. Because of
the community boom, this most probably these boards. +e
problem is crucial since it is now feasible for users to avail the
message delivery to the rest of the users after simply signing
into the system. +e person who is a consumer of the
software product can attain the attention of the other users
by initiating a hot topic and involving several users. +e
comments can be used in two ways; constructively for the
learning and problem-solving mode; or the manipulated and
exaggerated theme by involving comments like racism,
extremism, political dispute, or specific objectives.

+e researchers like [7–9] are those examples, including
[10] quantified linguistic behavior o the communication
method. +e techniques of effective communication are
verbal exchange and nonverbal communication. If the
primary purpose is met, the communication is effective. +e
receiver understands exactly what the sender wants to say.
While verbal communication is not always effective, it in-
dicates that the sender is saying something the receiver does
not understand. As virtual communication lacks physical
engagement, there is a lack of body language, such as the
tone of voice, eye contact, and others, which can lead to
misleading impressions. Hu [11] said that this false im-
pression creates conflicts. Because of this, aggressive and
abusive language initiates. Even though there are various
elements worried. It includes a lack of records, and the
distinction makes it hard enough to make it understand. It
creates doubts and many other problems. When an indi-
vidual wants to win the comment, the individual can go up
to any level of exchange of comments. +ose are the types of
individuals who do not hesitate to harass others. Often, the
annoyed candidates annoy others with their remarks, scripts,
and responses on shared media.

+e further study is consistent with that of the acade-
mician [12]. Harassment is identified by offensive stated
material. Mankind’s isolation is more usually found in

immoral stuff, which is a serious problem. It is increasing
daily. Immoral content is produced by a specific group of
individuals. It includes a common mentality from a specific
period, gender, reputation, education, and religion. It is a
problem that a large number of clients on social media are
dealing with. Almost every social structure provides some sort
of venue for recording or avoiding immoral content [13].
Reporting this personmay result in a warning or, in the worst-
case scenario, a permanent ban. Toxic information can be
quite hazardous to even the most innocent minds.

+e big populace browsing the net has a variety of kids
who are new to the worldwide village. +ey are studying and
making their minds apprehensive of the sector. A few re-
searchers [14] are still looking into the content, while a few
girls are housewives who spend their leisure time working on
websites. +e Immoral depend is being managed by social
media web-based systems in a completely professional
manner. +ere is a unique mechanism in place to deal with
this type of information. +e assessment committee and the
concerned personnel are constantly on the lookout for
complaints and inquiries. +e pathetic content displayed on
the Internet can be refined using an information technology
architecture.

Oppressive language character is not just about as basic
as a lump of cake. Sorting out exploitative substance material
is a difficult task, especially when it needs to be extracted
from large data. Oppressive language is of several kinds. +e
sentence structure is made up of a variety of expressions.+e
character of hazardous words in this series surely necessi-
tates a handful of particular strategies. Table 1 illustrates that
the number of net clients is steadily increasing. With a larger
population, there are more opportunities to obtain diverse
measures.

Governmental concerns have been raised, and strategies
are being explored in every impacted district around the
world to develop new mechanisms to restore normalcy and
control coronavirus. Because the Coronavirus has boosted
web traffic, determining the text’s sequence is crucial. +e
prevalence of web material can be spread, and false content
can be eliminated. Savelev et al. [15] expressed with regards
to quick data sharing and spread that the web is the main
source to associate, and similar data is divided among dif-
ferent clients. Some of the time the worry isn’t about un-
wavering quality, however, individuals share content
unexpectedly to make their darlings update about the on-
going occurring. Boksova et al. [16] referenced that indi-
viduals are classified as web clients and nonclients.

Table 1: Increase in the number of people using social media each
year.

year Users in millions
2010 95
2011 120
2013 148
2015 210
2017 245
2019 280
2020 294
2021 326
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Gao et al. [17] made an intensive report on assessment
investigation and the utilization of online media content.
Social substance investigation is prevalently broken down by
opinion examination. +e different strategies of opinion
examination are utilized, including deceptive substances.
+ere are various methods, such as determining the
uniqueness of senders, messages, and recipients. Krzewniak
[18] reported that web-based clients have access to all data
on the Internet, however, this might put the information of
clients in grave danger. +ere has been research on how
scientists have used information mining processes to
characterize data in the past. Rule-based frameworks, solo
learning procedures, administered learning strategies, and
other well-known ways are examples of this dynamic. As
shown in Table 1, the number of informal community clients
is increasing every year. Gianfredi et al. [19] Table 2 shows
the most well-known exercises [20] and the level to which
they were carried out by individuals in the global infor-
mation media status report.

+e table above shows how frequently people use In-
ternet hotspots for various activities in their daily lives. +e
web is considered the backbone by the majority of the
dynamic. Considering these characteristics to be of top
priority, the suggested research paper identifies two
common issues. +e first is the assurance of deceptive
content from online media (utilizing AI classifiers). +e
subsequent issue is the assignment of classifications to
untrustworthy substances based on their power degree,
including simulated intelligence, to the point where the
most dreadful class should be acknowledged for special
arrangements.

+e plausibility of the review is that the web cannot
separate the moral and exploitative substance. +e valid and
bogus assertions cannot be recognized. [21] If questionable
data is halted to engender and its ubiquity can be dimin-
ished, there are opportunities to guarantee the web is de-
pendable. Likewise, there are opportunities to decrease the
consuming circumstance and lead the course toward the
quiet circumstance as the consistently famous substance is
not a dependable substance as well. Man-made intelligence
is so stretched out in different applications that now it is not
only utilized for consistent programming but also as a
policymaker and a device. Shrewd frameworks (K. Ghosh,
2019) for web-based media are fundamental these days for
quality assistance arrangement.

2. Related Work

+e major purpose of the research is to create text-mining
algorithms for detecting immoral content on social net-
working sites [22]. Elareshi et al. [23] have discussed and
evaluated several areas of aspect mining using text in depth.
Text mining is the process of analyzing content using a
variety of machine learning algorithms established by ex-
perts [24]. Supervised learning, unsupervised learning, rule-
based learning, pattern-based learning, and so on are
common learning methodologies. As a result, there are three
categories of literature on this subject.

2.1. Artificial Intelligence as a Service (AIaaS). Artificial in-
telligence is a concept that refers to the scientific studies and
practices aimed at improving the efficiency with which
robots make decisions. +e term “intelligence” encompasses
a wide range of concepts. It includes factors, such as
addressing the problem in a short amount of time, solving
the problem correctly, providing the best answer, and so on,
according to the experts [25]. Computers are used to effi-
ciently solve complex problems. Machine learning, with or
without the assistance of a person, strives to solve issues
using computations and create proper outcomes (Jiwon
Kang). Several machine learning techniques exist that
combine great computational capabilities with low com-
puting expenses. Li et al. [26] reported that supervised,
unsupervised, and reinforcement learning are among the
machine learning approaches employed. Shah and Li [27]
AI’s effects on jobs and society [25] management and
strategic challenges associated with AI [25]. +ey all use
different approaches, however, the end goal is the same: to
find the most effective solution. AI is utilized as a third party
because it strives to deliver better/improved reasoning. +e
computed results are employed as a third party, and the data
is communicated and evaluated using these results in many
research and technology domains. Machine learning and
artificial intelligence are employed in a variety of platforms.
It is for this reason that it is known as third-party evaluation.
Artificial intelligence and machine learning have a big
impact on information and communication systems in
general. +e machine is being programmed to calculate the
solution automatically.

As a result, the ideal solution is not only quick but also
offers precise results. +e year Takeuchi and Yamamoto
[28]. +e more capable a system is of delivering accurate
results, the more it is called a smart system [29]. It also
offers the capability of halting processing in the event of
an error or autonomously rectifying processing before
output without contacting an external entity. +e term
“agents” is used to refer to intelligent systems. Agent
decision-making has been a prominent issue in research
for years, and now it can be used as a service to run a
variety of systems.

Table 2: Proportion of Internet users activities.

Sr. No Utility Proportion
1 In contact with friends/Family 48.6
2 Spare time usage 36.3
3 News updates 35.2
4 Entertainment 30.9
5 Information in the air 29.3
6 Products browsing 26.1
7 Opinion sharing 24.9
8 Live stream watch 23.7
9 Make new contacts 23.6
10 Content browsing from favorite brands 22.9
11 Work-related networking and research 22.7
12 Finding communities and interests 22
13 Favorite sports 21.1
14 Celebrities & stuff 20.7
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Several analysts [30] devised various ways to incorporate
AI into their projects to improve the quality and efficiency of
their work. Real-time frameworks are those that initiate their
actions at a specific interval or timeframe. Social media
content is derived from a variety of sources. +e majority of
the design is built on a dispersed framework layout. +e
cloud underpins all-encompassing interfacing of worksta-
tions in various regions, linked through organized topolo-
gies, and ensures error-free data transfer. Such systems are
well-prepared so that sending data from one source to a few
kilometers away arranged recipient takes only a few seconds.

+e Internet of +ings (IoT) is a connected example of a
socially connected distributed system. Gianfredi et al. [19]
articulated around the data generated by a variety of devices
and disseminated through social media applications. Be-
cause Yang et al. [31] is like mimicking human insights in
information translation and applying a clever decision-
making framework, it can be used as a supplement to cir-
cumvent social media’s forceful content. An intelligent
degree for social media substance isn’t too brutal rough
substance; rather, there should be distinguishing proof of
brutal substance and destruction of that smudged stuff some
time lately increasing it to various systems. Here, we use
AIaaS for immoral content detection and eradication can use
effective cloud computing models to leverage this service. It
is highly adaptable and dynamic. AIaaS-based immoral
content detection is mostly effective for optimizing the
outcomes based on big data training data samples.

2.2. Machine Learning. Text mining techniques, which are
applied under the platform of machine learning techniques,
help identify immoral contentmaterial. Machinemastery for
medically-linked textual material polarity is also based on
strategies that are a systematic manner to apply some al-
gorithms by teaching a computer to decide for itself.

Unsupervised, supervised, and reinforcement learning is
used to apply machine learning-based text mining strategies.
In addition to labeled datasets, the supervised learning-based
skilled models [32] emphasized text mining in the bio-
medical dataset. +e impacts already understood are in-
cluded in the supervised learning of facts. +e outcomes are
evaluated using a supervised learning-based approach
model. +e data set was used for prediction by using a
support vector machine (SVM) decision tree.

His ideality was a topic for churn, and he developed a
neural network for audience-related literary material with
the help of [33]. However, the findings of a survey-based
dataset linear regression, which are well-known supervised
researching approaches for determining immoral text, have
been spectacular. +e goal of this study is to use supervised
learning to identify the outcomes from the data.

+e application of supervised learning to understand the
use of the SVM algorithm was originally done by [34]. It was
previously multilingual and employed seven languages, as
well as a variety of bootstrap sentiment analysis
methodologies.

Once, a progressive B4MSA polarity classification was
utilized. Forman, et al. [35] and Heri [36] introduced a the

detection of negative consequences of publicly publishing
humiliating content material on social media. Other mul-
tilingual sentiment assessment models employed were
SENTIPOLC′14, SemEval’15–16, and TASS′15. It deter-
mined the harshness and disrespectfulness of the words. For
classification-based tasks, the results were environmentally
favorable.

2.3. Big Data, A Source of Unethical Content. Social media
platforms are the sources of revenue gains for various
regions. Various small and medium financial industries are
now applying technology as a mandatory component of
their procedures. Shan et al. [37] emphasized the vitality of
platforms for data reforms for the future growth of a
region. +e increase in data during the last decade is in-
creasing, however, the pandemic since 2019 has isolated
the social activities of mankind. Technically, domestic
isolation has raised behavioral complications. +e vitality
of the content generated during a pandemic is more
polluted with the combination of less ethical and more
unethical statements. People found no other way to
communicate, For online social networking applications,
where it is recommended to proceed with all the activities
while staying at home, people have no alternative ways to
establish social networking activities [38]. Only the online
social media platforms facilitate them to meet new people
virtually. Platforms such as Twitter, Facebook, Netflix,
Yahoo, Whatsapp, Wechat, and similar applications can
help one to find new people and discuss his ideas fearlessly.

Another research by [39] illustrated the sufferings raised
because of more use of gadgets, especially by the youngsters.
Big data is saturated with more impact of poor communi-
cation, inappropriate words, lack of belief, and particularly,
it is saturated with the impact of cyberbullying impression.
He used the classification approach for unethical text de-
termination. Most of the platforms justify there are more
proportions of immoral content. +e proposed study em-
phasizes more on Twitter data set because of its diversity in
the same domain, availability, and rapid user interactions.

2.4. Datasets. +e dataset is made of Twitter, Kaggle, and
survey-based information. +ere was no uniformity in the
columns, information format, or aesthetic style because the
data was acquired from a variety of sources. Although this
unstructured data had previously been in text format, it was
no longer appropriate for the next stage of processing. To
advance to the next level, the authors converted heteroge-
neous data into homogeneous data with a standardized
form. Twitter also offers an API (Twitter Stream API) that
may be used to retrieve data from the website, such as tweets,
comments, and likes, but only with authentication.

In social networks, the detection of abusive content,
cyberbullying, and harassment is typically framed as a
classification problem. +e homogeneity of the data set was
not the only concern. +ere was also the issue of multiclass
imbalanced datasets, which resulted in a varied distribution
of situations into instances.
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Using the approach of oversampling, the problem was
attempted to be minimized up to the lowest stage. Rapid-
miner is used to process the records to simulate models
quickly and accurately.

2.5. Model. +e primary goal of the proposed study is to
determine which records contain immoral content. +e
aggregated records have been reduced to a set of documents
containing 13,000 tuples and seven features. AI’s utility is
machine learning. After consolidation, the factual units were
in a homogeneous state. +is data was once sophisticated
enough to be used as input in the mannequin. +e flowchart
of the AIaaS-based model for immoral content detection and
eradication is shown in Figure 1.

+e figure indicates there are two sections of the pro-
posed system. +e top approach of the flow chart shows the
processing of data from the initial stage till the identification
of unethical content. +e process continues for the entire
data chunks. It is sure that if the data set is big enough, the
methodology is applicable for the data segments until the
entire data is examined. +e results are stored and the same
logic is applied as service-based architecture. It can be
possibly achieved for cloud architecture. +e dedicated
unethical content identification cache can encounter the text
with segmentwise results calculation until the condition is
stable. Both types, i.e., semantic and sentiment analysis, are
possible in the above model.

2.6. Data Preprocessing. +e preprocessing of records is the
initial stage in the suggested paradigm.+e facts collection is
heterogeneous with little homogeneity and a large number of
information elements. +e preprocessing of facts is usually
the first stage for eachmannequin. It is utilized to turn it into
a more homogeneous state. +e information that has
resulted is now of high quality. Data preparation is required
to remove noise from the data and to improve the accuracy
of the effects purchased once purified records have been
utilized for mannequin training.

+ere were numerous abnormalities in our dataset,
including incomplete records with missing values, in-
correct values, and special data sorts for a variety of at-
tributes. +e information gathered from a variety of
sources was also incorrect. It is critical not to remove any
useful information from the content while preparing the
data. Anomalies were present in the data sets used in our
research.

It is important that often preprocessing and data
cleansing deletes the missing and abnormal or incorrect
values. However, in the proposed study, preprocessing is
applied to the data items that contain minimum null
values. +e missing values were replaced with the most
possible/nearly estimating possible values. +e impure
data was found to be approximately 0.002%, which is quite
less in proportion. +e problem of overfitting and
underfitting were carefully observed so that the data
quality should be consistent. +e data after preprocessing
is quality-oriented.

2.7. Opinion Mining NLP. +e data set is ideal for linguistic
research. +e discoveries that are reached following the
information analysis are referred to as features. +e two
most important types of features are determined in this
study. +e facts are a collection of social behavior statistics.
In this study, two categories of points are specifically ex-
amined. Sentiment points and semantic characteristics are
what they are called. In the model for detecting abusive
language, feature extraction is crucial. +ese considerations
will aid in the detection of abusive phrases and context-
based abuse. Preprocessed data aids in the extraction of
particular elements, such as sentiment features, semantic
features, unigram features, and pattern features, to detect
abuse and subtypes, such as aggression, dislike, misbehavior,
cyberbullying, and vulgar language in the material. +e
sentiment feature determines whether a tweet or remark has
a sentiment thing, whereas the semantic feature aids in the
detection of contextual base abuse by the usage of a specific
letter, symbol, or word in the tweet.

2.7.1. Semantic Analysis. Semantic analysis is used to de-
termine the relationship between the sentences. It can
distinguish the sentence’s class. It is the type of sentence that
is employed in the sentence. It can distinguish the sentence’s
class. It is the type of sentence that is employed in the
sentence which means the clear theme of the context is
expressed in terms of semantic analysis [40]. Particularly, it
is the comment on the expression's context. +e planned
research also assesses whether the statement is

Feature Analysis

Feature Extraction

Machine learning
Classification

Test /Train 

Classifier Algorithms
Support Vector
Machine
Decision Trees
Naïve Bayes Classifier

Statistical, Semantic &
Sentiment Analysis

Block Content

Service Oriented
Content

Y
N

Social Promotional Content / stream
sharing 

Data Collection &
Preprocessing

Immoral
Text

Figure 1: A flowchart of AIaaS-based model for immoral content
detection and eradication.
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straightforward or contains some hidden meaning. In se-
mantic analysis, the selection of words and closures is
critical. It is used for approximation analysis in machine
learning.+e theme of predicate information analysis is used
to complete it. +e proposition is a collection of predicates
and quantifiers. +ese assertions are used to complete a
sentence’s structure. A minimum of one item of information
should be included in each proposal.+ey result in variables,
which are then utilized to form a variety of functions that
provide useful data to the systems. When analyzing a sen-
tence for semantic analysis, the same common sense is
employed. In semantic analysis, letters, symbols, and
quantifiers are used.

2.7.2. Sentiment Analysis. Another feature is sentiment
evaluation, which is the determination of the sentence’s
polarity. It is utilized for opinion mining, with the ability to
look at things in three ways: positively, negatively, or
neutrally. It can tell whether the text is polarised in a very
positive, positive, neutral, negative, or extremely poor way.
Doaa Mohey El-Din Mohamed Hussein, 2021 identified
issues in analyzing social media content (Shambhavi
Dinakar). +e texts utilized for sentiment analysis include a
variety of languages (Rastislav Krchnavy) and negative and
slang phrases, hashtags, and emoticons (Dr.Pappu Rajan). A
lot of lookup scholars have extended this kind of view for
herbal language processing. Microblog textual content
analysis (Fotis Aisopos).

Table 3 states that out of 4458 tuples of datasets 1,2 and
three+e category of kind of content is decided by sentiment
and semantic analysis. Hence, the classification of subcat-
egories is made viable to in addition follow the model.

2.8. FeatureExtraction. +e facts set consisted of 12 features.
+e computation was once processed by way of using.

+e key function of function extraction is to determine
the most influential features that take part in result gener-
ation. In the chosen information set, the aspects that con-
clude their content as immoral, cyberbullying, or dislike text
were text, content, category, and . . ... Particularly, the
reachable information units have awesome facets called
textual content and effects as two foremost chosen facts.

2.9. Optimization and Training. +is section includes the
model optimization and training for the dataset so that the
results could be precise and valid.

2.10. Classification. Additionally, divide the dataset into a
teach or look at dataset to train a model for detecting abusive
language. As the mannequin is trained using a 70% dataset,
the records set is partitioned into the educated and check-
facts sets. +e proposed lookup is classified using the su-
pervised computer to get to know the method [41]. +e
ramifications of the statistics units are already recognized in
this case. +e ability to classify data is such that the results of
trained statistics sets can be compared to the outcomes of
checking out records.

+ere are a variety of classifiers [42]. Classification
techniques are even important on encrypted data [43] and
[44]. +e accuracy measurement determines the overall
performance of the mannequin.+e three classes that are the
consequence of categorization are immoral, cyberbullying,
and hatred [45]. +e classification process is divided into
three stages. +e classification is done by three classes. It
incorporates binary classification, which divides the records
into two categories. +e outcome of binary categorization
distinguishes the two major groups. Binary categorization
has the advantage of displaying the straightforward distri-
bution of statistics into two main groupings.

Ternary classification is the next step after categorizing
the statistics into binary labeled results. As the proposed
study identifies three classes, namely immoral, cyberbully-
ing, and dislike, the tertiary classification is used. +e re-
search completes its classification, however, if it needs to be
extended to more than three classes, a multivalued classi-
fication is used.

+e three most common and popular classifiers used in
this study were Naive Bayes, SVM, and Decision Tree, which
were used to divide the content material into categories, such
as aggression, misbehaving, dislike, cyberbullying, vulgar
message, and ordinary. In Table 4, the categorization con-
sequences are discussed. +e commonplace class represents
natural language. If a tweet or remark is not harsh, it will be
listed here. By modifying these factors, the optimal pa-
rameter will help improve the overall performance of
classifiers. +e accuracy of each classifier will be displayed
one by one for each class in the result. +is accuracy will
exhibit how precisely to discover the abusive language from
the content. +e exponential growth of big data might in-
crease the chance of abusive and unethical content com-
pared to ethical content [46]. +e proportion of neutral
content is much less than the other components. +us, there
are more aspects the people behave unethically over the
Internet. It may be because of reasons, such as their identity
being unknown and them being remotely available, or
concerns, such as they can approach various platforms free
of cost and they have freedom of speech. However, there are
more traces of nonvaluable text.

3. Result and Discussion

+e binary classification process produces two main lessons
and has a 91.2 percent accuracy rate. +e third category is
considered neutral. Hence, if one runs the classification
model on these three instructions, one gets an accuracy of
85.70%.

Table 5 indicates the accuracy of the proposed approach.
It means the identification of unethical content via machine

Table 3: Opinion mining classification.

Semantic data Sentiment data Total
Data set 1 2517 1941 4458
Data set 2 1375 1433 2808
Data set 3 1341 2307 3648
Tuples 5233 5681 10,914
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learning algorithms is promising, particularly for the
datasets that are of larger size. +e sentiment analysis and
semantic analysis evaluations provide noticeable results.
+is approach can be applied for the larger data sets by
selecting the segments of huge chunks of data, and the
repetition of the process at various intervals can be deter-
ministic for the data available.

3.1. Content Oriented AI as a Service. After passing through
the model’s elements, the outcomes disclose three key pa-
rameters.+e statistical output is once again used as a source
for hospitality analysis [47]. From banking transactions [48].
For content show processing, the impacts obtained after
sentiment and semantic analysis are critical. Instead of
displaying before the readers, items that are more infected
with traces of immoral, cyberbullying, and dislike classes
with high accuracy (meaning are more corrupt) can be
prevented. Low-accuracy communications may provide a
risk of displaying content material on the Internet. +e most
situation column in Table 1 has a high F1 score. In any event,
the recall, precision, and F1 rating factors would no longer
be prioritized.

3.2. AI Influencial Content Control. +e content material
with excellent polarity is ideal for displaying in front of the
reviewers. Negative polarity and a poor F1 score are the
examples of material with negative impact. Alternatively, if
the content material is displayed, it may harm the users.
After the model has been applied, the cumulative results can
be separated into different labels and the time stamp can be
lowered. If the content is very obnoxious, it may be pro-
hibited at an early stage. +e dreadful effect can be mitigated
in this way.+ismethod is ideal for websites that have a great
reputation and only provide excellent service. +ese social
media platforms are often at high popularity.

4. Conclusion

+e suggested investigation is completed to find and remove
immoral content from social media networks. Misbehaving,

cyberbullying, and use of immoral language; in the state-
ment is unethical content. Textual content mining is done
using a supervised learning approach. To obtain reliable
results, firstly, unethical content identification is done.+en,
based on these results, the content containing illegal text can
be prevented. +e use of a multiclass imbalanced dataset is
refined with resampling, undersampling, and oversampling
techniques. +en, sentiment and semantic analysis methods
are applied to find the severity of immoral content. Decision
Tree, SVM, and NaveBayes are used for classification. +e
content polarity and unethical sensitivity are determined.
+e negative content is limited to the social media display.
+e feasibility of this study is extremely important for better
text-based component decision-making. New policies
pushed decision-making, social content delivery, and dis-
play, as well as the permissibility and prohibition of ethical
writing on reputable and genuine websites. +e proposed
study’s social advantages are measured in terms of the
amount of content that can be exhibited, regional charac-
teristics from the community, and many more.
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To address the problems of slow acquisition speed and low accuracy faced by existing grid search-based satellite acquisition
methods in complex scenarios, this study proposes a high accuracy and fast satellite signal acquisition method based on blind
source separation. -e proposed method first adopts wavelet threshold denoising to reduce the noise in the overlapped satellite
signal received by the receiver so as to improve the signal-to-noise ratio of the satellite signal. On this basis, a subspace estimation
method is introduced to construct a blind acquisition algorithm for satellite signals, which achieves high accuracy and fast solution
for the Doppler frequency shift and code phase shift of satellite carrier signals and is able to recover the unobservable individual
source signals.-e effectiveness of the proposedmethod is verified through experiments and compared against the traditional grid
search type acquisition method, which confirmed that the method is suitable for the acquisition requirements of weak signals and
has a good engineering application value.

1. Introduction

Satellite signal acquisition is an important part of the re-
ceiver baseband signal processing, which is a prerequisite for
tracking and positioning.-e performance of the acquisition
algorithm directly affects performance metrics such as the
receiver acquisition speed and accuracy [1, 2]. For a par-
ticular GPS satellite signal, signal acquisition is the esti-
mation of the carrier frequency and code phase of the
satellite signal [3–5]. Previous research has proposed to use a
parallel search algorithm for Doppler frequency and code
phase on a two-dimensional grid [6]; however, as finer grid
divisions are required to improve acquisition accuracy, while
coarser grid divisions are required to improve acquisition
speed, this method cannot simultaneously optimize both the
acquisition speed and accuracy. Cui et al. [7] also proposed a
matched filter coarse acquisition and linear frequency

modulation Z-transform fine acquisition method that im-
proves the acquisition speed while maintaining a certain
degree of satellite signal acquisition accuracy; however, the
method has a relatively high complexity and has poor ac-
quisition performance in complex scenarios where the
signal-to-noise ratio is low. Although many studies on
satellite signal acquisition techniques have been performed,
nomethod to date can achieve both fast and accurate satellite
signal acquisition in complex scenarios.

Based on the existing research, this study proposes a high
accuracy and fast acquisition method for satellite signals
based on blind source separation [8, 9]. -e proposed
method first introduces the wavelet denoising method to
reduce the background noise of the satellite signal. Subse-
quently, the blind source separation model of the satellite
signal is constructed by frequency multiplication sampling,
and the subspace estimation theory is introduced to resolve
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and compute the Doppler frequency shift and code phase
shift. Finally, the acquisition performance of the proposed
method is evaluated based on actual GPS satellite signals and
compared against that of the traditional parallel search
method.

2. Methodology

2.1. Blind Acquisition Model of Satellite Signals. -e satellite
signal received by the receiver contains 3 aspects: the carrier
wave, the pseudo-random code, and the data code. Each
satellite corresponds to a unique pseudo-random code, i.e.,
the C/A code.-eC/A code and the data code are modulated
into a combination code, and the low code rate combination
code is secondarily modulated using spread spectrum
communication techniques to form the final satellite signal
as follows:

r(t) � 

N

i�1
Ai · Ci(t) · Di(t) · cos 2π · fIF + fi(  · t + θi  + n(t).

(1)

In the above equation, N is the total number of satellites
received by the receiver, time t denotes the continuity of the
satellite signal, Aiis expressed as the amplitude of the ith
satellite’s carrier signal, Ci (t) corresponds to the C/A code of
the ith satellite, fIF represent the carrier frequency, fi and θi
are, respectively, the Doppler frequency shift and initial
phase of the ith satellite’s carrier signal, the solution in-
volving these two parameters corresponds to the acquisition
of the satellite, Di (t) is the ith satellite’s navigation data code,
and n (t) is the background noise.

-e solution of Doppler frequency shift and code phase
shift in equation (1) can be reduced to a single-channel blind
source separation problem, i.e., separating each satellite
carrier signal from the mixed carrier signal received by the
receiver and then solving for the Doppler frequency shift and
code phase. However, without any a priori knowledge, the
single-channel blind source separation is a pathological
computational problem. As such, this study converts the
satellite signal into an aliased sinusoidal sampled signal with
multichannel output through frequency multiplication
sampling. -e sampling points of each channel are different
during the sampling process, ensuring that there is vari-
ability in the information observed by each channel, thus
adding new observational information. Because C/A codes
and navigation data codes are digitally coded signals, when
sampling is sufficiently dense, the values of C/A codes and
navigation data codes are constant across different channels
for a given point in time. Based on this train of thought,
considering only a particular sampling point and assuming
an evenly spaced distribution of sampling points between
channels for a given point in time, the satellite signal re-
ception model after channel serialization can obtained as

r(ρ) � 
N

i�1
Ai · Pi · cos 2π · Fi ·

tM

M − 1
· (ρ − 1) + θi  + n(ρ),

(2)

where Pi �Ci (t) Di (t) and Fi � fIF + fi, j� 1, 2, . . ., M are the
sampling channels, and tM is the sampling time corre-
sponding to the Mth sampling channel. Rewriting equation
(2) in matrix form by means of Euler’s formula,

r � A · x + n,

A �

1 1 · · · 1

exp j · 2πF1 ·
tM

M − 1
  exp −j · 2πF1 ·

tM

M − 1
  · · · exp −j · 2πFN ·

tM

M − 1
 

exp j · 2πF1 ·
2tM

M − 1
  exp −j · 2πF1 ·

2tM

M − 1
  · · · exp −j · 2πFN ·

2tM

M − 1
 

⋮ ⋮ · · · ⋮

exp j · 2πF1 · tM(  exp −j · 2πF1 · tM(  · · · exp −j · 2πFN · tM( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

M×2N

,

x �
A1P1

2
· exp −j · θ1,0 

A1P1

2
· exp j · θ1,0  · · ·

ANPN

2
· exp j · θN,0  

H

1×2N
,

n � n(1) n(2) · · · n(M) 
T
1×M,

(3)
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where r is the satellite signal after channel serialization, and
FN � fIF+ fN is the coefficient in matrix A; the unknown
parameters AN and θN,0, contained within the column vector
x, are the satellite carrier signal intensity and initial phase,
respectively. Equation (3) is the blind source separation
model of the satellite signal constructed in this study by
simulating multiple channels through frequency multipli-
cation sampling. -e acquisition process is the separation of
matrix A and vector x from r.

2.2. Blind Source Separation of Satellite Signals. To perform
blind source separation on equation (3), the satellite carrier
signal needs to be first denoised. Since threshold denoising is
conceptually simple and computationally inexpensive, this
study uses wavelet threshold denoising to perform noise re-
duction on the satellite signal. -e main implementation steps
of this process are outlined in the following sentences. First,
wavelet transform with layer number 5 is performed on noisy
signal r to obtain the wavelet coefficients corresponding to the
fine details bk, and soft thresholding is then applied to bk to
obtain the estimated wavelet coefficients wk. Finally, wavelet
reconstruction is performed using bkwk to obtain the signal
after noise reduction as the reconstructed signal [10, 11].

Using the reconstructed signal as the input signal r for
the blind source separation model, simultaneously finding
the autocorrelation matrix for both sides, and combining the
frequency invariance of the sinusoidal signal’s correlation
function, the autocorrelation matrix Q � E(r − rH) is ob-
tained. Decomposing the matrix Q into two parts, namely,
the signal subspace and the noise subspace, and performing
the eigenvalue decomposition,

Q � UUH
� UX UH

X + UN UH
N, (4)

where the matrix Q has 2N large eigenvalues and M− 2N
small eigenvalues after mathematical decomposition. UX is
the signal subspace spanned by the eigenvectors corre-
sponding to the large eigenvalues; UN is the noise subspace
spanned by the eigenvectors corresponding to the small
eigenvalues. -e signal subspace and the noise subspace are
mutually orthogonal; using the orthogonality of the two
subspaces, the spatial spectral function can be constructed as

P �
1

AHUNU
H
NA

. (5)

By optimizing the above spatial spectral function, the
sought Doppler frequency shift of the satellite signal is
obtained as the frequency corresponding to the extremum
value. Finally, the matrix least squares method is used to
obtain a blind estimate of the initial phase of the satellite
carrier signal: X � A†r, where A† is the pseudoinverse
matrix of matrix A. -us, the initial phase of the carrier can
be solved as follows.

θ � arctan
Im(x)

Re(x)
 , (6)

where Im (x) and Re (x) represent the imaginary and real
parts of the complex numbers x, respectively. -e

acquisition of the satellite signal is completed once both the
Doppler frequency and phase of the satellite carrier signal
have been obtained.

3. Results and Discussion

-e dataset used consists of actual GPS signals collected by
the University of Colorado Boulder and is named “GPSdata-
Discrete Components-fs38_192-if9_55.bin.” -e GPS signal
is quantized with 8 bit, IF signal frequency of 9.548MHz,
sampling frequency of 38.192MHz, carrier frequency of
1.023MHz, C/A code length 1023, and downsampling factor
of 11. -e signal consists of 8 channels, from which 32
satellites may be acquired.-e signal acquisition threshold is
set to 2.5. Figure 1 shows the results of satellite acquisition
based on the blind source separation method. -e PRN
number represents the GPS satellite serial number. From
figure, we can see that the method proposed in this study
resulted in the successful acquisition of the signal from 8
visible satellites, for which the acquisition peaks are all
greater than the preset threshold of 2.5. -e remaining
satellite signals with correlation peaks less than 2.5 were not
acquired. -e acquired satellite Doppler frequency and code
phase parameters are accurate, with both the frequency error
and code phase error being controlled within the allowable
limits to meet the requirements of subsequent tracking.

In the following paragraphs, satellite PRN21 is used as an
example to analyze the acquisition accuracy of the method
proposed in this study and the parallel code phase search
based on fast Fourier transform (FFT). Figure 2(a) shows the
acquisition results obtained using the parallel search algo-
rithm, and Figure 2(b) shows the results obtained using the
acquisition algorithm proposed in this study. -e Doppler
frequency shift can be evaluated by subtracting the IF signal
frequency result from 9.548MHz, which can be used for
quantifying the algorithm performance. From figures, it can
be seen that the IF signal frequency obtained by the parallel
code phase search algorithm is 9.54743MHz, which has a
Doppler frequency shift of −570Hz in comparison with the
actual IF signal frequency.-e IF signal frequency estimated
by the acquisition algorithm in this study is 9.54825MHz,
which has a Doppler frequency shift of −250Hz. Hence, it
can be seen that the algorithm proposed in this study has a
more accurate estimation of the Doppler frequency shift.

-e execution times of the algorithms proposed in this
study and the parallel search algorithm were statistically
tested under the same environment for a total of 10 mea-
surements. -e average values were calculated, and the
results obtained are given in Table 1. As given in Table 1, the
execution time of the acquisition algorithm proposed in this
study is much smaller than the execution time of the tra-
ditional parallel acquisition algorithm; thus, the acquisition
speed of the algorithm proposed in this study is fast.

To verify the sensitivity of the acquisition algorithm,
signals with different signal-to-noise ratios need to be ac-
quired for testing. Since the flexible control of the signal-to-
noise ratio cannot be realized on physically acquired data,
the software Matlab was used to generate simulated GPS
signals as the test signals. -e simulation generates the No. 6
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GPS satellite signal with a data length of 100ms, randomized
navigation message data, signal frequency of 4MHz, sam-
pling frequency of 16MHz, and initial signal phase of 0. -e
signal is combined with additive zero-mean Gaussian white
noise with noise variance σ2 �1. Figure 3 shows the per-
formance comparison of using the parallel code phase search

acquisition algorithm using the acquisition algorithm pro-
posed in this study to acquire the simulated GPS satellite
signal.

As shown in figure, the probability of a correct acqui-
sition increases with the increase of signal-to-noise ratio for
both algorithms; however, compared with the traditional
parallel acquisition algorithm, the acquisition performance
of the proposed algorithm is better and more sensitive for
any given signal-to-noise ratio. For the probability of correct
acquisitions to reach 90%, the traditional parallel acquisition
algorithm requires a signal-to-noise ratio of −41 dB or more,
while the acquisition algorithm used in this study requires a
signal-to-noise ratio of only −44 dB. -is demonstrates that

Table 1: Comparison of algorithm execution times.

Frequency search step (Hz) Parallel
search (s)

Proposed method
(s)

1000 10.415 0.256
500 19.783 0.598
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Figure 1: Signal acquisition results on actual collected GPS signals.
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Figure 2: Acquisition results (a) for the parallel search and (b) for the proposed method.
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the acquisition algorithm used in this study is more suitable
for the acquisition of weak signals as compared to the
traditional algorithm.

4. Conclusion

In order to meet the requirement of precise navigation in a
real time, the compromise between acquisition speed and
acquisition accuracy needs to be addressed. In this work, we
proposed a new method to capture the satellite with both
high accuracy and fast satellite signal acquisition. Unlike the
traditional algorithm, e.g., parallel searching based on
Fourier transform, the proposed method employs an idea of
signal optimization where the Doppler frequency can be
analytically calculated. Based on the mixture signal from
multiple satellites and the time-dependent amplitude, we
implemented the frequency multiplication sampling to
generate the standard sinusoidal signal and then established
the signal acquisition model according to blind source
separation. After that, the signal background noise is re-
duced by introducing the wavelet denoised method where a
wavelet threshold is preset. -is can enhance the signal-to-
noise ratio, thereby improving the acquisition performance
of the satellite receiver. Finally, the subspace-based esti-
mation algorithm was used to blindly estimate the Doppler
frequency and phase of the satellite signal so as to overcome
the technical limitations faced by existing acquisition
methods, using which a simultaneously fast and accurate
acquisition of satellite signals cannot be achieved. -e ex-
perimental results from GPS satellite signal acquisition
demonstrate that, as compared with the traditional acqui-
sition methods, the new acquisition algorithm proposed in
this study can achieve high accuracy and fast acquisition of
the satellite signal. Furthermore, it can effectively acquire
weak signals, making it more suited for high-sensitivity
software receivers.
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In Bike-Sharing System (BSS), the initial number of bikes at station will affect the time interval and the amount of rebalancing,
which is usually empirically determined and does not reflect the characteristics of consumer demand in finer time granularity, thus
possibly leading to biased conclusions. In this paper, a fleet allocation method considering demand gap is first proposed to
calculate the initial number of bikes at each station. *en, taking the number of demand gap periods as the decision variable, an
optimization model is built to minimize the total rebalancing amount. Furthermore, the research periods are divided into multiple
subcycles, the single-cycle and multicycle rebalancing strategies are presented, and the additional subcycle rebalancing method is
introduced to amend the number of bikes between subcycles to decrease the rebalancing amount of the next subcycle. Finally, our
methods are verified in effectively decreasing the rebalancing amount in a long-term rebalancing problem.

1. Introduction

In recent years, the rapid expansion of motorized trans-
portation system in cities has made the urban environment
deteriorate rapidly and traffic congestion seriously, posing a
serious threat to the health and travel convenience of urban
residents [1]. Today’s petroleum-based mobility system is
making transportation systems face unprecedented pressure.
Especially in the past decades, with the accelerated pace of
globalization, urbanization, and motorization in the world,
energy shortage and environmental pollution are common
problems faced by many developed and developing coun-
tries [2]. According to official statistics, traffic jams caused
urban Americans to travel an extra 8.8 billion hours and
purchase an extra 3.3 billion gallons of fuel for a congestion
cost of $166 billion. In particular, we can see many cities all
over the world sunk in heavy smokes in the winter
threatening the health of citizens. Consequently, the search
for low-consumption and low-emission transports has be-
come an urgent issue that many researchers and practi-
tioners are willing to challenge. To our relief, many exciting

advancements in transportation appear, such as the station-
base bike-sharing which is not only a green and healthy way
to travel, but also a traffic mode of energy saving and
emission reduction. After the first Bike-Sharing System
(BSS) appeared in Amsterdam, the Netherlands, the system
quickly spread around the world because of its flexibility,
economy, and convenience [3]. Compared to motorized
transport, BSS provides an alternative to short distance
travel, effectively addresses the last mile travel problem,
significantly reduces traffic accidents and congestion [4].

In BSS, bikes and empty docks are arranged at fixed
stations available for users to ride when and where they
require. *e station has capacity limitations, representing
the maximum number of bikes or empty docks at a station.
When people require, they rent from the nearest station and,
after a short ride, return them to the station closest to their
destination. However, when BSS runs, people usually start
and finish their riding at two different stations, which often
lead to the imbalance of system. *e imbalance here means
that the bikes or empty docks of a station cannot meet its
customer demand, which not only increases economic losses
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of operators, but also decreases the service quality, thus
affecting the normal operation and sustainable development
of BSS. An effective solution to this issue is the operators
using vehicles to transfer bikes from excessive stations to
deficient ones, which is called a bike-sharing rebalancing
problem or bike-sharing repositioning problem (BRP).

In parallel with the explosion of BSS worldwide, in
addition to BRP, experts and scholars have been concerned
about the fleet allocation optimization of BSS, such as how
many bikes are required for each station during BSS plan-
ning stage and how many bikes are configured for each
station during rebalancing responding to customer demand
for renting and returning bikes, in addition to the extent to
which the fleet allocation affects the rebalancing operation
and so on.

Martinez et al. [5] designed a mixed integer linear
program, while Saharidis et al. [6] introduced a pure integer
linear program, both of which optimize the station locations,
fleet size, and bicycle relocation activities in daily operations.
With the deepening of research, Yan et al. [7] developed four
planning models for leisure-oriented public bicycle rental
systems under deterministic and stochastic demands, re-
spectively. Chen et al. [8] formulated two mathematical
programming models to determine the number of bikes
maximizing the time interval between repositioning events
and the satisfaction of demands. formulated two-stage and
multistage stochastic optimization models to determine the
optimal number of bikes to assign to each station at the
beginning of the service. Vishkaei et al. [9] determined the
station capacity and fleet size, taking into account a con-
straint for the fleet size of the system, then formulated a
model using the Jackson network, and developed a genetic
algorithm to obtain the proper amounts of variables to
balance the inventory of the system.

Once station configuration has been determined, the
capacity of each station, i.e., the maximum number of bikes
and empty docks, is difficult to change in the short term, but
the consumer demand for renting and returning bikes is
constantly changing over time. Rebalancing is the best
option to solve this problem, which is more efficient and
economical than replacing the facilities.

*e vast majority of BRP studies belong to the operator-
based BRP, and the objectives of BRP considered in the
existing literature are diverse. Most of them are intended to
minimize the total rebalancing cost or time from the op-
erator’ s point of view to improve the effectiveness and
efficiency of BSS [10, 11]. In addition to these objectives,
many of the literature also target customer satisfaction or
service level [12]. In recent years, the user-based BRP has
received some attention and several incentive strategies have
been proposed to encourage users to relocate the bikes
among stations [13].

*e fleet size of the station has a great influence on the
rebalancing amount, but only a few scholars have explored
their comprehensive optimization; for example, Yuan et al.
[14] proposed a unified mixed integer linear programming
(MILP) model to provide an integrated solution for the
number, location, capacity of bicycle stations, total fleet size
design, depot location design, and rebalancing and

maintenance plans. Sayarshad et al. [15] proposed a
mathematical model which attempted to optimize a BSS by
determining theminimum required bike fleet size in order to
minimize unmet demand, unutilized bikes, and the need to
transport empty bikes between rental stations. Frade and
Ribeiro [16] formulated maximal covering models and took
the available budget as a constraint to determine the location
of new stations, station capacity, number of bikes, and
rebalancing quantity. Chen et al. [8] studied how to de-
termine the number of bikes that need to be deployed at
stations to maximize the time interval or the satisfaction of
demands within a fixed time interval during rebalancing.
modeled the evolution of the number of vehicles at each
station as a stochastic process and proposed a rebalancing
strategy iteratively to solve a chance-constrained optimi-
zation problem in order to find a rebalancing schedule
ensuring no service failures in the future with a given level of
confidence. Being different from previous studies, proposed
a framework to obtain the optimal bike fleet size and
rebalancing strategy from the life cycle’s perspective.

We study how to achieve guaranteed service availability
in such systems. Specifically, we are interested in deter-
mining (a) the fleet size and (b) a vehicle rebalancing policy
that guarantees that (a) every customer will find an available
vehicle at the origin station and (b) the customer will find a
free parking spot at the destination station. We model the
evolution of the number of vehicles at each station as a
stochastic process. *e proposed rebalancing strategy iter-
atively solves a chance-constrained optimization problem to
find a rebalancing schedule that ensures that no service
failures will occur in the future with a given level of con-
fidence. We show that such a chance-constrained optimi-
zation problem can be converted into a linear program and
efficiently solved.

*is article seeks answers to two major questions:

(i) How can the fleet allocation (i.e., the initial number
of bikes at each station) be determined?

(ii) Are the research periods considered as a cycle (single
cycle) or divided into multiple subcycles (multicycle)
to rebalance?

*en, a series of questions are derived from them, such
as whether and to what extent does the initial number of
bikes of stations influence the rebalancing interval and
amount? Which is better, the single-cycle rebalancing or the
multicycle rebalancing? At the same time, if the research
periods are divided into subcycles, how is the initial number
of bikes of each subcycle determined?

Aiming at the above problems, this paper focuses on the
fleet allocation and cycle rebalancing of BSS. First, con-
sidering the demand gap, a fleet allocation method is pro-
posed to determine the initial number of bikes. Secondly, an
optimization model with the objective of minimizing the
total rebalancing amount is established. *en, the research
periods are divided into subcycles, and a multicycle reba-
lancing strategy (MCRS) is presented, in which the single-
cycle rebalancing strategy (SCRS) is introduced to rebalance
in each subcycle and an additional subcycle rebalancing
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method (ACRM) is proposed to decrease the rebalancing
amount of the latter subcycle. *irdly, a fleet allocation
optimization algorithm embedded in the fleet allocation and
cycle rebalancing strategy is designed to solve the problem.
Finally, the effectiveness of our methods is verified by a large
number of experiments.

*e key contributions of this article are as follows:

(i) A fleet allocation method for determining the initial
number of bikes is proposed, which considers the
demand gap in finer time granularity.

(ii) A mathematical model is formulated, which takes
the number of demand gap periods as decision
variables and aims at the objective of minimizing
the total rebalancing amount.

(iii) Based on cycle division, a multicycle rebalancing
strategy (MCRS) is presented, including a sing-cycle
rebalancing strategy (SCRS) and an additional
subcycle rebalancing method (ACRM). *e cycle
division method can give full play to the effect of the
fleet allocation method in reducing the rebalancing
amount.

2. ProblemDescription andModel Formulation

2.1. Problem Description. In order to reveal the effect of the
initial number of bikes on the rebalancing interval and
amount, we set up two scenarios which have the same daily
customer demands, choosing two stations 1 and 2 with
different initial number of bikes in the two scenarios, and a
datum period of one day, as shown in the table in the upper
left of Figure 1.

In scenario 1, more bikes were rented from station 1 than
were returned on days 1 and 2, resulting in a steady decline in
the number of bikes, so that no bikes were available for renting
the third day. Similarly, there will be no empty docks at station
2 for customers to return their bikes on that day. *erefore, a
rebalancing is required. Furthermore, customers cycle 18
times from station 1 to station 2 and 12 times from station 2 to
station 1, resulting in a demand gap of 18−12� 6 at station 1,
meaning that station 1 needs at least 6 bikes to meet the
customer demands. Instead, the demand gap at station 2 is −6,
standing that station 2 requires 6 empty docks to meet the
customer demands of that day. *erefore, at the end of the
second day, 6 bikes had to be transported from station 2 to
station 1 to meet the customer demands on the third day.

During the study periods, more bikes are rented from
station 1 than returned each day, so at the beginning of
scenario 2, 25 bikes are placed at station 1. In contrast to
scenario 1, the rebalancing is delayed by one day to the third
day and the rebalancing amount is only 1. *erefore, the use
of the demand gap to determine the initial number of bikes
at a station can extend the time interval until the next
rebalancing and reduce the rebalancing amount. However,
existing studies determining the initial number of bikes at
stations tend to base on station capacity percentage [17] or
the ratio of rental demand to returning demand [18], ig-
noring the demand gap, which is often subjective and
arbitrary.

When the initial number of bikes or empty docks of a
station plus the demand gap is within its station capacity,
this means that the station can meet its customer demand
and is defined in this paper as a normal station without
having to rebalance. Otherwise, the station is called a
problem station and needs to be rebalanced. If the initial
number of bikes or empty docks of a station plus multi-
period demand gaps remains within its station capacity, it
stands that the station can meet its customer demand for all
these periods without having to rebalance. Here the mul-
tiperiod demand gaps are defined as a cumulative demand
gap value based on how many periods are used to determine
the initial number of bikes, called demand gap periods.
Problem stations can be further divided into loading and
unloading stations. As the name implies, the loading station
is a station without enough bikes to meet the rental demand,
while the unloading station means that its empty docks are
not sufficient to cover the returning demand.

In addition, effective rebalancing strategies should also
be developed, including the stations that need to be reba-
lanced, the rebalancing amount of each station, and the
route of rebalancing, all of which have a profound impact on
the rebalancing.

Here is an example, assume that there are four stations in
BSS, as can be seen in Figure 2. *e three figures above a

bikes

Rebalance 6 bikes
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Rebalance 1 bikes

scenario 1

scenario 2

bikes at station 1 of scenario 1
bikes at station 2 of scenario 1
bikes at station 1 of scenario 2
bikes at station 2 of scenario 2
capacity of station 1
capacity of station 2

station 1 to
station 2

station 2 to
station 1

day1 15 10
day2 20 10
day3 18 12
day4 15 10

user cycling data
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Figure 1: *e influences of setting different number of bikes at the
initial moment on rebalancing.
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station represent the capacity, the initial number of bikes,
and the demand gap of the station, respectively. For instance,
at station 1, its capacity and initial number of bikes are 30
and 25, respectively. *e demand gap −10 means 10 empty
docks are needed to meet its customer demand for the next
day, while there are only 5 empty docks currently; thus, 5
bikes are needed to be loaded from station 1. Similarly,
stations 2 and 3 can meet their customer demand, while
station 4 is required to unload 10 bikes to meet its customer
demand the following day. According to the definition of
station, stations 1 and 4 are problem stations, further station
1 is loading station and station 4 is unloading station, and
stations 2 and 3 are normal stations.

*e two rebalancing strategies are then compared, one of
which is the traditional strategy of selecting the closest
station to participate in the rebalancing and then extending
it from the near to the far stations, regardless of whether they
are normal or problem stations. Another is to give priority to
rebalance between problem stations, more specifically, be-
tween the loading and unloading stations; when one of these
types of station disappears, problem stations still exist; then
the rebalancing will continue between problem stations and
normal stations. *e processes of these two rebalancing
strategies are shown in Figure 2. Obviously, the rebalancing
amounts in two strategies are 15 and 10, respectively, in-
dicating that strategy 2 can greatly reduce the rebalancing
amount.

From the analysis and discussion above, the preliminary
conclusions can be easily drawn: (i) setting the appropriate
initial number of bikes at stations can reduce the rebalancing
amount and increase the interval between rebalances and (ii)
effective rebalancing strategy can reduce the rebalancing
amount and the workload of operators, while improving
customer satisfaction.

2.2.MathematicalModel. As mentioned above, demand gap
can reflect the customer demand over periods. Considering
multiperiod demand gaps to determine the initial number of
bikes can effectively extend the time interval of rebalancing
and reduce the rebalancing amount. *erefore, the number
of demand gap periods needs to be first determined, and the
cumulative demand gap value of these periods should be
calculated; then rebalancing is performed. In this section, an
optimization model is proposed which takes the number of
demand gap periods as decision variables and aims at
minimizing the total rebalancing amount, which calculates
the optimization objective value based on the cumulative

rebalancing amount of all periods. *e main reason for this
is that BRP is a multiple periods problem, if taking a day as
found and reducing the total rebalancing amount in multiple
periods is of great significance to reduce the rebalancing
amount and cost of rebalancing and improve the overall
operating efficiency of BSS.

2.2.1. Assumptions.

(1) Take one day as a basic period and perform reba-
lancing at 24 : 00 every night

(2) *e daily demand of each station is known

2.2.2. Sets.

S is the set of stations, indexed by i and j where i, j� {1,
2, . . ., n}
T is the set of time periods, indexed by t where t� {1, 2,
. . ., m}

2.2.3. Decision Variables.

bit is the number of bikes at station i (i ∈ S) at the
beginning of period t (t ∈T)
rijt is the number of bikes rebalanced from station i
(i ∈ S) to station j (j ∈ S) at the ending of period t (t ∈T)
zi is the number of demand gap periods of station i
(i ∈ S)

2.2.4. Parameters.

ci is the capacity of station i (i ∈ S)
α is the initial bike availability rates
fit is the rental demand of station i (i ∈ S) during period t
git is the returning demand of station i (i ∈ S) during
period t
M is the number of periods

Based on the above notations, the following mathe-
matical model can be formulated:

min 
t∈T


i∈S


j∈S

rijt. (1)

S.t.

bi1 � α × ci + 

zi

t�1
fit − git(  ∀i ∈ S, (2)

bi1 �
0, if bi1 < 0
ci, if bi1 > ci

∀i ∈ S, (3)
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bit � bi(t−1) + gi(t−1) − fi(t−1) + 
j∈S

rji(t−1) − 
j∈S

rij(t−1) ∀i ∈ S, j ∈ S, t ∈ T,
(4)

0≤ bit ≤ ci ∀i ∈ S, t ∈ T, (5)

1≤ zi ≤M ∀i ∈ S, (6)

bit ≥fit − git ∀i ∈ S, t ∈ T, (7)

ci − bit ≥git − fit ∀i ∈ S, t ∈ T, (8)


j∈S

rijt ≤ bi ∀i ∈ S, t ∈ T,
(9)


j∈S

rjit ≤ ci − bit ∀i ∈ S, t ∈ T,
(10)

bit, rijt ∈ N∀i ∈ S,∀j ∈ S,∀t ∈ T. (11)

*e objective function (1) minimizes the total accu-
mulative rebalancing amount of BSS. Constraint (2) is to
determine initial number of bikes at station i. Constraint (3)
modifies the initial number of bikes at station i. Constraint
(4) defines the number of bikes of station i at the beginning
of period t, which is the number of bikes at the beginning of
period t−1 plus the customer demand of period t−1 plus the
rebalancing amount of period t−1. Constraint (5) defines
that the number of bikes of station i at the beginning of
period t is within the station capacity ci. Constraint (6)
defines the demand gap within the longest period. Con-
straint (7) defines that station i must have enough bikes to
meet the rental demand at period t. Constraint (8) defines
that station i must have enough empty docks to meet the
returning demand at period t. Constraint (9) defines that the
number of bikes rebalance from station i is within the station
capacity bit. Constraint (10) defines that the number of bikes

rebalance to station i is within the station capacity ci-bit.
Constraint (11) restricts the domain of the decision
variables.

3. A Fleet Allocation Optimization Algorithm
Based on Demand Gap and Cycle
Rebalancing Strategy

In this paper, a day is taken as a basic period instead of an
hour, mainly because hourly user demand is constantly
changing; in particular, there are morning and evening rush
hours during the working day that are difficult to track.
Furthermore, rebalance is usually carried out at night when
the number of bike-sharing used is very low, so that the
impact of changes in user demand on the rebalancing can be
largely ignored.

S1 S2

S3 S4

Rebalance 5 bikes

Rebalance 5 bikes

S1 S2

S3 S4

Rebalance 5 bikes

Rebalance 5 bikes

Rebalance 5 bikes

Strategy 1 Strategy 2 

30 (25) -10 30 (20) 3

25 (15) 10 40 (5) 15 25 (15) 10 40 (5) 15

30 (25) -10 30 (20) 3

Figure 2: Comparison of different rebalancing strategies on rebalancing amount.
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Based on demand gap periods, an optimization method
determining the initial number of bikes for each station is
first proposed in this section. *en, the research periods are
divided into multiple subcycles and a multicycle rebalancing
strategy (MCRS) is presented, in which a single-cycle
rebalancing strategy (SCRS) is introduced to rebalance in
each subcycle and an additional subcycle rebalancing
method (ACRM) is also developed to amend the rebalancing
amount between subcycles.

3.1. A Fleet Allocation Method considering Demand Gap
(FAMDG). We propose a method to determine the initial
number of bikes at each station using demand gap periods,
referred to as FAMDG, which can reflect changes in cus-
tomer demand of each station in future periods. Start with
determining the basic number of bikes at station i referring
to the percentage capacity [17]; α is the percentage of ca-
pacity ci, as shown in the following equation:

bi1 � α × ci. (12)

*e demand gap of station i is the difference between the
rental amount and returning amount, as shown in the
following equation:

Git � fit − git. (13)

*en, the initial number of bikes at station i in the first
period bi1 is calculated by the basic number of bikes at
station i plus the demand gap of station i in the first period,
as shown in (14). If bi1 is still within the capacity of station i,
it means that bi1 determined in this way can meet the
customer demand and station i without requiring
rebalancing.

bi1 � α × ci + fi1 − gi1( . (14)

By the same token, the initial number of bikes of station i
in multiple periods is still within the station capacity, that
denotes bi1 determined in this way can meet the multiperiod
customer demands without having to rebalance, as seen in
equation (2). However, the multiperiod demand gaps at a

station change over time and they either exceed the station
capacity or are negative. So, it is not the more the demand
gap periods, the more optimal the initial number of bikes.
*erefore, the number of demand gap periods should be
optimized. At the same time, in order to prevent the initial
number of bikes from exceeding the station capacity,
equation (3) is used to correct it, i.e., if the initial number of
bikes obtained by equation (2) exceeds the station capacity, it
will be set to the station capacity, and if it is less than 0, to
zero.

3.2. Cycle Rebalancing Strategy

3.2.1. 1e Single-Cycle Rebalancing Strategy. We treat the
research periods as one cycle and propose the single-cycle
rebalancing strategy (SCRS). In SCRS, the rebalancing is
conducted at the end of each period except for the last, and
the number of rebalancing operations is the periods minus 1.

Now let bit’ represent the number of bikes at the end of
period t, which equals the number of bikes bit at the be-
ginning of period t plus the demand gap Git of period t, seen
in equation (15), and Gi(t + 1) represents the demand gap of
period t+ 1; then Zit represents station classification value
which equals bit’ plus Gi(t+ 1), as can be seen in equation (16).
According to Zit, all stations can be divided into problem
stations and normal stations, and problem stations can also
be further divided into loading and unloading stations. If
Zit< 0, it means that bikes need to be loaded to station i in
period t to meet its customer rental demand, which is de-
fined as loading station, and the number of bikes to be
loaded is referred to as loading amount; if 0 <Zit< ci, it
means that bikes or empty docks of station i in period t can
meet its customer rental and returning demand, which is
defined as normal station; if Zit> ci, it means that station i
does not have enough empty docks to meet its customer
returning demand; thus, bikes need to be unloaded from it,
which is referred to as unloading station and the number of
bikes to be unloaded is defined as unloading amount, as
shown in the following equation:

bit′ � bit + Git, (15)

Zit � bit′ + Gi(t+1), (16)

if Zit < 0, then station i ∈ the set of loading stations I,

if Zit > ci, then station i ∈ the set of unloading stationsE,

if 0<Zit < ci, then station i ∈ the set of normal stationsN.

⎧⎪⎪⎨

⎪⎪⎩
(17)

*en calculate the rebalancing amount eit of problem
station i in period t. If station i is a loading station, its
rebalancing amount is 0 minus Zit, and if station i is an
unloading station, its rebalancing amount is Zit minus Ci,
seen in (18). Moreover, according to eit of each station, the
rebalancing between loading and unloading stations is

carried out in order from near to far, mainly according to the
actual distance to judge.

eit �
0 − Zit, if i ∈ I,

Zit − ci, if i ∈ E.

⎧⎨

⎩ (18)

6 Scientific Programming



At the end of the rebalancing between problem stations,
once the bi(t+ 1) of problem station i is within its capacity, it
becomes a normal station. If there still are problem stations,
rebalancing is done between problem stations and normal
stations until all stations become normal stations.

*e pseudocode of SCRS during period t is shown as
Algorithm 1.

3.2.2. 1e Multicycle Rebalancing Strategy. In this section,
the research periods are divided into multiple subcycles and
a multicycle rebalancing strategy (MCRS) is proposed. Note
that, in each subcycle, the initial number of bikes is cal-
culated by FAMDG and SCRS is conducted. *e main
purpose of dividing subcycle is to make full use of FAMDG
in each subcycle. However, the initial number of bikes at
stations in each subcycle is determined based on the cu-
mulative demand gaps of all periods in the subcycle, and the
number of bikes at the end of the subcycle is obtained
through SCRS. Obviously, the numbers of bikes at the end of
one subcycle and the beginning of the next are determined in
different ways, so the two numbers are usually not equal. If
the former is adjusted to the latter between the two sub-
cycles, the effect of the fleet allocation on rebalancing can be
applied to each subcycle. *erefore, this paper proposes an
additional subcycle rebalancing method (ACRM) to reba-
lance between subcycles.

*e ACRM begins with the loading and unloading
stations being redefined at the end of each subcycle. If the
number of bikes of a station at the end of a subcycle is less
than the number of bikes calculated based on demand gap
periods for the next subcycle, it is redefined as an unloading
station; otherwise, it is redefined as a loading station. *e
number of bikes calculated based on demand gap periods in
the next subcycle is then used as a reference value, and then
rebalancing is conducted between loading and unloading
stations in order to bring the number of bikes at the end of
the previous subcycle close to the reference value until one of
the sets of loading and unloading stations is empty.

Algorithm 2 is a pseudocode flowchart of MCRS.

3.3. Algorithm Flow. Compared with traditional optimiza-
tion algorithms, genetic algorithm starts from the string set
of the solution rather than from a single solution, which has
a large coverage and is advantageous to global optimization.
In order to reduce the complexity of the problem, a single-
cycle rebalancing strategy and a multicycle rebalancing
strategy are embedded in the single-cycle and multicycle
rebalancing problem, and a fleet allocation method taking
into account demand gap is proposed that can further
improve the search speed of the algorithm and find better
solutions.

3.3.1. Encoding. In this paper, each cell on a chromosome
represents the cumulative demand gap periods at a station.
Figure 3 is an example of a chromosome structure consisting
of six stations, each location representing a station and the
figure denoting the cumulative demand gap periods at the

station.*erefore, the cumulative demand gap periods of the
six stations are 3, 4, 2, 7, 5, and 3, respectively. For instance, 3
is the cumulative demand gap periods of the first station,
similarly as 4, 2, 7, 5, and 3.

3.3.2. Initialization. Initialization is the first step in genetic
algorithm [19] and the first population is generated during
initialization. *e value of each cell in the chromosome is
randomly generated within the range [1, m], of which m is
the maximum value of periods. When M chromosomes are
generated, the initialization ends.

3.3.3. Function Fitness. According to equations (2) and (3),
the initial number of bikes is calculated by the demand gap
periods optimization (DGPO). *en, perform rebalancing
by SCRS or MCRS. Once the SCRS or MCRS is executed, the
total cumulative rebalance amount can be obtained. At the
same time, the minimum rebalancing amount is regarded as
the objective function; see equation (1); therefore, the re-
ciprocal of the objective function is selected as the adaptive
evaluation function fi.

3.3.4. Selection. *is section uses roulette wheel strategy for
selection, and the general steps of the strategy are as follows:

(1) *e fitness value fi of an individual in population is
superimposed to obtain the total fitness value
F � 

N
i�1 fi, where N is the number of individuals in

the population.
(2) *e fitness value of each individual is divided by the

total fitness value to determine the probability of the
individual being selected pi � fi/F.

(3) Calculate the cumulative probability of individuals to
construct a roulette wheel.

(4) Roulette selection: generate a random number at
intervals of [0,1]. If the random number is less than
or equal to the cumulative probability of an indi-
vidual i and is greater than the cumulative proba-
bility of individual i-1, the individual is selected to
enter the next offspring population.

3.3.5. Crossover. *is section uses a unified crossover
strategy which exchanges the intersection point on the
patrilineal individual based on probability to generate two
new individuals. *e general steps of this strategy are as
follows:

(1) Two individuals are randomly chosen from parents
(2) Crossover points are swapped according to

probability

*e process of unified crossover is shown in Figure 4.

3.3.6. Mutation. *e strategy has two purposes: one is to
make the genetic algorithm have the ability of local sto-
chastic searching and the other is to make the genetic al-
gorithm maintain the diversity of the population to prevent
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Input: *e number of bikes at the end of period t of station i bit
′ 

n

i�1, Demand gap of period t + 1 of station i Gi(t+1) 
n

i�1, Station
capacity ci 

n

i�1
Output: Rebalancing amount i∈Sj∈Srijt

for i � 1 to n do
station classification Zit � bit

′ + Gi(t+1)

if Zit > ci then
the unloading amount at station i is eit � Zit − ci, station i belongs to the set of unloading stations E

else if Zit < 0 then
the loading amount at station i is eit � 0 − Zit, station i belongs to the set of loading stations I

else
station i belongs to the set of normal stations N

end
Conduct rebalancing amount rijt between problem stations in sequence from near to far;
for i � 1 to n do
if 0≤Zit + j∈Irjit − j∈Erijt ≤ ci then

station i belongs to the set of normal stations N

end
while E or I is not empty set do
Conduct rebalancing amount rijt between problem stations and normal stations in sequence from near to far

end
return i∈Sj∈Srijt

ALGORITHM 1: *e single-cycle rebalancing strategy.

Input: Number of data periods l, Number of bikes at station i at the beginning of a cycle c b8ic 
n

i�1, Rental demand of period t fit 
n
i�1,

Returning demand of period t git 
n

i�1, Station capacity ci 
n

i�1
Output: Rebalancing amount 

m
t�1 

n
i�1 

n
j�1 rijt + 

q−1
c�1 

n
i�1 

n
j�1 re

ijc Divide l periods into q subcycles, each cycle has z � l/q periods;
for c � 1 to q do
for d � 1 to z do

Implement SCRS
end
if c≠ q then

get the number of bikes of station i at the end of cycle c be
ic;

if be
ic > b8i(c+1) then
the unloading amount at the station i is eic � be

ic − b8i(c+1); station i belongs to the set of unloading stations E

else if be
ic < b8i(c+1) then

the unloading amount at station i is eic � b8i(c+1) − be
ic; station i belong to the set of normal stations I

else
station i belongs to the set of normal stations N

Conduct rebalancing amount re
ijt between problem stations in sequence from near to far;

if be
ic + j∈Ir

e
jic − j∈Ere

ijc � b8i(c+1) then
station i belongs to the set of normal stations N

end
while E or I is not empty set do
Conduct rebalancing amount rijc between problem stations and normal stations in sequence fron near to far

end
end

end
return 

m
t�1 

n
i�1 

n
j�1 rijt + 

q−1
c�1 

n
i�1 

n
j�1 re

ijc

ALGORITHM 2: *e multicycle rebalancing strategy.

3 4 2 7 5 3

Figure 3: An example of a chromosome structure.
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immature convergence. In this paper, a unified variation
method is used to replace each gene value in an individual
with a lower probability of random numbers within the
range of [1, m].

4. Computational Experiment and Analysis

4.1. Data Source and Data Setting. *e case data used in this
paper are obtained from https://s3.amazonaws.com/
tripdata/201903-citibike-tripdata.csv.zip, which is the Citi
Bike System data in March 2019, and the system is the first
bike-sharing project in New York, USA. Due to its low data
missing and good universality after preprocessing, the
system data is favored by many experts and scholars and

used in the research of bike-sharing. Citi Bike System adopts
the mode of docking stations, with an initial launch of 6,000
bikes and 300 stations. It then expanded rapidly, with 12,000
bikes and 770 stations by March 2019. All experiments are
performed with Python 3.6 and implemented on an Intel(R)
Core(TM) i7-7700HQ CPU @2.80GHz, 8GB computer
equipped with Windows10 system.

To visually describe data, we used ArcGIS 12.0 to vi-
sualize station information, as shown in Figure 5, which
shows the distribution of Cite Bike stations in New York,
with each blue triangle indicating the location of a station. At
the same time, we obtain partial travel data of Citi Bike
System, each row of which is a piece of customer travel data
including the time, the id, latitude, and longitude of

3 4 2 7 5 3

2 3 1 5 6 7

3 3 1 5 5 7

3 4 2 7 5 3

parent1

parent2

offspring1

offspring2

Figure 4: *e process of uniform crossing.

Figure 5: *e distribution of Cite Bike stations in New York City.
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departure and terminal stations, as shown in Table 1. Based
on these data, it is possible to calculate the rental and
returning amount of each station at any given period.

*e experimental data are the travel data of Citi Bike in
March 2019 with a total of 1,327,960 travel records, of which
769 stations are processed for travel data. To further clarify
the format and structure of the data, we choose the station of
id 72 and give its rental and returning amount of March 1 to
7, as shown in Table 2.

4.2. Single-Cycle Experiment Results. *e validities of DGPO
and SCRS in the 7-day cycle are verified by comparing with
the methods commonly used in existing literatures. First, the
initial number of bikes calculated based on DGPO is
compared with the other three methods, namely, station
capacity percentage, ratio of rental demand to returning

demand, and uniform demand gap period which is defined
as using the same demand gap periods. Secondly, SCRS is
compared with traditional strategies, which tends to reba-
lance between problem stations preferentially, while the
latter tends to rebalance station to station depending on the
distance.

*e experimental results show the total accumulative
rebalancing amounts fromMarch 1 to 7, which are obtained
through eight experiments using four methods determining
the initial number of bikes and two rebalancing strategies, as
shown in Table 3.

Start with the traditional strategies, the initial numbers
of bikes are calculated using the four methods, and the
corresponding total accumulative rebalancing amounts are
2646, 2487, 996, and 980, respectively. Clearly, with an
approach considering the demand gap, either the uniform
demand gap period or DGPO is preferable to the other

Table 1: *e partial travel data of Citi Bike System.

Start time End time Start station
id

Start station
latitude

Start station
longitude

End station
id

End station
latitude

End station
longitude

2019/3/1 0:
00

2019/3/1 0:
24 319 40.711066 −74.009447 347 40.728846 −74.008591

2019/3/1 0:
00

2019/3/1 0:
05 439 40.726280 −73.989780 150 40.720873 −73.980857

2019/3/1 0:
00

2019/3/1 0:
12 526 40.747659 −73.984907 3474 40.725255 −74.004120

Table 2: *e rental and returning amount of station id 72 from March 1 to 7.

Station id Date Rental amount Returning amount
72 3.1 56 62
72 3.2 34 32
72 3.3 29 32
72 3.4 64 41
72 3.5 68 66
72 3.6 94 116
72 3.7 107 109
Note that, under different parameters, convergence of genetic algorithm is different, as shown in Figure 6. Under the conditions of the crossover rate pr � 0.8,
mutation rate pm � 0.01, a relatively best result can be obtained, which may be used in experiments of this paper.
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Figure 6: *e convergence of genetic algorithm with different parameters.
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Table 3: *e experiment results of single cycle from March 1 to 7.

*e traditional strategy SCRS
*e station capacity percentage (50%) 2646 1468
Ratio of rental demand to returning demand 2487 1346
Uniform demand gap period (6 days) 996 520
ODGP 980 470

Table 4: Daily cumulative rebalancing amount and station number of participating in rebalancing under different methods.

Periods *e station capacity percentage
(50%)

*e ratio of rental demand to returning
demand

*e uniform demand gap period (6
days) ODGP

Day 1 32 (6) 23 (5) 24 (11) 19 (6)
Day 2 69 (15) 55 (11) 41 (21) 30 (16)
Day 3 148 (46) 122 (30) 70 (29) 60 (26)
Day 4 291 (124) 240 (98) 102 (35) 92 (32)
Day 5 590 (247) 513 (191) 172 (45) 162 (42)
Day 6 969 (464) 869 (392) 303 (75) 292 (70)

Day 7 1468 (686) 1346 (625) 520 (129) 492
(125)

Problem station (unloading station)
Problem station (loading station)
Normal station

Figure 7: Distribution of problem and normal stations at the end of the 20th day.
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methods, and the latter is superior.*en, SCRS still uses four
methods to determine the initial number of bikes, with a
cumulative rebalancing of 1,468, 1,346, 520, and 470. Ob-
viously, SCRS has done better than the traditional strategy in
decreasing the total accumulative rebalancing amount. *e
effectiveness of the proposed DGPO and SCRS has been fully
demonstrated and they are highly competitive compared
with other methods.

To further illustrate this point, a comparative experiment
is conducted, in which 7 periods are selected as a cycle and
SCRS is used to calculate the total cumulative rebalancing
amount under the four different methods to determine the
initial number of bikes, as shown in Table 4. Note that the
figure in brackets is the number of stations participating in
rebalancing. Obviously, both the uniform demand gap

period and DGPO have been effective in reducing reba-
lancing amount, as well as the number of stations involved in
rebalancing, especially as periods increase, compared to the
other two methods. In particular, DGPO is more superior to
the uniform demand gap period.

4.3. Multicycle Experiment Results. Select the data from
March 1 to 28 for multicycle experiment, and the distri-
bution of problem and normal stations at the end of the 20th
period is shown in Figure 7.

Assuming 7 or 14 days as a subcycle, 28 days can be
correspondingly divided into four or two subcycles to ex-
ecute MCRS, and in particular 28 days are also regarded as a
single cycle to execute SCRS. *e initial number of bikes of

Table 5: Comparison of experimental results of different rebalancing strategies.

Rebalancing strategy Total rebalancing amount
Citi Bike official data 22280
SCRS, 28 days as single cycle 16743
MCRS, 7 days as subcycle 16732
MCRS, 14 days as subcycle 15463

Table 6: *e results of MMCRS, MCRS and SCRS.

Cycle Period

MMCRS MCRS SCRS
Cumulative
rebalancing
amount

Daily
rebalancing
amount

Cumulative
rebalancing
amount

Daily
rebalancing
amount

Cumulative
rebalancing
amount

Daily
rebalancing
amount

First
subcycle

Day 1 19 19 19 19 211 211
Day 2 30 11 30 11 371 160
Day 3 60 30 60 30 513 142
Day 4 92 32 92 32 642 129
Day 5 162 70 162 70 743 101
Day 6 292 130 292 130 930 187
Day 7 492 200 492 200 1171 241
ACRM 2358 1866 4326 3834

Second
subcycle

Day 8 2469 111 4350 24 1580 409
Day 9 2675 206 4437 87 1954 374
Day 10 2765 90 4454 17 2120 166
Day 11 2944 179 4560 106 2447 327
Day 12 3238 294 4766 206 2956 509
Day 13 3575 337 4978 212 3522 566
Day 14 4078 503 5380 1054 4309 787
ACRM 6947 2869 9595 4215

*ird
subcycle

Day 15 7225 278 9660 65 5223 914
Day 16 7611 386 9753 93 6297 1074
Day 17 7883 272 9813 60 7016 719
Day 18 8098 215 9946 133 7739 723
Day 19 8439 341 10214 268 8473 734
Day 20 9031 592 10650 436 9381 908
Day 21 9534 503 11036 386 10191 810
ACRM 12266 2732 15147 4111

Fourth
subcycle

Day 22 12481 215 15249 102 10870 679
Day 23 12688 207 15291 42 11705 835
Day 24 12953 265 15362 71 12534 829
Day 25 13175 222 15461 99 13504 970
Day 26 13505 330 15688 227 14317 813
Day 27 14045 540 16109 421 15473 1156
Day 28 14800 755 16732 623 16743 1270
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each cycle is still determined based on DGPO. *e Citi Bike
official data comes from Citibank Monthly Bike Report of
March 2019, with a rebalancing amount of 22280. *en,
comparative experiments in the four cases mentioned above
are carried out, and the results are shown in Table 5.

Obviously, compared with Citi Bike official data, the
rebalancing strategies we have proposed are very helpful in
reducing the total rebalancing amount. Of these results,
regarding 14 days as a subcycle and performing MCRS yield
the best result. Notably, both SCRS and MCRS have sig-
nificantly reduced the rebalancing amount and the latter is
superior in situation of excessive periods.

Another issue deserving special attention is that ACRM
is modified to rebalance targeting only those stations with a
rebalancing amount greater than the threshold value 40,
namely, MMCRS.*e validity of MMCRS and MCRS is also
verified by experiments. *e data of 28 days are still selected
as experiment data, which is divided into four cycles with
7 days for each subcycle, and the initial number of bikes of
each subcycle is calculated based on DGPO. *e compared
experiment results are shown in Table 6 and Figure 8.

*e experimental results show that MMCRS is superior
to MCRS in reducing the rebalancing amount. At the end of
the first subcycle, the cumulative rebalancing amount using
the two methods is the same as 492, as ACRM has not yet
been applied. Starting with the second cycle, the cumulative
repositioning amount of each subcycle calculated by
MMCRS is lower than that calculated by MCRS in subse-
quent subcycles, as only problem stations with reposition
amount greater than 40 need rebalancing in MMCRS, unlike
the case of MCRS, in which all problem stations require
rebalancing.

In addition, compared with SCRS, since ACRM is first
carried out between the first and second subcycles, MMCRS
and MCRS generate more cumulative rebalancing amount
than SCRS at the end of the first subcycle; however, both of
them declined significantly the daily rebalancing amount
within subcycles. As periods increase, the advantages of
MRCS and ACRM become more apparent, especially for
MMCRS, where the rebalancing amount of each period is
lower than that of the SCRS.

5. Conclusions and Future Work

Aiming at the problems of the fleet allocation determining
and the research periods division, this paper proposes a
fleet allocation method based on demand gap and a cycle
division method which can give full play to the effect of the
fleet allocation method in reducing the rebalancing amount.
*e initial number of bikes is calculated by the demand gap
periods optimization (DGPO). Based on cycle division, a
multicycle rebalancing strategy (MCRS) is presented, in-
cluding a sing-cycle rebalancing strategy (SCRS) and an
additional subcycle rebalancing method (ACRM). *e
fleet allocation optimization algorithm embedded in de-
mand gap and cycle rebalance strategy is designed to solve
the problem. *e effectiveness of DGPO and SCRS has been
fully demonstrated and they are highly competitive com-
pared with other methods. Both of MCRS and ACRM de-
cline significantly the daily rebalancing amount within
subcycles, and with periods increasing, the advantages of
MRCS and ACRM become more apparent.

*e proposed methods are available for the planning and
configuration at stations and the repositioning problem of
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Figure 8: *e results of MMCRS, MCRS, and SCRS.

Scientific Programming 13



BSS for operators, meanwhile enriching the literature and
providing references for researchers in related field. How-
ever, this paper assumes that customer demand is known
and, in fact, tends to fluctuate over time, so we will rea-
sonably predict the future customer demand with more
accurate time granularity. In addition, the rebalancing ob-
jective in this paper is only one, but the multiobjective model
is more adaptable. *erefore, we can establish the multi-
objective function to further research.
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+e purpose is to provide a more reliable human-computer interaction (HCI) guarantee for animation works under virtual reality
(VR) technology. Inspired by artificial intelligence (AI) technology and based on the convolutional neural network—support
vector machine (CNN-SVM), the differences between animation works under VR technology and traditional animation works are
analyzed through a comprehensive analysis of VR technology. +e CNN-SVM gesture recognition algorithm using the error
correction strategy is designed based on HCI recognition. To have better recognition performance, the advantages of depth image
and color image are combined, and the collected information is preprocessed including the relations between the times of image
training iterations and the accuracy of different methods in the direction of the test set. After experiments, the maximum accuracy
of the preprocessed image can reach 0.86 showing the necessity of image preprocessing.+e recognition accuracy of the optimized
CNN-SVM is compared with other algorithm models. Experiments show that the accuracy of the optimized CNN-SVM has an
upward trend compared with the previous CNN-SVM, and the accuracy reaches 0.97. It proves that the designed algorithm can
provide good technical support for VR animation, so that VR animation works can interact well with the audience. It is of great
significance for the development of VR animation and the improvement of people’s artistic life quality.

1. Introduction

Virtual reality (VR) technology is making continuous
progress with the continuous development of science and
technology, providing a new production method for ani-
mation creation [1]. +e change of the new VR animation’
production mode leads to the corresponding change of the
final work experience mode [2]. Among them, the most
prominent is the audience’s participation in the works, and
the plot development of the works is closely related to the
interaction of the audience. Human-computer interaction
(HCI) technology under artificial intelligence (AI) needs to
be further discussed to provide more possibilities for ani-
mation creation under VR technology [3].

In a VR environment, strong online perception ability
and interactive feedback ability are needed, and gesture
interaction is included in the abilities. Gesture interaction

generally includes static gesture recognition and dynamic
gesture recognition. +e static recognition has gradually
changed from the artificial feature extraction method to the
mainstream convolutional neural network (CNN) feature
extraction method, which has a more efficient recognition
ability. On this basis, scholars have proposed gesture rec-
ognition using a neural network as a classifier. +is method
is to use edge detection to obtain the gesture features and
then recognize the gesture through the neural network,
while its accuracy is not satisfactory [4, 5]. +erefore,
scholars have introduced the contour descriptor based on
the depth projection map after continuous exploration. It is
generally used to obtain the hand shape and structure in-
formation in depth image. +e recognition accuracy has
been improved through support vector machine (SVM)
classification. Gesture recognition is used more in interac-
tion, so related research is very crucial. +e existing gesture
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recognition mostly uses CNN to build the relevant model of
gesture recognition, which can greatly reduce the subjec-
tivity and limitations caused by manual feature extraction.
On this basis, the convolutional neural network—support
vector machine (CNN-SVM) makes the model more robust
[6]. +e disadvantage is that the model has no relevant
means to correct the wrong gesture when there is a rec-
ognition error.

In response to the shortcomings of previous algorithms,
a new classification estimation error correction strategy is
proposed based on the gesture recognition of CNN-SVM,
and CNN-SVM is optimized to improve the final effect of the
model. +e innovation is to improve the recognition ac-
curacy of similar gestures. +e optimized CNN-SVM is
designed to achieve the final effect of the optimization
model. Later, the necessity of image preprocessing is dis-
cussed through experiments, and the recognition accuracy of
the optimized CNN-SVM is compared, which proves that
the accuracy of the designed gesture recognition algorithm is
good enough. +us, it provides reliable algorithm support
for VR technology animation production and is of great
significance to the development of art forms.

2. Materials and Methods

2.1. Differences between VR and Traditional Animation.
VR technology is what people often call VR.+is technology
is a comprehensive new technology composed of various
platforms established based on computer media [7]. Figure 1
shows its main technical basis.

+e main function of VR is to create a simulated sim-
ulation environment to achieve very realistic effects like real
life. In the process of realizing this environment [8], it is
essential to build an image and sound in a three-dimensional
(3D) space. Moreover, the simulated simulation environ-
ment also needs the ability of online perception and in-
teractive feedback, such as vision, hearing, touch, and
orientation. From the perspective of perception, it mainly
records and analyzes people’s relevant actions and other
physical activity data, uses the computer to analyze the
corresponding perception signals online, and transmits
them to the perception equipment for people to perceive.
+e accuracy and timeliness of computer data processing are
the most core in this process [9].

Making animation through VR technology is generally
enriched at the perceptual level and added interactive mode.
Animation has developed from hand drawing to computer
drawing. +en, the 3D rendering of the image by computer
has gradually matured, making the image have the level of
3D feeling and depth of field.+e previous audience group of
animation was relatively passive for the picture in animation,
and there were almost no interaction and feedback with the
relevant elements in the picture [10]. Present VR technology
makes it possible for the groups watching animation to
participate in the development of the plot. In daily life, there
are various forms of interaction between people’s subjective
initiative and multiple elements in the real environment.
People will also receive various forms of feedback in this
process, that is, people’s interaction in real life, which can

also exist in a VR environment. +e previous animation had
no interaction in any form, so there was no way for people’s
subjective behavior to change the plot in animation, and
there was no feedback link in any form [11].

It should be noted that the emergence of VR technology
does not mean that the traditional form of animation will
disappear from people’s vision. +e form of animation will
exist in diversified forms for a long time. +ere are two
reasons for this. One is that traditional animation has
established a relatively perfect theoretical system; the other is
that the art shown by traditional animation has a unique
beauty, which is difficult to disappear over time. Traditional
animation may not have much freshness for viewers from
the form of expression, but it still does not affect people’s
acceptance of it. More mature forms of expression and the
addition of more high-quality content can still exert a great
influence. A typical case is that many traditional animations
launched in Japan have achieved strong influence inmultiple
countries. Different types of animation can meet people’s
different spiritual needs. +e development research path of
animation based on VR technology mainly includes the
following three lines (Figure 2) [12].

+e development path of VR animation is based on the
above content. A brief analysis is given as follows:

(1) +e transformation from “plane” to “stereo” vision:
the production of traditional animation is hand-
drawn by relevant workers. It is to draw the motion
track of the image very carefully, arrange it on the
drawing paper in order, and then use the camera and
other shooting tools to shoot in the corresponding
order, followed by the rewashing work. Finally, the
sample film is made. On this basis, fine editing work
is conducted. In the animation production a long
time ago, the animation workers first faced a piece of

Sensor
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Simulation
technology

Multimedia
technology VR

based

Computer
graphics

technology

Human-computer
interaction
technology

Figure 1: Technical basis of VR.

2 Scientific Programming



white paper, and the core technology was the
workers’ painting skills. After the computer
appeared, the computer monitor replaced the paper.
+e later 3D animation develops on this basis.
However, it is still difficult to show a 3D feeling
because it cannot get rid of the computer screen and
cannot be said to be 3D. Later, this defect can be
made up by wearing relevant equipment. 3D glasses
are the most widely used equipment in daily life
(Figure 3) [13].
However, the visual range is fixed, and the perceived
“3D” has great limitations. +e use of VR technology
has greatly changed the previous creation methods,
and the vision has changed from “plane” to “3D.”
+e produced animation works are presented to the
audience in a form without any dead corner, which
gets rid of the previous screen and creates a 3D and
realistic space. +e whole animation production
process is to use software to realize the whole process
automation, greatly reducing the workload com-
pared with the previous manual method [14].

(2) Narrative transformation from “linear” to “branch”:
VR technology can reflect the feedback ability of
animation, which is why it has “vitality.” Figure 4
shows the change of narrative mode.
+e continuous development and evolution of the
whole plot of traditional animation are similar to the
form of storytelling. It generally has a complete time-
plot of the beginning, development, climax, and end
of things, which is often referred to as the “linear”
development structure. +e audience is more passive
to accept the whole story and has no impact on the
development of the whole story. VR technology itself
has the characteristics of interactivity, which has
brought different narrative forms to the development
of the whole story. A “branch” is added at a certain
point in the story to make the structural change of a
line become a “branch” structure. +e audience
chooses different branches according to their own
preferences to make the story develop towards

different endings and exert an important impact on
the development and change of the whole story [15].

(3) +e transformation from “watching” to “being
present”: in the past, when watching animation, the
audience, as an independent individual, is a “by-
stander,” just watches quietly, and has no relation-
ship with any element in the animation. To make the
audience feel immersive to the greatest extent, movie
players will try their best to create a dark and quiet
viewing environment during the screening. How-
ever, no matter how optimized the environment is, it
cannot be denied that the audience is still a bystander
[16]. VR technology provides a different viewing
form from the past because the immersion charac-
teristics of the technology itself will enable the au-
dience to participate in the interaction in the
animation from the first perspective, and interactive
feedback is added in the animation production
process, so that the audience can change from
“watching” to “being present.”

2.2. Principle of SVM Classifier. +e lifelike effect of inter-
active feedback is very dependent on the development of
HCI technology. Among them, AI technology provides
crucial technical support. +e gesture recognition method
studied is the CNN-SVM hybrid model. In this hybrid
model, SVM uses different kernel functions to transform the
samples that cannot be divided into low-dimensional input
space into high-dimensional feature space, so that it can be
linearly divided. Its theoretical basis is to minimize insti-
tutional risk, form the best hyperplane in the feature space,
and obtain the structured information of data distribution,
so as to reduce the requirements for data scale and data
distribution [16] and reduce the error of independent test
set. +e effect of the SVM classifier is affirmed by many
people. SVM is evolved from the optimal classification
surface in the separable state. +e optimal classification
surface needs to classify accurately and maximize the
classification interval. If the training sample
( x

→
1, y1), . . . , ( x

→
i, yi), x

→
i ∈ Rm, i � 1, 2, . . . , l{ } needs a
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Figure 2: Research path of VR animation development.
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hyperplane with the largest interval so that the training set
can be linearly separable (where x

→
i is the eigenvector and yi

is the relevant label), the problem of finding a hyperplane
can be transformed into the following problem:

min : P w
→T

, b, ξ
→

  �
1
2

w
→T

· C 
1

i

ξi

s.t
yi w

→Tϕ x
→

i(  + b ≥ 1 − ξi

ξi ≥ 0, i � 1, 2, . . . l,

⎧⎪⎪⎨

⎪⎪⎩

(1)

where w
→ is anm-dimensional vector, b is a scalar, and ξ

→
is a

relaxation variable. C is a penalty factor, which greatly affects
the balance between edge maximization and classification
error minimization. +e training data x

→
1 are mapped to a

higher dimensional space by using function ϕ(·) [17].
Chih-jen Lin developed a library for support vector

machines (LIBSVM) that is used to build SVM. LIBSVM, as
a software package for efficient classification and regression
[18], can solve multiple classification problems. It uses a one-
to-one method in the process of solving, which is to build

k(k− 1)/2 classifiers. Each classifier uses two types selected
from k-type data in the training set [19]. +e problems to be
solved read:
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(2)

where i and j refer to type i training data and type j training
data. When making classification decisions, LIBSVM uses
the maximumwinning algorithm. Each classifier will vote on
the category it determines, and the final classification result
will be qualified by the category with a higher number of
votes. LIBSVM can classify the classification results and
provide classification probability information for different
test samples. SVM is used for classification results with

Figure 3: 3D glasses based on the principle of the binocular angle difference.
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prediction probability during training. +e probability of
classification results will be used in gesture error correction
to judge whether the classification results can be used [20].

2.3. Principle of CNN Classifier. CNN is a deep feedforward
neural network, which generally has two parts: an automatic
feature extractor and a trainable classifier [21]. It can make
the deep CNN structure automatically obtain the high-level
features of the image, so as to reduce the artificial design or
selection of features. It transmits the obtained features to the
classifier in the fully connected layer for classification
processing. In this process, it will use supervised learning to
optimize the weight between each layer in detail and later
obtain a model with better robustness and accuracy [22].

Caffe framework is adopted to build CNN and identify
and learn the model. Alex Krizhevsky network (AlexNet) is
taken as the training network model. Figure 5 displays its
network structure.

Figure 5 shows that the AlexNet network has 8 layers,
including 5 convolution layers and 3 fully connected layers.
+e last fully connected layer outputs a 9-dimensional
softmax to represent the prediction of 9 categories [23].

2.4. Error Correction Strategy Based on CNN-SVM Hybrid
Model. CNN-SVM hybrid model is to replace the last
output layer in CNN with SVM. +e replacement process is
as follows. First, the unprocessed image needs to be
transmitted to the input layer for learning and training in
CNN until convergence or the number of iterations is
sufficient. +en, the images of the training samples are
transmitted to the trained CNN training model, and 2048
dimensional training samples are obtained. +e obtained
sample feature vector is defined as the training set to train
the SVM classifier, so as to obtain the CNN-SVM hybrid
model [24].

In the following prediction results, LIBSVM estimates
the probability that each sample is divided into a certain
category. Finally, the most likely one will be selected as the
classification conclusion. +ere is a problem of N classifi-
cation in the decision-making process of LIBSVM. +e
similarity between the two classes is generally represented by
distance. +e absolute value of the prediction probability
difference is used to represent the distance. +e smaller the
distance is, the smaller the gap between the two is. In the
error correction strategy, the threshold Mij represents the
average distance between class i and class j. +e threshold
equation is as follows:

Mi,j �
1

si,j



n�Si,j

n�0
Pn(i) − P(j)( . (3)

In equation (3), it should be noted that Pn(i)〈Pn(j).
Pn(i) is the probability of predicting that the nth test sample
is class i, and it is the maximum value in the prediction
results. Pn(j) is the class j corresponding to the submaximum
probability value; Sij refers to the sample whose prediction
result is class i, and it should meet that the submaximum
value is class j. When the distance is lower thanMi.j, it shows

that classification error is probable between the two classes.
When the classification prediction meets the following
conditions, the category corresponding to the maximum
value is changed to the category corresponding to the
maximum value.

s.t

Wn(i, j)Mi,j

1
1 + e

− pi,j/wn(i,j)
rand(0, 1),

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(4)

where wn(i, j) is the distance between the maximum value of
possibility prediction and the submaximum value in the nth
sample, that is, the value is Pn(i) − Pn(j). pi,j is the prob-
ability that the predicted result is i, and the true rate is j.
Small wn(I, j) and large pi,j indicate that the probability of
errors in class i and class j will increase.

2.5. Data Preprocessing. Figure 6 shows the model running
environment.

At present, multiple machine vision gesture databases
are collected and obtained based on Kinect. Figure 7 shows
the Kinect structure.

+e data and images used in this experiment are the
relevant gesture images of 400 college students’ left hands 2
meters in front of Kinect, a total of 4000 depth images, and
4000 color images. +e data need to be processed before use
to improve the accuracy of the experiment.

Although the gestures made by people in color images
can be recognized easily, it is still difficult to recognize them
quite accurately. +e reason is that gestures are affected by
complex background conditions such as appearance and
shape. +e depth information in the depth image will not be
disturbed by the environment such as light. +erefore, the
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Figure 5: Model structure of AlexNet.
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depth image can well preserve the structural features of the
human hand.+e hand depth image is segmented, and then,
the gesture range of the color image is segmented, so as to
reduce the background interference of the color image.
Figure 8 shows a specific preprocessing flow.

+e main process of image preprocessing consists of
three steps, which are explained in detail below. First, the
collected depth image needs to be stored as a grayscale depth
image with a pixel value of [0–255]. After the gray value 125
is used as the threshold, a binary image related to the gesture
area will be obtained and then defined as a mask image.
+en, the defined mask image and color image are calculated
to obtain the gesture area image with low accuracy. +e
depth image and color image acquired by Kinect have the
disadvantage of the inconsistent resolution, which will lead
to the influence of other pixels near the acquired gesture
area. Finally, the acquired gesture region needs skin color
segmentation, and the final gesture region image is obtained
through Bayesian skin color model. Figure 9 shows a depth
gesture image after segmentation.

+e interference of complex backgrounds and other
environments is effectively eliminated. Later, the use of the
Bayesian skin color model can also well preserve the useful
information in the gesture area, so that the later recognition
training has the support of data information.

2.6. Case Analysis. In the following experimental link, the
gesture image above will be segmented into 30000 images for
the experimental dataset, among which 26000 images are
used for model training and 4000 images are used for testing.
On this basis, experiments will be conducted on the rela-
tionship between iteration times and the accuracy of dif-
ferent images. Besides, the accuracy of the designed
optimized CNN-SVM recognition method, AlexNet, and
CNN-SVM is tested, so as to evaluate their performance.+e
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GPU:NVIDIA Ge Force GT 730

Windows
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CPU:Intel(R) Core (TM) i5-6500

Figure 6: Model running environment.
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accuracy and performance of the algorithm are plotted by
using Excel 2020 software.

3. Results

3.1. Relationship between Iteration Times and Accuracy of
Different Image Training. +e relationship between the
number of iterations and accuracy of different images is
obtained through unilateral CNN network training on 26000
processed images (the number of iterations is specified as
3000), as shown in Figure 10.

Figure 10 shows that when the number of iterations is
3000, the highest accuracy of the color image is only 0.37, the
highest accuracy of the depth image is 0.73, and the highest
accuracy of the preprocessed image is 0.86. +erefore, the
gesture after preprocessing and segmentation can effectively
reduce the influence of complex background and other
interference factors, so that CNN network learning can
obtain richer and more accurate features.

3.2. Accuracy of Different Methods on the Test Set. +e ac-
curacy of the optimized CNN-SVM, AlexNet, and CNN-

SVM recognition methods is tested on the test set of 4000
images. Figure 11 shows the test results.

Figure 11 shows that the accuracy of the optimized
CNN-SVM is higher than that of the original CNN-SVM.
From the numerical comparison, the optimized CNN-SVM
has a recognition accuracy of 0.97, which is better than the
other two algorithms. It provides excellent algorithm sup-
port for HCI and provides more reliable technical conditions
for VR animation creation.

4. Conclusion

With the continuous development of science and technol-
ogy, VR is also making continuous progress. It provides a
new production method for animation creation. +e ani-
mation works based on VR need the support of a reliable
human-computer interaction technology when they are in
use. Inspired by AI, a CNN-SVM gesture recognition al-
gorithm with the error correction strategy is proposed.
Based on CNN-SVM, the differences between animation
works under virtual reality technology and traditional an-
imation works are analyzed based on VR, and the CNN-
SVM gesture recognition algorithm based on the error
correction strategy is discussed from the perspective of
human-computer interaction. +e advantages of depth
images and color images are combined, and the collected
information is preprocessed to make the algorithm have

Figure 9: Depth gesture image after segmentation.
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better recognition performance. After experiments, the
image preprocessing steps are summarized, and the rec-
ognition accuracy of the optimized CNN-SVM is compared
with that of other algorithms. +e comparison results show
that the optimized algorithm is superior to others. It plays an
important role in improving the ability of interactive
feedback of VR and enhancing the interactive ability of films
and television animation works. However, the size of the
data is small, and it will be expanded in the follow-up study,
making the research conclusions more convincing. +e
study promotes the development of VR and improves
people’s living standards.
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*e influencing factors of consumer shopping behavior play a key role in the later performance of commercial real estate
enterprises. On the basis of analyzing the influence factors of customer patronage and the influence factors of commercial complex
site selection decision and their relationship, a causal relationship graph and a system dynamic model are established, which can
describe the influence of customer preference on commercial complex site selection decision. And introducing customer
subjective factors optimize the original pure objective factors site selection decisionmodel.*emodel is implemented by using the
system dynamics modeling tool Vensim. At the same time, the model is verified by using the data of the first-hand investigation.
*e results show that the calculated data of the model is in good agreement with the actual data. *e results show that the system
dynamics method can effectively simulate the influence of various factors on the decision-making of the commercial complex. As
the forecast of the model, the key indexes of the decision-making of the city commercial complex are discussed, and the measures
to be taken are put forward, which can provide reference for the decision-making of the location.

1. Introduction

With the development of social economy and the increasing
income of urban residents, consumer’s consumption de-
mand is also gradually becoming rich and diversified. More
and more preference is given to the large commercial
complex, which integrates commerce, hotel, culture and
entertainment, catering, and office. *is demand strongly
promotes the rapid development of commercial complex.
Site selection has great influence on the business operation
and development in the later stage of the commercial
complex. *e decision-making of commercial complex is a
complicated process, and it is immutable and irreversible.
Whether the decision-making of location can be made
scientifically is the precondition and necessary condition for
the success of the business. But, in practice, most of the
objective factors, such as regional economic level, pop-
ulation distribution, business circle, and traffic, are taken as
the decision-making factors of location. But factors of
consumer subjective that influence the location of

commercial complex are rarely considered. *erefore, this
paper from the perspective of consumer preference decision
is of more practical significance.

*e study of site selection for commercial complex has
been strongly promoted. In 1929, Hotelling published a
study on the location of two competing ice cream vendors on
a straight line. *e first study of competitive location is
carried out [1]. *e Hotelling model is the basic research
model of competitive location. *e paper studies the loca-
tion of two competitive stores in a line and brings together
the economic, geographical, and game theory. On this basis,
many scholars put forward the competition location model
from different angles. At present, the research on compet-
itive site selection domestically and abroad has been mature,
which is divided into three main types: competitive site
selection, static competition site selection, and dynamic
competition site selection, and the mature competition site
selection theory and related model are formed [2–5].

In practice, after the commercial complex site selection,
construction and start of business, the location,
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transportation convenience, the level of regional economic
development, natural resource conditions and operational
level, and other factors will have a major impact on the
consumer’s willingness. Besides the level of operation, these
major factors, all in the site selection decision-making phase
have been determined, and it is difficult to change again.
Competitive location of the largest market share must be
based on commercial complexes that attract the largest range
of consumers. Most of the research methods of domestic and
foreign scholars on the site selection of commercial com-
plexes are based on objective factors, such as location,
population distribution, business circle, and traffic condi-
tions, while few subjective studies are conducted on con-
sumers’ intention of patronage and behavioral differences.
*e fuzzy analytic hierarchy process, analytic hierarchy
process, comprehensive evaluation model, cluster analysis,
and SEM analysis are adopted to minimize the risk of site
selection decision by determining the index evaluation
system of commercial complex site selection. Some scholars
use GIS and consider using spatial analysis methods to
process spatial data and find the optimal location for
shopping malls. *e consumer patronage intentions of this
research are introduced into the study of the commercial
complex’s site selection. *rough the analysis and identifi-
cation of the main factors influencing the consumer pa-
tronage intentions to guide commercial complex site
selection, site selection in decision-making phase will in-
crease the consumer patronage intentions to maximize
market share factors, which were fully considered. Location
decision is regarded as a complex system composed of many
elements.

*erefore, based on the analysis of the influence factors
and their relationship between the decision-making system
and the decision-making system of the commercial complex,
this paper considers the decision-making system as a whole
according to the rational behavior theory and the planning
behavior theory and establishes a system dynamic model,
which can describe the influence of the decision-making of
the commercial complex, and verifies the validity of the
model through simulation.

2. Analysis of Location Decision System for
Patronage and Commercial Complex

2.1.Analysis of Influencing Factors of Patronage. *e primary
premise of studying the consumers’ patronage is to identify
the key factors that affect the patronage, and it is necessary to
identify the key factors that influence the consumers’
patronage.

2.1.1. Regional Stereotypes. Stereotypes are the cognition of a
certain thing formed in people’s activities and interactions.
*e later people’s understanding is based on the foundation
of the former and is vulnerable to subjective restrictions,
making the later awareness of the constraints [6]. Regional
stereotype is a cognitive structure that covers the individual’s
recognition and expectation in a certain region [7]. Because
of the difference of living environment and culture, there are

differences in the perception of the individual in different
regions for a long time. *e perception of the individual has
“specificity” and “regionality,” which are embodied in the
special geographic imprint of the region, the values, and the
sense of belonging of the individual.

2.1.2. Consumer Behavior Patterns. Consumers gradually
form a specific lifestyle under the influence of their internal
and external factors. *is unique way of life can create a
demand and desire that match consumers. And these needs
and desires need to be met by specific consumer behaviors.
Some consumers turn to a commercial complex to buy a
product or service, which is often called a utilitarian
consumer. Other consumers who favor a commercial com-
plex are not just shopping or consuming, and they view the
commercial complex as a form of leisure or entertainment [8].

2.1.3. Traffic Convenience. *e shopping trips of consumers
are always aimed at the lowest cost, and the time cost spent
in traffic is one of the main factors that affect consumers’
preference for commercial complexes, and due to the ho-
mogeneity of business complexes, consumers rarely “go
closer” for shopping or consumption [9].

2.1.4. Regional Natural Conditions. A good natural envi-
ronment will have an impact on consumer demand, con-
sumption structure, consumption level, and mode of
consumption [10]. Abundant natural, human landscape
resources and clean surrounding environment will create a
sense of pleasure to boost consumption, and if a commercial
complex is built around parks or tourist attractions, it will
increase consumers’ willingness to go [11].

2.1.5. Regional Economic Conditions. If the industrial
structure of the urban areas is reasonable, the foundation is
good, the population density is large, the economic devel-
opment is better, the urban public supporting resources will
be better, and the consumption level of surrounding resi-
dents will be correspondingly higher. In those areas with
backward industries and no other advantages such as
transportation, the economic development is relatively poor,
and the consumption level of the surrounding residents is
relatively low [12]. Regions with good economic develop-
ment are more attractive to groups with high academic level,
high income, and high consumption.

2.1.6. Operational Level. *e operational level of the com-
mercial complex usually includes the variety of goods,
shopping environment, service level, and so on. And even
the light, color, and smell of the complex will influence the
consumer’s willingness. If it can have obvious advantages in
the commercial form, service level, internal environment,
and price compared with other commercial complexes in the
same city later, or it can provide personalized services which
are not available in other commercial complexes [13], it will
attract more consumers.
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2.2. Analysis of the Influence Factors of Business Complex
Decision. *e urban commercial circle represents the level
of economic development of a city to a certain extent. *e
development of commercial circle can attract more com-
mercial complex projects, which further promote the de-
velopment of urban commercial circle and are
interdependent and mutually promoted. Based on the
theoretical analysis of regional growth pole, the factors af-
fecting the decision-making of commercial complex site
include economy, politics, culture, location, environment,
and other five categories, covering the urban development,
policy, consumer culture, location, transportation, natural
environment, and other aspects of the content. A com-
prehensive table of factors affecting the decision-making of
commercial complex site is presented.

Twelve experts with senior experience were selected
from senior practitioners in institutions of higher learning
and industries. Based on the theoretical analysis of regional
growth pole theory and the five-force theory, the paper puts
forward a table of factors influencing the business complex
site selection decision and asks experts to judge the influence
of the selected index factors on the business complex site
selection decision on a scale of one to five according to their
experience. After the first round of the survey was com-
pleted, the findings were recycled, inconsistent information
was fed back to the experts, and then, the second round of
the survey was launched. On this basis, the weight of each
index is analyzed by using the analytic hierarchy process,
and finally the influencing factors and the weight of each
index are determined, as shown in Table 1.

3. Patronage Affects the Decision-Making of
Commercial Complex

3.1. System Dynamics Model. System dynamics is based on
system theory, supplemented with feedback theory and
information theory to study information feedback science.
*e theory was founded in 1956 by Professor Jay
W. Forrester of MIT in the United States, and the core of the
theory is the system dialectical view, from the point of view
of the whole, connection, movement, and development, to
study the problem and emphasize the use of qualitative and
quantitative methods to analyze the system [14, 15].

*e system dynamics has the following characteristics,
which makes it better to study the consumer’s preference for
decision-making of commercial complex location decision.
(1) *e research of system dynamics is mainly aimed at the
social and economic system, which has a good pertinence to
the research of this paper. (2) *e system dynamics adopts
the combination of quantitative analysis and qualitative
analysis, which breaks the deficiency of the traditional re-
search, and can more truly simulate the characteristics of the
business complex preferential system. (3) It can clearly re-
flect the various internal feedback, including implicit and
intuitive. *e decision-making factors of commercial
complex location are complex, and the system dynamics can
be used to express these circuits, and the relationship be-
tween various factors and internal and external systems can
be clarified.

3.2. Causal Relationship of Site Selection for Commercial
Complex. Based on the research results of the previous
paper, the content boundary of the system includes six
aspects: regional stereotypes, consumer behavior patterns,
traffic facilitation, natural environment, regional economic
development, and operation level, and six subsystems cor-
responding to them are formed.

Regional stereotypes have an impact on consumers’
regional identity, values, and sense of community owner-
ship. *e extent to which consumers have a geographical
impression of the region where the business complex is
located is directly proportional to their willingness to
benefit. Consumers are affected by their own values such as
preferences and believe that the sense of group belonging
gained by the commercial complex consumption in different
regions will be different. *e stronger the sense of group
belonging is, the higher the chance of generating the will-
ingness to favor [16–18] will be.

Consumer behavior patterns can be influenced by a
variety of factors, among which consumers have strong
personal attributes such as gender, age, and income [19]. In
addition, the personalized differences of consumer behavior
patterns are mainly affected by the factors such as the in-
come level, occupation, educational background, age, family
structure, and external factors, such as social class and social
culture [20]. *e chances of a consumer getting a high
income are positively correlated with education, and the
higher the income, the stronger the purchasing power. And
the growth of consumer age will change the structure of the
family. External factors mainly refer to the group and class of
consumers and the consumption environment [21].

In this paper, the dynamic analysis of traffic factors is
performed according to four aspects, namely, time, reli-
ability, selection, and comfort. *e preference for business
complexes decreases with increasing travel time, reflecting
consumers’ preference for business complexes, which is less
time-consuming in traffic. *e distance between the com-
mercial complex and the consumer, the geographical situ-
ation around the commercial complex, and the convenience
of transportation will affect the time spent by the consumer
[22]. Moreover, the safety of traffic and the selectivity of
transportation also matter to the consumers when they
produce preferential behavior, showing positive correlation.

*e natural environmental factors and environmental
quality of the region will have a great influence on the lo-
cation of the commercial complex [23]. Consumers are more
inclined to favor those areas with relatively flat terrain,
unique natural landscape, historical and cultural relics, and
other resources, and factors such as regional ecological
indicators, air quality, and road cleanliness will also affect
consumers’ preference. Consumers usually have multiple
objectives when traveling, and consumers will give priority
to those areas with relatively complete public support.

*e level of urbanization is a measure of the level of
development of a regional economy that can attract more
potential consumers. At the same time, the improvement of
regional infrastructure with high level of economic devel-
opment can attract more talents, and there is a clear positive
relationship between the level of economic development and
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the location of commercial complex [24]. Regions with high
economic development levels can attract more investors to
build a commercial complex, thus forming a “business
circle” within a certain geographic scope, increasing the
attractiveness of the whole region to consumers.

*e business type, service level, shopping environment,
and price level of the commercial complex are also the main
factors that influence the customer’s preference. *e trade
form is the quantity of the commodity which can be provided
by the commercial comprehensive carrier for the consumer to
choose, and its abundance is directly related to the consumer’s
willingness to favor. Consumers prefer to consume in the
commercial complex where the shop assistants can provide
high quality service, besides women’s private parking spaces,
special room for mother and infant, women’s exclusive floors,
and so on. Consumers prefer commercial complexes that
offer good shopping environments such as indoor air flow,
pleasant smell, clear signs, light and soft lighting, and relaxing
background music. *ere is a clear positive correlation be-
tween the business complexes and the consumer, which
means the more they are focused on hot topics and create a
good internal and external atmosphere, the more attractive it
is to consumers [25].

*rough the previously mentioned analysis, the causality
diagram of the influence of various factors on the site se-
lection of commercial complex can be constructed (see
Figure 1).

3.3. System Dynamics Flowchart. Based on the previously
mentioned analysis, a stock map of the location of the
commercial complex can be drawn as shown in Figure 2.

4. Model Simulation

As Xi’an is a central city in China, it has a good economic
and population foundation and is less affected by the net-
work of neighboring cities than the eastern coastal cities, so
it has the foundation for the independent analysis of the
impact of commercial site selection in large cities in this
study. *is paper uses the system dynamics modeling

software Vensim to implement the model, based on the
indicators and data Xi’an City Statistics Bureau published, as
well as the business complex A project data, to verify the
model. Since the business complex A of this study started to
operate in December 2008, the simulation time of this study
is set to 2008–2018, and the simulation step is one year, with
a total of 10 years.

4.1. Simulation Result Analysis. In order to quantify the
preference of consumers, consumers are divided into groups
with preference and groups without preference, and the
growth rate of preference is used as the rate variable to
generate the preference of the population as the stock. *e
growth rate of preference is mainly affected by regional
stereotypes, consumer behavior patterns, traffic conve-
nience, natural resources, regional economic development,
and operation level. *rough system dynamics simulation,
the final preference of simulation results is obtained
(Figure 3).

As can be seen from the simulation results, the final
willingness to patronize in the simulation period presents
three stages of change: steady phase, slow growth phase, and
rapid growth phase. In the early development of business
complex, the infrastructure and service level are at the
primary level, and the customer groups coming to the
complex are less, so the development is relatively stable.
With the improvement of transportation and other infra-
structures, the continuous improvement of the service level,
and the impact of word of mouth, the number of consumers
who will purchase in the commercial complex gradually
increase. *e later business complex will form its own fixed
customer group, and the fixed customer will lead to the
surrounding potential consumers, therefore showing a trend
of rapid growth.

Compared with the ultimate preference, the total income
of the commercial complex has a more obvious trend of
change. For example, in Figure 4, the early commercial
complex needs to increase the publicity, promotion, and
early-stage investment. *e customer experience and the
level of employee service are low, so the total income is low

Table 1: Factors affecting the site selection of commercial complexes.

Target layer Criterion layer Secondary indicator Weight

A commercial complex
site selection decision

B1 politics U11 government policy 0.14
U12 medium- and long-term urban development plan 0.07

B2 economy

U21 level of economic development 0.07
U22 population 0.05

U23 disposable income per capital 0.04
U24 industrial structure 0.02

U25 development potential 0.03
B3 culture U31 consumer culture 0.11

B4 location

U41 traffic facilitation 0.11
U42 infrastructure facilities 0.08

U43 business district 0.15
U44 level of competition 0.05

B5 others
U51 surrounding natural resources and environment 0.04

U52 topography 0.02
U53 geological conditions 0.02
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and the increase is small. *e later increase in income was
added. Although the increase was relatively significant, there
was room for improvement.

4.2. Comparative Analysis on Site Selection Optimization of
Commercial Complex. By adjusting the influence factors of
regional stereotypes, consumer behavior patterns, traffic

Figure 1: Causal relationship diagram for the location of commercial complex site selection.

Figure 2: Flow stock map for the location of commercial complexes.
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conditions, natural environment, regional economy, and
operation level in the dynamic model of the system, the
changes of consumers’ preferences and the profits of
commercial complexes were observed (see Figures 5–16).

Based on the previously mentioned comparison, this
paper gives the following suggestions on the commercial
complex location decision-making from six aspects of
influencing factors of consumer’s preference.

Regional Stereotypes.Before planning the business district or
commercial complex project, the government planning de-
partment should fully understand the regional stereotypes of the
area where the plot is located as far as possible to avoid planning
the commercial complex land in the more negative imprint
areas. If the land use planning is indeed restricted by some
conditions that cannot be changed artificially, the planning
department should take into consideration the planning con-
ditions, such as volume rate AND construction withdrawal, and

provide hardware support for the later change of these negative
seals by the development enterprise.

Consumer Behavior. Before bidding for land, real estate
development enterprises should conduct sufficient investigation
and demonstration on the relevant information of the target
consumers in the region. Project positioning shall be based on
the regional consumption level and consumption capacity, and
the project positioning shall not be too advanced or significantly
higher than the regional consumption level and consumption
capacity. At the same time, it is necessary to complement each
functional section and pay attention to controlling the volume
of commercial.

Transportation Convenience. Real estate development en-
terprises must fully understand the mid- and long-term
planning of the public transport. *e project should be actively
integrated into the function of the city when it is located in the
decision-making stage. During the construction design stage,
the project should be connected with the site of the active and
public transport on the building form, function, and dynamic
line. *rough the design method, the project of commercial
complex becomes a kit of the city; for example, the entrance and
exit of the subway directly connected to the interior of the
commercial complex and the bus station setup near the en-
trance and exit of the commercial complex.

Regional Natural Conditions. *e real estate develop-
ment enterprises shall carry out the commercial theme
positioning and function positioning according to the re-
gional climate characteristics and landscape resource con-
ditions, combine the theme and function with the
surrounding historical culture and natural landscape as far
as possible, and provide consumers with different con-
sumption experiences, thus avoiding the dilemma of being
in the same competition with other comprehensive projects.

Regional Economic Conditions. Real estate development
enterprises should fully understand the total amount of
regional economy, per capita disposable income and other
basic information, and at the same time, they should also
understand the regional future development planning, in-
cluding the industrial layout, government fiscal and taxation
policies, infrastructure construction, and so on.

Operational Level. Commercial complex projects are
usually managed and operated by professional operating
companies after the construction of real estate developers is
completed. In reality, many projects in the operation team
take over only to find that there is a big problem in the
volume, function and dynamic line, which brings a lot of
inconvenience to the late operation, so the operation team
in the location decision-making stage should intervene,
dividing business format and planning the internal busi-
ness dynamic line according to the project positioning. In
the construction stage, the operation team should put
action to attract business, including the main stores, the
secondary main stores, the various brands, and the
merchants.
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5. Conclusion

*is paper studies the influencing factors of consumers’
preference and the influencing mechanism of various
factors on the decision-making of commercial complex
location and establishes the decision-making model of
commercial complex location based on consumers’
preference. *rough the questionnaire data combined
with statistical software, the model of this paper is tested.
*e empirical test provides the scientific basis for the
decision-making of commercial complex location
through the simulation and optimization analysis of
commercial complex location.

*is study has the following innovations. First, this paper
introduced the customer’s patronage intention, which has a
decisive influence on the later operating income, to further
optimize the site selection decision model. *is paper fully
considered the possibility of diversified selection of subjects
caused by the development of the times, respecting the
validity of the traditional commercial complex site selection
decision model based on objective factors. Second, based on
the theory of consumer planned behavior and the theory of
customer perceived value, the paper analyzes the influencing
factors of consumers’ patronage intention to commercial
complex, which enriches the research of patronage intention
to the location decision of commercial complex. *ird, the
site selection decision-making index system of commercial
complex based on consumer patronage intention is con-
structed to expand the research scope of site selection of
commercial complex. Fourth, the system dynamics model of
the commercial complex site selection decision is con-
structed, and the dynamic simulation of the commercial
complex site selection decision is carried out, which en-
hances the explanatory ability of the influence of patronage
intention on the commercial complex site selection decision.
All these efforts make the decision result more in line with
the actual demand to improve the rationality of site
selection.
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+e algorithms used by schedulers depend on the complexity of the schedule and constraints for each problem. +e position and
movement of badminton players in badminton doubles competition is one of the key factors to improve the athletes’ transition
efficiency of offense and defense and the rate of winning matches and to save energy consumption. From the perspective of basic
theory, the author conducts research on the position and movement of badminton doubles. Based on the numerical analysis
method, the optimal model of standing position and direction composed of 7 nonlinear equations is established. In addition, the
final of 10 matches of the super series of the world badminton federation in 2019 was selected as the sample of speed parameters.
With the help of MATLAB mathematical analysis software, the numerical model established by the least square method was
adopted to optimize the specific standing position and walking model. Ultimately, the optimal solution has been obtained, which
can be represented on a plane graph. +e optimal position of the attack station should be the blocking area (saddle-shaped area)
and the hanging area (circular arc area in the middle). +e optimal defensive positioning should be left defensive positioning area
(left front triangle area) and right defensive positioning area (right front triangle area), which is consistent with our current
experience and research results. +e research results use mathematical tools to calculate the accurate optimal position in doubles
matches, which has guiding significance to the choice of athletes’ position and walking position in actual combat and can also be
used as a reference for training, providing a certain theoretical basis for the standing and walking of badminton doubles
confrontation. +e data collection and operation methods in this study can provide better calculation materials for artificial
intelligence optimization and fuzzy operation of motion displacement, which is of great significance in the field of motion,
simulation, and the call of parametric functions.

1. Introduction

As a sport of both recreational fitness and competition, the
amount of exercise of badminton can be independently
chosen by the participants according to their own condi-
tions, and the requirements for equipment and venues can
be high or low. And because the noncontact confrontation
reduces the possibility of injury and physical requirements, it
has been widely popularized in all parts of the world and has
become an Olympic competition [1]. According to the
number of participants, the badminton events can be divided
into singles, doubles, and three against three. +e singles
events have high physical requirements [2–4], while the
doubles events emphasize more on tactics [5, 6], which is
essentially an accelerated version of doubles.

In badminton doubles tactics, standing and walking are
the basis, which are related to the cooperation between two
people and the reasonable distribution of areas [7]. Athletes’
technique ability not only needs to have their own char-
acteristics but also must keep strong backcourt tactics ability
before, during, and at the same time [8] because, in the game,
every detail might affect the competition results; it also
makes athletes need to have strong ability of details. +e
footwork of badminton is an important part of the players’
technical and tactical abilities, among which backtracking is
the last step of the footwork of badminton, and backtracking
connects with the starting link of the next footwork [9].
Reasonable positioning and walking in doubles make the
division of labor of teammates clear, makes the preparation
of athletes more reasonable, reduces the unnecessary
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running of athletes in the confrontation, saves physical
energy, and increases the efficiency of scoring. Quite a few
scholars [8–13] have carried out research and discussion on
the positions and moves of doubles and reached some
consensus. Gawin [10] analyzed the match data and made
statistics on what kind of movement mode in doubles is
beneficial to gain the advantage in the serve. Zhu qiang et al.
[14] used the method of literature review, observation and
interview, etc., to discuss the position of attack and defense
switch in badminton doubles. Lin [15] also used similar
research methods to analyze and discuss Yang wang Xiao li’s
position in 10 doubles matches from 2013 to 2014.

It can be seen that, in addition to forming some em-
pirical consensus, there have also been some relevant studies
on the positioning and movement of doubles. Partial least
squares correlation analysis (PLSCA) (Abdi and Williams,
2013; Weaving et al., 2019) [16] was used to investigate the
composite relationship between perceived wellness status
and technical-tactical performance for both the forwards’
and backs’ positional groups as per previous methods [17]
(Emmonds et al., 2020). However, the conclusions of these
studies are all qualitative and empirically based, which may
be practical but not rigorous. In order to scientifically op-
timize the positioning of doubles in training and actual
combat, it is very important to model and analyze the po-
sitioning of doubles, theoretically explore the most rea-
sonable positioning andmovement of doubles, and avoid the
existing errors. +erefore, based on the mathematical model
[16–19], the following research is carried out on the opti-
mization of badminton doubles’ position and movement, in
order to provide some theoretical basis on this issue.

2. The Positioning Model of Doubles Based on
the Analytic Method

2.1."eBasic Idea ofModel Building. In a badminton match,
when a player of his own side hits the ball, the time it takes
for the ball to fly from his own field to the field of his
opponent is the time for the player of his own side to stand.
Similarly, after the opponent hits the ball, the time for the
ball to fly from his court to his opponent’s court is the time
for his opponent to start and hit the ball. +is is the basic
rhythm of badminton.

As can be seen from Figure 1, the time required for the
ball to fly from one side of the field to different areas of the
opposite side of the field is different, that is, the time from
starting to hitting is different for the incoming ball from
different landing points. For example, the split lob is faster
and shorter than the high ball, so the player who wants to
catch the ball should start and run to the right hitting area in
a shorter time. Of course, there is a certain difference be-
tween the running speed of the players’ forward net foot-
work and the running speed of the players’ backward
retreats’ footwork. To sum up, ignoring the secondary
influencing factors, the players should have a corresponding
optimal positioning point for the position of the ball when
facing the opponent’s shot. From this positioning point, it
should be equally difficult for them to return several furthest
corners of the area they are responsible for. In order to get

this position, the emphasis is on the evaluation of the dif-
ficulty of connecting each ball at the farthest corner. As the
ball travels from the opposing field to each of these farthest
corners, it corresponds to the distance the player must run
and the time he has to start to hit the ball, which is the
amount of speed the player must put into catching the ball.
+e magnitude of this required speed is a measure of dif-
ficulty. So, the optimal positioning should allow the player at
that point to run at the two farthest corners of the net at the
same speed. +e two farthest corners of the baseline should
run at the same speed. Moreover, the running speed towards
the furthest corner of the net and the furthest corner of the
baseline should satisfy the proportional relation between the
running speed of the net footwork and the running speed of
the back-and-back footwork.

2.2. Badminton Court Coordinate System Creation. In order
to calculate the distance better, an optimization model is
established based on the analytical method in this paper.
+erefore, the analytical coordinate system of the site
should be built first to obtain the coordinate values of each
key point. One end of the center line of the net is taken as
the origin of the coordinate system. +e X-axis is along the
long side of the court, while the Y-axis bisects the opposite
side of the court along the direction of the net, as shown in
Figure 2.

In Figure 2, the X-axis represents the longitudinal dis-
tance in the direction of the badminton court sideline, the Y-
axis represents the transverse distance in the direction of the
center line, and the intersection of one side sideline and the
middle is the origin. Doubles position is the end of the
movement to the position, the starting point to hit the ball,
and the basis of other doubles tactics. +erefore, each po-
sition corresponds to the position of the ball when an op-
ponent hits the ball. In order to better illustrate the
optimization process, the ball is located at the corner of the
opponent’s baseline (G spot in Figure 2) as an example; see
Figure 2, for the coordinates of the two players’ position
points (points J and K on Figure 2) and the farthest corner
points (points A, B, C, D, E, and F on Figure 2) in the area
they are responsible for (CD is the dividing line of the area).
Considering that when the opponent hits the ball from the
baseline and ignores the situation that the ball rolls over the
net with a small probability, the ball should not fall into the
area surrounded by the two sideline of the line AE, the field,
and the net line (Y-axis), so there is no distribution of points
needing to catch the ball in this area. At this point, there are
seven unknown coordinate parameters, including the two-
axis coordinates x1 and y1 at point J, the two-axis coordi-
nates x2 and y2 at point K, the two-axis coordinatesm and n
at point C, and the y-coordinate p at point D, where the
coordinates x1 and y1 and x2 and y2 of J are exactly the
coordinate values to be obtained.

2.3. OptimizationModel Creation. As shown in Figure 2, the
ball falls from point G to A, B, or C. Points B, D, and F
correspond to the point where the ball clicks back from G.
+e horizontal component of the average flying speed of the
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ball when hitting the ball is m/s. +e average speed of
returning the ball after receiving the ball is m/s. According to
the physical relationship between flight distance, flight
speed, and flight time, the time (unit: s) of the ball from point
G to points A, B, C, D, E and F is

tGA � 7.7/Vds, (1)

tGB � 13.4/Vhc, (2)

tGC �

�������������������

(6.7 + m)
2

+(6.1 − n)
2



Vds
, (3)

tGD �

��������������

13.42 +(6.1 − p)
2



Vhc
, (4)

tGE �

���������
7.22 + 6.12



Vds
�
9.4
Vds

, (5)

e w tGF �

����������
13.42 + 6.12



Vhc
�
14.7
Vhc

. (6)

Assuming that the opponent hits the ball at the exact
time when the receiver starts, then according to the physical
relationship between running distance, running speed, and
running time, the running speed required by the player at
point J to catch the ball at A, B, C, and D is

V
n
JA �

��������������������

x1 − 1.0( 
2

+ 6.1 − y1( 
2



tGA
, (7)

V
b
JB �

��������������������

6.7 − x1( 
2

+ 6.1 − y1( 
2



tGB
, (8)

V
n
JC �

������������������

x1 − m( 
2

+ y1 − n( 
2



tGC
, (9)

0 (0.5, 0.0) (6.7, 0.0)
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(6.7, 6.1)(1.0, 6.1)(–6.7, 6.1)

(x1, y1)

(x2, y2)

(m, n)

G A

C

E F

D

B
J

K
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Figure 2: Analytical coordinate system of badminton doubles court and station.

Badminton flight path
Run the line

Figure 1: Badminton flight and running circuit diagram.

Scientific Programming 3



V
b
JD �

�������������������

6.7 − x1( 
2

+ y1 − p( 
2



tGD
. (10)

+e running speeds required by players at point K to
catch the ball at four points C, D, E, and F are

V
n
KC �

������������������

x2 − m( 
2

+ n − y2( 
2



tGC
, (11)

V
b
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�������������������
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b
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�������������
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2

+ y
2
2



tGF
. (14)

In order to simplify the calculation, at the same time,
according to the split in the following section hanging ball
when the average speed of horizontal component of the
ball when the ball hits the back of the level of the average

speed component, athletes do back to the bottom line of
footwork when running with speed and athletes to the net
do online gait as running speed of the related research
(specific data discussed in Section 3), the ratio of discovery
can be approximately considered as the constant value,
which is

Vhc

Vds
� K1, (15)

V
n

V
b

� K2. (16)

According to the basic idea in Section 2.1, when the
athletes at point J and at point K meet the requirements of
equation (16), the speed required to catch the ball at the
farthest corner point should be in the optimal position:

V
n
JA � K2V

b
JB � V

n
JC � K2V

b
JD, (17)

V
n
KC � K2V

b
KD � V

n
KE � K2V

b
KF. (18)

By substituting equations (1)∼(15) into equations (17)
and (18), we can obtain
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Since point C is located on the point line AE, it should be
satisfied:

n � 12.2m − 6.1. (25)

3. Model Parameters and Solutions

3.1. Model Parameters: Speed Parameters. In order to sim-
plify and solve the established optimization model, this
paper tests the horizontal component of the average flying
speed of the ball when splitting the crane, the horizontal
component of the average flying speed of the ball when
hitting the backcourt ball, the running speed when the player
makes a backward step to the In this paper, and the final
videos of 10 matches of the world badminton federation

super series in the recent year were selected as the statistical
space to conduct sample statistics of various speed pa-
rameters. +e source of the matches is shown in Table 1. A
total of 668 effective sum ratio data and 382 effective sum
ratio data were obtained, and their distribution is shown in
Figure 3.

+rough fitting, it can be approximated to a fixed value
of 0.7657 and a fixed value of 1.3026. In equations (19)∼(25)
of the optimizationmodel, it is always multiplied, so it can be
regarded as a parameter.

3.2. Model Solution. Models (19)–(25) are for nonlinear
equations, and the equation number equals the number of
variables (which can be regarded as known quantity), so a
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given interval may have a solution. Now, the fsolve function
of MATLAB mathematical software is used for trial calcu-
lation and solution. According to the help file of MATLAB,
the fsolve function is to use the least square method to solve
the nonlinear equations, and the general solution formula is

X � FSOLVE(FUN,X0,OPTIONS), (26)

Where FUN is the nonlinear system of equations requiring
solution. For this paper, equations (19)∼(25) are the non-
linear system and the initial value of the variable. Because the
solution process has a certain dependence on the numerical
value, in this paper, the understanding range is roughly
calculated according to the experience. +en, we set the
initial value. OPTIONS represents the structure created for
OPTIMSET, which is the default value for this optimization
parameter.

In the input equations (19)∼(25) and the estimated initial
values of each parameter, the number of cycles is set to 1000
generations. +e final results of each parameter are shown in
Table 2. +e various errors corresponding to the solutions
obtained through numerical iteration are shown in Table 3.

Put the result back into the field map, and Figure 4(a) can
be obtained.+e point of the left field is the position of the ball
when the opponent hits the ball. +e point on the right side of
the field is the optimal station point of the two players of the
team based on the optimization of analytical method. By the
same method, the optimal solution of the position required by

Table 1: Model data source statistics table.

Event name Category Contestant +e number of
data

Yubo Cup Final 2018 Women’s
doubles Yuki Fukushima Katsuka Hiroda vs. Zonko pan Ravinda 69

2018 World Championships Men’s doubles Li Junhui/Liu Yuchen vs. Jiamura Kenshi/Yueda Qigu 77
2018 World Championship
Final

Women’s
doubles

Yoshiyuki Fukushima/Hiroda Katsuhwa vs. Maayu Matsumoto
Naga 66

2018 World Badminton Final Women’s
doubles Takahashi Lihua/Matsuomi Sasaki vs. Li Shaoxi/Shen Shengzan 65

2019 Sudiman Cup Final Men’s doubles Li Junhui/Liu Yuchen vs. Watanabe Yuda/Endo Dayou 72

2018 World Badminton Final Women’s
doubles Takahashi Lihua/Matsuomi Sasaki vs. Li Shaoxi/Shen Shengzan 65

2019 World Championship
Final Men’s doubles Setiawan/Ahsan vs. Tomoki Zhuo/Kobayashi 59

2018 World Championship
Final

Women’s
doubles

Yoshiyuki Fukushima/Hiroda Katsuhwa vs. Maayu Matsumoto/
Naga 66

2019 World Women’s
doubles

Badminton final Mayou Matsumoto/Nagawara vs. chen Morin/Jia
Yifan 64

2019 World Championship
Final

Women’s
doubles Mayou Matsumoto/Nagawara/Yuki Fukushima/Kohwa Hiroda 71

1.5

1.0

0.5
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0.0
0 100 200 300 400 500 600 700

K1 = 0.7657
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1.8

1.6

1.4K 2

1.0

1.2

0 100

K2 = 1.3026
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Figure 3: Velocity parameter distribution diagram. (a) K1 distribution diagram. (b) K2 distribution diagram.

Table 2: Results obtained from equations (19)∼(25) (unit: m).

x1 y1 x2 y2 m n p

Results 2.8661 4.6844 2.6353 1.9088 0.7839 3.4636 2.9784
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(a) (b)

(c) (d)

(e) (f )

(g) (h)

Figure 4: Results of optimal positioning when the ball is at each key point in the opposite side field area. (a) Scenario 1. (b) Scenario 2.
(c) Scenario 3. (d) Scenario 4. (e) Scenario 5. (f ) Scenario 6. (g) Scenario 7. (h) Scenario 8.

Table 3: Errors of equations (19)∼(25) corresponding to solutions.

Equation (19) (20) (21) (22) (23) (24) (25)
Error −8.74E-07 −1.18E-07 −9.76E-07 8.91E-07 −1.37E-07 −9.30E-07 8.26E-14
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the opponent when the ball is at the other key points of the
opponent’s court can be calculated, as shown in Figures 4(b)∼
4(h). All the obtained optimized station positions and the
results obtained according to the symmetry relation are

collected in the same figure, as shown in Figure 5.+e points in
the left and right field areas of the same color correspond to the
position of the ball and the corresponding relationship between
the positions of the square and the station.

Figure 5: Summary of optimized station positioning results.

H1

H1

H2

Figure 6: Station area and rotation path.
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4. Analysis and Discussion

In Figures 4 and 5, the X-axis represents the longitudinal
distance in the direction of the badminton court sideline, the
Y-axis represents the transverse distance in the direction of
the center line, and the intersection of one side sideline and
the middle is the origin. +e different color dots sign the
footfall dots and the directions. +ree spline curves were
used to connect the stations of each side in the center and
right field in Figure 4 to obtain two offensive areas (red area)
and two defensive areas (blue area), as shown in Figure 6.

+ere are two offensive areas; one is in the front of the
field, in the actual combat process, which should be re-
sponsible for the front of the net, so it can be called the net
position area; the other is in the back court, in the actual
combat process, which should be responsible for the back
court attack, so it can be called the killing and hanging
station area. +e two defensive areas are located in the left
and right field, respectively, which can be called the left
guard area and the right guard area (in real combat rotation,
players should try their best to move in a straight line to
reduce the distance of moving, so they should use a straight
line to connect the boundaries of the offensive area and the
defensive area). +e rotation path in Figure 6 can be ob-
tained. In the actual combat process, the so-called offensive
to defensive and defensive to offensive are the two players
who continue to choose a reasonable position between the
offensive zone and the defensive zone through these paths.
Based on the analytical method, we obtain Figure 6, which is
obtained by the optimization study of such a stance area and
rotary path graph; you can connect the attack area and
defensive area and their rotary path as a special “movement.”
Using the running circle, we can guide the positioning and
walking training of doubles players and even put the running
circle on the field, so as to develop the fixed thinking and
concept of positioning and field of doubles players. In this
way, the possible errors of positioning or moving can be
reduced due to panic in high-speed doubles competition.

+is study is based on the mathematical analysis method
to optimize the position of doubles, and a running circle is
preliminary calculated. For example, consider that, in
practice, when players hit the ball at the baseline, they often
choose to kill the ball vigorously instead of hitting it to the

far corner of their own side. When the player receives the
ball in front of the court, he can use a certain arm span and
racket length; the center of gravity does not move to the
position of the ball. It also takes time for the athlete to start
the turn from the position. Taking the secondary influencing
factors into account will be the next step for more deepening
the research on the optimization of the target on the basis of
the overall train of thought. It is assumed that when the
above factors are taken into account, the resulting running
circle may be the result of a backward shift (as shown in
Figure 7(a)) or a longitudinal stretch (as shown in
Figure 7(b)) compared with the current one. +ese as-
sumptions need to be further studied to confirm whether
they are reasonable. +is kind of data has the position
characteristics of relatively optimized fuzzy algorithm.+ese
features can provide reference for data collection and feature
analysis of subsequent sports competitions of multiple
athletes. After collecting the location data of multiple
multievent competitions, the database can optimize the
multipoint fuzzy computing of computer cloud, so as to
obtain a better model.

5. Conclusion

Based on the analytical method, this paper establishes the
optimal model of badminton doubles position, obtains the
relevant speed parameters through statistical analysis, then
solves the model by numerical method, and draws the
following conclusions.

(1) Based on the analytical method, an optimization
model is established. By inputting reasonable speed-
related parameters, the specific points of the optimal
positions of the two players in badminton doubles
can be solved.

(2) +e specific distribution of these optimal stations
constitutes four regions, namely, the area of net
closing (the saddle-shaped area in the front), the area
of killing and hanging (the circular arc area in the
middle), the area of left guard (the triangle area in the
left front), and the area of right guard (the triangle
area in the right front).

(3) +e rotation path can be obtained by connecting the
boundary between the offensive zone and the de-
fensive zone.+e two players can constantly choose a
reasonable position between the offensive zone and
the defensive zone through the rotation path to
realize the switch from offense to defense and from
defense to offense.

(4) +e offensive zone and the rotation paths that
connect them combine to form a running circle,
which can be used to guide doubles players in po-
sitioning training.

(5) As a model of multiplayer sports, this study can
provide more detailed data and statistics. +e re-
search also provides a reference model for the col-
lection and calculation of multievent and
multiproject secretaries of subsequent cloud

H1

H1

(a) Backward translation (b) Longitudinal lengthening

Figure 7: Conjecture of running circle results when more factors
are considered. (a) Backward translation. (b) Longitudinal
lengthening.
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computing, to obtain the optimization of algorithm
and model.
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To continue to protect and inherit the cultural landscape heritage of traditional villages, starting from the perspective of artificial
intelligence (AI), literature reviewmethods are used, and related theories are collected.-en,Wuyuan County in Jiangxi Province
in the traditional villages is taken as the research object. By analyzing the tourism income of this place from 2016 to 2020, the
overall income of this county is relatively good. In fact, due to the weak protection of traditional villages in Wuyuan County, the
lack of supervision awareness, the implementation of the “immigrant and relocation” policy, and the backward thinking of
residents, the cultural landscape of traditional villages has collapsed and destroyed. Up to now, there are 113 ancient ancestral
temples, 28 ancient mansion houses, 36 ancient private houses, 187 ancient bridges, and only 12 ancient villages. Finally, AI
technology is applied to the cultural landscape of traditional villages. -rough image restoration technology, traditional villages
can be restored to a certain extent. Intelligent positioning and radio frequency (RF) technology can also realize real-time
monitoring of traditional villages from the perspective of weather and service life to achieve the purpose of protecting cultural
landscape heritage. -erefore, AI technology is applied in the protection and inheritance of traditional village cultural landscape
heritage, which has great reference significance for the management of various historical and cultural heritage.

1. Introduction

As China enters a new stage of transformation and de-
velopment, it is the new requirements of this new stage to
promote the great development and prosperity of so-
cialist culture, promote the excellent traditional Chinese
culture, and enhance the self-confidence of the national
culture. Traditional villages are important carriers of
traditional culture. Protecting the cultural landscape of
traditional villages and promoting the development of
traditional village tourism functions are important ways
to inherit and promote traditional Chinese culture.
Meanwhile, the cultural landscape heritage is the epitome
of the development of different eras and the manifesta-
tion of the continuous progress of human civilization.
However, there are some problems in the cultural
landscape protection and tourism development of tra-
ditional Chinese villages. -e rapid development of ar-
tificial intelligence (AI) has been widely used in robotics,

economic and political decision-making, control systems,
and simulation systems. Similarly, AI technology can also
be applied to the protection and inheritance of the cul-
tural landscape heritage of traditional villages. -e cul-
tural landscape heritage is diverse. As a major country of
cultural landscape heritage, the Chinese nation must not
only continue to carry forward its cultural spirit but also
consider how to protect and inherit this cultural land-
scape heritage [1–3].

Qiu (2018) combined cultural landscape with eco-
logical economics and studied how to realize the common
development of cultural ecological landscape and human
beings under the premise of ecological protection [4]. He
emphasized that human beings should make a scientific
plan for tourism development from multiple perspectives,
multiple aspects, and multiple fields, combining the actual
situation. Roger (2018) established Canada’s geographic
information positioning technology by Canada’s regional
location. Later, after researching with experts and
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scholars, he introduced the positioning technology to the
protection of cultural landscape heritage, and the resto-
ration technology of images slowed the disappearance of
cultural landscapes to a certain extent [5]. Livio (2019)
proposed to use image information analysis technology in
the artificial neural network model to establish a modern
digital network operation platform. In addition, he also
integrated Augmented Reality (AR) with traditional vil-
lages, striving to use image information analysis tech-
nology to design more vivid traditional villages. Finally,
he analyzed and summarized the future development of
traditional villages [6]. Li (2019) researched traditional
Chinese villages by consulting literature on cultural
landscape heritage. He used 3D digital technology to
display cultural landscape heritage in a digital museum.
Although the traditional village no longer exists, after
entering the digital museum, people can be immersed and
enjoy the local customs at that time [7]. Peter (2018)
proposed a new traditional village protection method in
his published paper. He emphasized ecological balance,
advocated the preservation of different cultural elements,
and opposed cookie-cutter styles, styles, and colors. In
addition, he also proposed that while protecting the
traditional villages, the roads, facilities, and buildings
around the villages should be harmonious and consistent
to avoid the emergence of overly exaggerated scenes [8].
Scholars have expounded on the related theories of tra-
ditional village cultural landscape heritage from different
angles. However, their research fields are relatively single,
and they do not start from a global perspective. Mean-
while, some necessary analysis tools and technologies
require more funds. In practical applications, funding
issues need to be considered.

In this context, Wuyuan County in Jiangxi Province is
taken as the research object. Firstly, data to understand the
development status of traditional villages in Wuyuan
County are collected. -en, artificial intelligence (AI)
technology is used to realize the restoration of the cultural
landscape heritage of traditional villages and the protection
of cultural landscape heritage of traditional villages by smart
sensing technology and radio frequency (RF) identification
technology. -is has far-reaching reference significance for
the inheritance and protection of the cultural landscape of
traditional villages. -e first section is the introduction. -e
background of traditional village cultural landscape heritage,
the status quo of domestic and foreign research, and the
significance of research are introduced.-e second section is
the theory and method. Cultural landscape heritage, AI
technology-related theories, research methods, and tradi-
tional villages in Wuyuan County, Jiangxi Province, are
summarized. -e third section is the results and analysis.
-rough the collection of relevant data, the current situation
of the development of tourism and traditional village cul-
tural landscape heritage inWuyuan County is analyzed from
different perspectives. Finally, AI technology is applied in
the protection and inheritance of traditional villages. -e
fourth section is the conclusion. -rough analysis, relevant
conclusions are drawn, and future directions for improve-
ment are proposed.

2. Construction of Traditional Village Cultural
Landscape Using AI

2.1. AI Model Construction by Cultural Landscape Research.
Cultural landscape generally refers to the human landscape
familiar to the public, which is the result of the cocreation of
nature and mankind. -ese cultural landscapes can reflect the
unique cultural heritage and connotation of the region from the
side [9–11]. -e cultural landscape can be embodied in many
ways, including clothing, architecture, religion, and food.
Cultural landscapes mainly include the following types: (1)
landscapes designed and constructed intentionally by humans,
such as Suzhou gardens in Suzhou, the Great Wall of China,
and Xidi Hong village; (2) organically evolved landscapes,
including various fossil landscapes and rocky landscapes; (3)
relevant cultural landscapes, including the Leshan Giant
Buddha in Sichuan. Cultural landscape heritage refers to the
rare and irreplaceable cultural landscape recognized by the
United Nations Educational, Scientific, and Cultural Organi-
zation (UNESCO) and the World Heritage Committee
(WHC). It is recognized by all mankind as a “common work of
nature and mankind” with outstanding significance and uni-
versal value [12]. -e villages in the cultural landscape heritage
area are an important part of the cultural landscape [13, 14].
-e specific composition of theWorldHeritage Site is shown in
Figure 1.

Villages mainly refer to large-scale settlements or groups
formed by multiple settlements. -is group is mainly by the
primary industry agriculture as the main production and
lifestyle [15–18]. As a relatively primitiveway of living in groups,
villages are formed earlier, mostly retaining traditional material
and nonmaterial forms, and carrying a certain local culture [19].

AI is a technical science used to simulate human in-
telligence theory methods and application systems [20, 21].
-ere are two different ways to realize AI on the computer:
one is the engineering method, and the other is the simu-
lation method [22]. Artificial Neural Network (ANN) is a
simulation method. Its operating principle is to simulate
certain human learning behaviors through corresponding
computer technology. -e specific ANN model is shown in
Figure 2.

In Figure 2, a1, a2, a3, and a4 represent the input signal
of the neuron. -e calculation method of the relationship
between output and input is as follows:

A � z 
4

i�1
aibi + c⎛⎝ ⎞⎠, (1)

where z represents an activation function, ai represents the
input information of the neuron, bi represents the weight
value corresponding to the neuron information element, and
c represents the intercept.

According to equation (1), the weighted sum of neurons
can be obtained, and the specific calculation method is as
follows:

Hi � 
n

j�1
bijaj + cj, (2)
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where Hi represents the weighted sum of neurons, j represents
the j-th neuron information element, bij represents the i-th
weight value corresponding to the j-th neuron information
element, and aj represents the input information corresponding
to the j-th neuron information element. cj represents the in-
tercept corresponding to the j-th neuron.

-e activation value of the neuron is obtained according to
equation (2), and the specific calculation method is as follows:

ei � z Hi( , (3)

where ei represents the activation value of the i-th neuron, z

represents an activation function, and Hi represents the
weighted sum of neurons.

-e backpropagation algorithm is an important algo-
rithm for neural network training. But before using this
algorithm, a cost function needs to be set. -e specific cost
function calculation method is as follows:

J(b, c) �
1
n



n

i�1

1
2

hb,c(x
(i)

− y
(i)

�����

�����
2

 ⎡⎣ ⎤⎦ +
λ
2
, (4)

where J represents the cost function, b represents the weight
value corresponding to the neuroinformation element, c rep-
resents the intercept, n represents the number of layers, x(i) and
y(i) represent a different training set, λ represents random, and
h represents the magnitude of the weight. According to
equation (4), the gradient descent algorithm can be used to
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update the network parameters, and the specific calculation
method is as follows:

bij � bij − β
1

bij

J(b, c), (5)

where the specific meanings of b, J, and c are the same as
equation (4), i and j represent different neurons, and β
represents the learning rate.

ci � ci − β
1
ci

J(b, c). (6)

where ci is the intercept corresponding to the i-th neuron
information element, and the meanings of the remaining
letters are the same as equation (5).

-e partial derivatives of equations (5) and (6) are
calculated, and the result is shown as follows:

J(b, c) �
1
n



n

i

J b, c; x
(i)

, y
(i)

 ⎡⎣ ⎤⎦ + λbij. (7)

In equation (7), the meaning of the letters is the same as
equation (6).

J(b, c) �
1
n



n

i�1
J b, c; x

(i)
, y

(i)
 . (8)

In equation (8), the meaning of the letters is the same as
equation (7).

Meanwhile, the calculation method for the neuron re-
sidual of the output layer is shown as follows:

ηi �
1
2

y − hb,c

����
����
2

� − yi − ai( .

(9)

where η represents the residual, y represents the training set,
a represents the input information, and the meanings
represented by the remaining letters are the same as those
represented by equation (8).

-e partial derivatives of equations (8) and (9) are
calculated, and the result is shown as follows:

J(b, c; x, y) � aj · ηi. (10)

In equation (10), the meaning of letters is the same as
equation (9).

J(b, c; x, y) � ηi. (11)

2.2. Research Methods. (1) Comparative analysis method: it
refers to the multiparty comparison of two or more research
objects to explore the similarities and differences between
them. -e purpose of analyzing and learning good methods
is to continue to inherit the cultural landscape heritage of the
village [23–25]. (2) Case study method: through the col-
lection of data, the representative cultural heritage of tra-
ditional villages in society has been found. Take them as
analysis cases, combine various problems existing in current
social reality, establish a corresponding research framework,

andmake the paper more scientific [26]. (3) Expert interview
method: by visiting experts in this area of cultural landscape
heritage management, they will be invited to interview. And
these experts will be asked about their views on the current
status of cultural landscape heritage management in society
in recent years. Additionally, continue to listen to experts’
suggestions and opinions in this regard to increase the
scientific and rationality of the paper [27, 28]. (4) Document
method: due to writing needs, firstly, use CNKI, Google
Scholar, Wanfang Data, and other channels for data query.
Secondly, there are many articles and works from columnists
and related Internet information. In addition, some journals
and books related to the paper in the school library, Into the
World of Cultural Landscape Heritage, Illustrated Chinese
Geography Encyclopedia, and Protection of Rural Heritage in
the Perspective of Cultural Landscape, have also been in-
quired and reviewed. -rough the collection and summary
of this series of data, it provides a favorable theoretical basis
for research ideas and methods [29]. -e data used comes
from the website of the Wuyuan County Government in
Jiangxi Province.-e relevant parameters in the ANNmodel
are shown in Table 1.

2.3. Introduction to Traditional Villages in Wuyuan County,
Jiangxi Province. Wuyuan County is in Shangrao City,
Jiangxi Province, and is one of the birthplaces of Huizhou
culture in China [30, 31]. -e historical and cultural heritage
of this place is very profound, and it is one of the typical
traditional village cultural landscape heritages. Wuyuan
County currently retains many traditional villages. -e
traditional villages here are very different from other villages
(such as Xidi Hong village). It retains the most primitive
Huizhou architectural style in ancient times, and it pursues
the harmony between man and nature [32–34]. In addition
to traditional villages, there are also many cultural sites,
memorial halls of famous people, “ghost dances,” and so on
[35, 36]. -e specific list of cultural landscape heritage of
Wuyuan County is shown in Figure 3.

3. Analysis of the Application Results of AI
Technology by the Protection and
Inheritance of Cultural Landscapes

3.1. Status Quo of Tourism Development in Wuyuan County.
Wuyuan County is a representative of the cultural landscape
heritage of traditional villages, and tourism is also a pillar
industry in the area. By using the method of document
collection, the tourism income of the place from 2016 to
2020 is found.-e specific data results are shown in Figure 4.

In Figure 4, the comprehensive tourism income of
Wuyuan County in 2016 was 5.63 billion yuan. Among
them, ticket revenue was 431 million yuan, catering revenue
was 821 million yuan, and entertainment project revenue
was 1.029 billion yuan. In 2017, Wuyuan County’s com-
prehensive tourism revenue was 6.21 billion yuan. Among
them, ticket revenue was 592 million yuan, catering revenue
was 1.195 billion yuan, and entertainment project revenue
was 1.201 billion yuan. In 2018, the comprehensive tourism
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income of Wuyuan County was 7.25 billion yuan. Among
them, ticket revenue was 826 million yuan, catering revenue
was 1.433 billion yuan, and entertainment project revenue
was 1.446 billion yuan. -e comprehensive tourism income

of Wuyuan County in 2019 was 6.73 billion yuan. Among
them, ticket revenue was 610 million yuan, catering revenue
was 1.018 billion yuan, and entertainment project revenue
was 739 million yuan. -is shows that, from 2016 to 2018,
whether it is ticket revenue, catering revenue, or enter-
tainment revenue, Wuyuan County has been on a rising
trend. But since 2019, tourism revenue has declined.
Compared to 2019, the village’s tourism income has expe-
rienced the largest decline in 2020. -e reason for this
phenomenon has a lot to do with the Corona Virus Disease
2019 (COVID-19) epidemic that broke out at the end of
2019. -e advent of the epidemic has brought a crisis to the
development of tourism in Wuyuan County.

From 2016 to 2020, the number of tourists and the
income of local farmers in Wuyuan County are shown in
Figure 5.

Figure 5 shows that, in 2016,Wuyuan County had 11.236
million tourists, and the per capita income of farmers was
7086 yuan. In 2017, the number of tourists in Wuyuan
County was 12.634 million, and the per capita income of
farmers was 7,502 yuan. In 2018, the number of tourists in
Wuyuan County was 13.988 million, and the per capita
income of farmers was 8,011 yuan. In 2019, the number of
tourists in Wuyuan County was 13.504 million, and the per
capita income of farmers was 7631 yuan. In 2020, Wuyuan
County had 11.201 million tourist trips, and the per capita
income of farmers was 7,203 yuan. In the three years from
2016 to 2018, the number of tourists in Wuyuan County and

Table 1: ANN parameter settings.

Parameter Meaning Setup
Maxlen Text length, greater than this length, truncated, less than filled 300
Embedding_size Embedding word vector dimension 300
Kernel_size Size of the convolution kernel 2
Filters Number of convolution kernels 412
Batch_size -e number of samples required for one training in gradient descent 156
Dropout_rate Dropout ratio 0.1
Verbose Log display 1
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the per capita income of local farmers have been increasing.
However, since 2019, the number of tourist arrivals has
declined. -e reason for this situation in the local tourism
industry is that it has been hit hard by the COVID-19
epidemic.

From the above data results, the unique cultural land-
scape of traditional villages in Wuyuan County can attract
many tourists to a certain extent. So, the local landscape
heritage must be protected and inherited.

3.2. Status Quo of the Development of Cultural Landscape
Heritage in Wuyuan County. From the perspective of
tourism income and the number of tourists, the tourism
industry in Wuyuan County continued to develop steadily
from 2016 to 2020. However, according to relevant research
records, the local traditional village cultural landscape sites
are slowly disappearing over time. -is is mainly reflected in
the following aspects: (1) -e protection is not strong. Up to
now, the specific situation of the existing ancient village
ruins in Wuyuan County is shown in Figure 6.

In Figure 6, there are currently 113 ancient ancestral
temples, 28 ancient mansion houses, 36 ancient private
houses, 187 ancient bridges, and only 12 ancient villages.
Although there are a lot of cultural landscape sites, many
villages, ancient mansion houses, and so on have dis-
appeared compared to before. Traditional Huizhou
buildings are dominated by civil structures, and the longer
they exist, the slower they will collapse. With the con-
tinuous development of the social economy, more and
more people choose to live in cities, leading to many
traditional villages being abandoned. In addition, some
old houses are demolished and destroyed, new modern
houses are built on the land, and so on. -ese actions are
destroying monumental architectural sites. (2) -ere are
few records of traditional villages in Wuyuan County.
Since there are few recorded documents and architectural
design drawings, this has brought difficulties for the use of

modern AI technology to restore cultural landscape sites.
-e original houses are now asking residents, and they are
built on what they remember. -e house built in this way
lacks a certain degree of authenticity. (3) -e “immigrant
relocation” policy hinders the development of the cultural
landscape of traditional villages in Wuyuan County.
According to the results of the Seventh National Census,
the current permanent population of Wuyuan County is
only about 300,000. -e massive evacuation of residents
has left more traditional villages abandoned, changing the
original development goals. -e ancient towns, ancient
private houses, and ancient ancestral temples are short of
people to manage and clean them. (4) -ere is a lack of
innovative spirit. At present, Wuyuan County is still
developing in accordance with the traditional tourism
model, which will undoubtedly be eliminated by the times.
To a certain extent, intangible cultural heritage can
complement the cultural landscape of traditional villages.
-e specific list of intangible cultural heritage is shown in
Table 2.

Table 2 shows that there is a total of eight intangible
cultural heritages in Wuyuan County. Among them, there
are five traditional skills and three folk customs. However,
due to the traditional ideology of the residents, the customs
of “passing on men but not women” have caused some
intangible cultural heritage to gradually withdraw from
people’s vision, such as tea art, ghost dance, paper umbrellas,
and carving techniques in Wuyuan County.

3.3. Application of AI in the Protection and Inheritance of
Traditional Villages. -e cultural landscape of traditional
villages in Wuyuan County has been damaged to a certain
extent by the outside world. To continue to inherit the
cultural landscape of the place, AI technology is needed to
restore the damaged buildings. -e specific operation steps
are shown in Figure 7.
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Figure 7 shows that the restoration of the traditional
village cultural landscape needs to go through four stages:
preliminary investigation, design stage, construction stage,
and data compilation and filing. -ese four stages are in-
dispensable, and problems in any of these stages will have a
serious impact on the restoration of the following traditional
villages. -e results of the design stage have important
implications for the restoration of the entire traditional
village, which means that the design stage is the most im-
portant of these four stages.

Meanwhile, the restoration of the cultural landscape of
traditional villages is inseparable from the research and
analysis of village images. -e analysis mainly involves
traditional village similarity detection, village-style classifi-
cation, selection of the main color of the village, automatic
image sorting, and automatic recognition and restoration of
image damage. -e specific operation method is shown in
Figure 8.

Figure 8 shows that there are many projects involved in
image analysis research. -e neural network model cal-
culation method in the AI algorithm is also used. In the
entire image research and analysis, in addition to the

analysis of the image of the traditional village, there is also
the study of drawing and restoration. AI technology is of
great significance to the inheritance of cultural landscape
heritage.

In addition, after analyzing the images of traditional
villages, it is necessary to manually review the images before
entering the next stage. In the scene of manual review
processing, ANN technology is needed to realize the rec-
ognition of pictures. ANN technology mainly reviews the
following aspects of pictures: (1) -e angle of picture
drawing should be consistent with the angle of traditional
village construction. (2) -e style of picture drawing should
be consistent with the style of the original traditional village.
(3) -e color of the drawn picture should also be like the
original village’s tone as much as possible, there should not
be too much difference, and so on. If there is any dis-
crepancy, it will be deleted. -e implementation of ANN
technology for image review is shown in Table 3.

Table 3 shows that there is a total of six neural layers.
Each layer has its unique functions to ensure the normal
operation of the image review program. Similarly, each layer
cannot be replaced or deleted.

Table 2: List of intangible cultural heritage of Wuyuan County.

Type Serial number Name

Traditional skills

1 Wuyuan pineapple lacquerware making technology
2 Wuyuan emblem embroidery technique
3 Traditional refining techniques of Wuyuan camellia oil
4 Wuyuan huiweimingcheng secret spicy sauce making technology
5 Traditional making techniques of Wuyuan rice spoon

Name and custom
1 Zhu Zi’s family motto
2 Wuyuan Wengong sacrifice
3 Wuyuan Zhan family motto
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Figure 7: Restoration steps of traditional village cultural landscape.
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-e cultural landscape of traditional villages in Wuyuan
County must not only be inherited but also be protected. In
the protection of cultural landscapes, intelligent perception
and RF identification technology can be applied.-e specific
application method is shown in Figure 9.

Figure 9 shows that the first step is to select the tradi-
tional villages that need to be protected. After selecting the
village, the Global Positioning System (GPS) is installed.
After the installation is complete, the system will be asso-
ciated with the computer, and then the system will transmit
the required data to the computer in real time, including
weather, temperature, existing age, and the service life of the
building. In this way, it is possible to learn various specific
data information without the need for relevant management
personnel to arrive at the site of the traditional village. If the
building is damaged or there is a risk of collapse, the system
will also issue an alarm to remind the management staff. AI
technology plays an important role in the protection of the
cultural landscape of traditional villages.

4. Conclusion

Applying AI technology to the protection and inheritance of
the cultural landscape heritage of traditional villages, the
following conclusions can be found: (1) taking Wuyuan
County in Jiangxi Province as the research object in the
traditional villages from 2016 to 2018, tourism income shows
a rising trend. However, due to the outbreak of the epidemic
in 2019, tourism revenue has declined to a certain extent. (2)
Although Wuyuan County’s tourism income has been rel-
atively optimistic in recent years, in fact, the traditional
villages in this area have gradually disappeared, and the
protection of traditional villages is not strong. Due to these
reasons and the implementation of the “Immigration and
Relocation” policy, Wuyuan County has lost its previous

“vitality.” (3) Applying AI technology to traditional villages
can roughly restore traditional villages by previous images.
In the restoration process, the involved stages are particu-
larly important. Not only must the image be drawn and
repaired, but also the drawn image must be reviewed and
processed by ANN. (4) -e application of intelligent per-
ception and RF identification technology in traditional
villages can monitor and analyze cultural landscapes in real
time and realize the protection of traditional villages. AI
technology is used in the protection and inheritance of
traditional village cultural landscape heritage. -is provides
a basis for further analysis and resolution of problems in
heritage protection. Mainly literature collection methods
such as the literature analysis method and questionnaire
survey method are used. AI technology can not only draw
images of traditional villages but also restore existing cul-
tural relics. -is has great reference significance for the
management of various historical and cultural heritages.

Due to limited energy, there are certain limitations in
data acquisition, leading to deviations in some analysis of
related data. -e application of AI technology to the in-
heritance and protection of traditional village cultural
landscape heritage has not been discussed in terms of
economic investment. -e follow-up research can conduct
benefit evaluation according to the specific situation so that
this technology can bring certain beneficial effects to the
protection and inheritance of the traditional village cultural
landscape heritage in the future.
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-e datasets used and/or analyzed during the current study
are available from the corresponding author upon reason-
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Aiming at the problem of long retrieval time for massive face image databases under a given threshold, a fast retrieval
algorithm for massive face images based on fuzzy clustering is proposed. *e algorithm builds a deep convolutional neural
network model. *e model can be used to extract features from face photos to obtain a high-dimensional vector to represent
the high-level semantic features of face photos. On this basis, the fuzzy clustering algorithm is used to perform fuzzy
clustering on the feature vectors of the face database to construct a retrieval pedigree map. When the threshold is passed in
for database retrieval of the target face photos, the pedigree map can be quickly retrieved. Experiments on the LFW face
dataset and self-collected face dataset show that the model is better than the commonly used K-means model in face
recognition accuracy, clustering effect, and retrieval speed and has certain commercial value.

1. Introduction

In recent years, due to the rapid development of image rec-
ognition technology, face recognition technology is also de-
veloping rapidly [1].*e face recognition [2, 3] model based on
deep learning keeps refreshing records on the open-source
dataset, such as LFW [4], MegaFace [5], and other datasets.
Many cameras have implemented deep learning algorithms in
the camera in order to realize the real-time face recognition
function just using the camera. *is type of face recognition
camera can easily complete the frame-by-frame analysis of the
captured video and extract the face from the video. *e face
captured by the camera is transmitted to the server for storage.
In the field of security [6], the facial recognition cameras
deployed by county-level units upload 5million facial photos to
the server every day. Each face photo uploaded to the server
needs to be comparedwith a locally constructed blacklisted face
database in real time to determine whether the person is a
person on the blacklist controlled by the police.

*e face comparison process of the large dataset con-
tained in the above scenario has great social value in the
security field. Face comparison under the large face dataset
faces the following challenges:

(1) *e face database has a huge number of faces. In
most scenarios, its quantity can reach tens of millions
or even hundreds of millions.

(2) *ere are a lot of face photos collected by the same
person, such as person’s ID photos, front-grabbing
photos, side-grabbing photos, and so on. *is will
double the size of the face database and make the
comparison more difficult.

(3) *e number of samples of each type of face is not
balanced, resulting in different comparison times in
the same class. Due to the short board effect, the final
comparison speed is dragged down by the samples
with a large number of samples.

In 2018, Li et al. used the deep feature clustering algo-
rithm to optimize the problem of massive face retrieval [7]
and achieved good results because they used the K-means
clustering algorithm to cluster the face features. Unbalanced
distribution of features will lead to serious missed detection.

In 2019, Dubey improved the discrimination of face
image descriptors by using the decoder concept of multi-
channel decoded local binary pattern over the multifre-
quency patterns. In this paper, a frequency decoded local
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binary pattern (FDLBP) is proposed with two decoders. *is
can greatly improve the accuracy of face retrieval, but when
the number of faces is huge and the number grows dy-
namically, it cannot meet the requirements of high real time
[8].

*is paper is based on the deep learning model for
feature extraction of face photos, combined with feature
fuzzy clustering algorithm for fuzzy clustering of face feature
vectors. Using Caltech 10 k Web Faces Dataset as the
training set, clustering of face photos on the LFW face
dataset and the face dataset collected from the Internet has
achieved good results.

2. Design of Face Image Retrieval Model
Based on Fuzzy Clustering

*e model structure of the facial image retrieval algorithm
based on fuzzy clustering is shown in Figure 1. *e face
image retrieval model mainly includes two parts. *e first
part uses the deep convolutional neural network model
[9, 10] to extract features from the face image [2, 3] to obtain
a 256-dimensional face feature vector vi v1, v2, . . . , vn . Each
component in the feature vector (vi) is a floating-point type
data, and it keeps 4 decimal places. *e formula for cal-
culating the similarity of the feature vectors of two people’s
faces is defined as shown in formula (1). If the value of
Similarij tends to 1, then the face photos represented by
feature vectors vi and vj are more similar.

Similarij �  vi × vj,

Similarij � 1, IF Similarij > 1 ,

Similarij � 0, IF Similarij < 0 .

(1)

Algorithms commonly used to calculate image simi-
larity, such as Euclidean distance, cosine distance, hamming
distance, and so on, have their own advantages and dis-
advantages. In formula (1), we use an algorithm that ap-
proximates the Euclidean distance to calculate the similarity
of two face images.*is algorithm is closer to the calculation
method of matrix multiplication and can perform N :N face
similarity calculations at the same time. GPU is best at
matrix operations, so this algorithm can maximize the
performance of GPU.

*e second part is to perform fuzzy clustering on the
eigenvectors in the face database to be compared to obtain
the similarity matrix of the pairwise eigenvectors Sij and to
draw a pedigree map P for the cluster C1, C2, . . . , Cj . *e
next step is to calculate the center point of each cluster in the
pedigree graph to get the cluster center point
μ1, μ2, . . . , μn max(n) � 256. After extracting the features
of the face image to be searched, perform further retrieval
according to the cluster center points in the pedigree
diagram.

2.1. Face Feature Extraction-Deep Convolutional Neural
Network Structure Design. *e deep learning model used in
this article is mainly based on the convolutional neural

network(CNN), and the structure of the convolutional
neural network is fine-tuned to satisfy the effective feature
extraction of face photos. Considering that the feature in-
formation of face photos will lose part of the information
during the global pooling operation, resulting in incomplete
expression of face features, the maximum pooling method is
used in the structural design. *e input of the deep con-
volutional neural network is a face picture, and the output is
a one-dimensional vector of 256 dimensions. *is vector is
used to represent the characteristics of the face, which we call
the feature vector of the face.

*e structure design of the face feature extraction model
based on the deep convolutional neural network is shown in
Figure 2.*e network is called FFEDN (Face-Feature Extract
Dense Net) in this article, and the Stack Conv∗ structure in
the model is the structure shown in Figure 3.

2.2. Design of Face Image Retrieval Process. *e design of the
face image retrieval process is shown in Figure 4. *e face
photos to be searched are processed into pictures with
W ×H×C pixels in the system. We use 128×128× 3 pixels
in this model. *en, we can get a 256-dimensional vector
through the FFEDN model. *e next step is to calculate the
similarity between this vector and the cluster center point
vector. After this step, we can get the most similar clusters.
*en, search within this cluster until you get themost similar
leaf node. Finally, return all face photos in this cluster in
descending order of similarity.

In the public security application scenario, when per-
forming face retrieval, the 100 most similar face images are
often screened out, namely, top100. *erefore, fuzzy clus-
tering can avoid the problem ofmissing themost similar face
due to inaccurate determination of K value when using
K-means clustering [10].

3. Face Image Retrieval

3.1. Feature Vector Extraction Method for Face Photos.
*e face photos to be searched need to be processed into a
three-dimensional tensor structure F(I): WI × HI × CI. In
this structure, Ci represents the number of channels of the
color picture, and this article takes the three channels of the
picture, namely, Ci � 3,Wmeans the picture width,Hmeans
the picture height, and the model will process the picture
into a dimension of 128×128, that is,W� 128;H� 128.*at
is, the face image needs to be processed as a tensor with
128∗128 pixels and a channel of 3.

*e calculation process of tensor in the deep neural
network structure shown in Figure 2, and the calculation of
the convolutional layer is defined as follows:

X
m(l)
W,b � f b

m(l)
+ 

n

W
mn(l) ∗X

m(l−1)
W,b

⎛⎝ ⎞⎠, (2)

where Xm(l) represents themth channel of layer l, Wmn(l) and
bm(l) are the corresponding convolution kernel filters and
bias terms, and ∗ is the convolution operator.
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In order to avoid inaccurate feature expression caused by
overfitting, this model structure uses a local maximum
pooling (max-pooling) method to process the output of the
convolutional layer.

X
m(l)
(i,j) � max

∀(p,q)∈Ω(i,j)
X

m(l)
(p,q) , (3)

where Ω(i,j) is the specific area of index (i, j) and (p, q) is the
index of the specific position onΩ. *e last layer of the network
is a fully connected layer, and finally a 256-dimensional 1D
vector is obtained to represent the characteristics of the face.

3.2. Fuzzy Clustering of Facial Feature Vector. According to
formula (1), calculate the correlation coefficient matrix (r∗ij)
between the feature vectors of two people’s faces.

Use formula (4) to perform matrix transformation on the
correlation coefficientmatrix, so that the value in r∗ij is converted
to the interval [0,1], thereby forming a fuzzy matrix R � (rij).

rij �
1 + r
∗
ij

2
. (4)

Perform a convolution operation on the fuzzy matrix:
R⟶ R2⟶ R3⟶ · · ·⟶ Rn. After a finite number of
convolution operations, make Rn•R � Rn, where “•” repre-
sents the convolution operator.WhenRn•R � Rn, R is the final
correlation coefficient matrix. Sort the correlation coefficient
values λij in the correlation coefficient matrix in descending
order, intercept the values λij >0.75 to construct the pedigree
diagram, and finally obtain the pedigree diagram. *e
threshold 0.75 is a commonly used value for face recognition,
that is, when Similarij > 0.75, it can be considered that the two
persons are the same person or people with high similarity.

3.3. Building a PedigreeMap and Searching within Clusters in
the Pedigree Map. In Section 3.2, after the fuzzy matrix is
calculated, the fuzzy matrix is sorted in reverse order

according to the value λij of the fuzzy matrix, and the same
values are classified into the same cluster according to the
result of the sorting, thereby constructing a clustering
pedigree diagram. Next, calculate the center point of the
eigenvectors of each pedigree graph, and the calculation
formula (5) is as follows:

circle �


n
i�1 r(i)

256
n � 1, 2, · · · , 256. (5)

In the face retrieval process, set the given similarity
threshold to threshold� 0.75. First calculate the similarity with
the nodes in the pedigree graph, and the similarity calculation
formula is shown in formula (1). Select nodes with similarity
>0.75 to perform intranode branch search, and the judgment
condition is still whether the similarity is greater than the
threshold. Finally, the same similarity calculation method in
the cluster can be used to calculate the face similarity, and the
final results are returned in descending order.

4. Experimental Process and Result Analysis

*e CPU of the server used in the experiment is Intel(R)
Core(TM) Xeon-5600 series. *e memory of the server is
128 G.*e GPU uses NVIDIA Ti-Tan. *e operating system
uses Centos 7.4. *is experiment is based on the TensorFlow
framework.

4.1. FaceRecognitionDataset. In this paper, the CaltechWeb
Faces Dataset is used to train themodel, and the LFWdataset
and some datasets collected from the Internet are used as the
model’s test dataset. *e total dataset contains 1000 samples
and about 600,000 face photos. Some of the datasets are
shown in Figure 5.

4.1.1. Training Dataset. *e training set used in this article is
Caltech 10 k Web Faces Dataset, which was released in 2007

Feature vector
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Fuzzy clustering
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Fuzzy clustering pedigree

Feature vector similarity
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 Most similar cluster 
center
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Face feature extraction model

Face feature extraction
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μ1

μ2

μ3
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Figure 1: Face image retrieval model structure.
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and is obtained by crawling Google search engine with
keywords.*is dataset provides the center coordinates of the
front eyes, nose, and mouth in each picture. *e dataset has
10,524 pictures with different resolutions. Before the formal
model training, we perform basic processing on the picture:
face alignment, face cropping, and face cropping. *e size
after face cropping is 128×128 pixels.

4.1.2. Test Dataset. *etest set LFW(Labeled Faces in theWild
dataset) is used in this article. *is dataset contains 13,233 face
photos of 5749 different people. At the same time, a search
engine was used to collect face image datasets of 100 celebrities,
with about 200 photos of each celebrity, and a total of 16,846 face
photos were collected.*e image collection process is as follows:

(1) Determine the list of names of people to be crawled.
(2) Use the Java HTTP component framework to call the

search engine to search for pictures based on the
names of the characters and download the pictures
and save them in the designated folder.

(3) Invoke its own face comparison algorithm and cloud
face recognition SDK [2] to compare the collected
face photos to identify as the same person as possible,
and at the same time, delete poor quality pictures,
such as severely occluded and blurred pictures.

(4) Rotate, align, and crop the collected pictures, and the
final picture size will be 128×128 pixels.

Begin

Perform feature extraction on the input 
face photos according to the FFEDN 
model to obtain a 256-dimensional 

feature vector vi

Calculate the distance from the center point according to the
facial feature similarity calculation formula to get the most 

similar cluster Ci

Calculate similarity between vi and cluster Ci 

According to the similarity value, sort all 
the images in ascending order to get the 

result list result

result

End

F (I): WI×HI×CI

Figure 4: Face image retrieval process design.
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Figure 2: Deep convolution facial feature extraction neural net-
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(1) Caltech Web Faces partial face data

(2) LFW partial face data

(3) Collect some facial data from the Internet

Figure 5: Training data used in the experiment (some face image data). (a) Caltech web faces partial face data. (b) LFW partial face data. (c)
Some facial data from the Internet.
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In summary, the test dataset has two sets of data and
5949 face photos of 30079 different people, of which 4,069
people contain only one photo. Before the test, the face
photos in all test groups were also aligned and cropped.

4.2. Clustering Algorithm Evaluation Method. In order to
better evaluate the clustering ability and retrieval effect of the
face clustering algorithm, this paper uses the F1 metric to
evaluate the clustering results, as shown in the following
formula:

F1 �
2 × Ppair × Rpair

Ppair + Rpair
, (6)

where Ppair is called the pairwise precision and Rpair is called
pairwise recall (pairwise recall). When each sample is clustered
into a single cluster, a high accuracy rate will be obtained, but
the recall rate will be very low. On the contrary, when all
samples are clustered into a cluster, a very low accuracy will be
obtained. *erefore, the F1 metric combines the accuracy rate
and the recall rate. Only when the accuracy rate and the recall
rate are both high, the F1 metric can get a higher value.

In the actual application process of face retrieval, it is
often necessary to return face pictures whose similarity is
higher than a certain threshold in descending order of
similarity for practical application. Under normal cir-
cumstances, the full database of faces is compared for
similarity, and it is enough to return face photos greater
than the threshold, but after clustering, due to different
clustering effects, there will be no face photos with high
similarity to the retrieval target. *e clusters are not re-
trieved, so this article defines a new index to compre-
hensively evaluate the retrieval effect after clustering. *e
index is named LSR (lost search ratio), and the index
formula is expressed as follows:

LSR �
Sp

Rp

, (7)

where Sp is the number of retrieved faces whose similarity is
greater than the threshold andRp is the total number of faces
in the library whose similarity is greater than the threshold.
In this paper, the average value of the missed detection rate
LSR obtained from 100 random searches is taken as the
evaluation index.

4.3. Analysis of Face Clustering Algorithm. In this paper, the
two algorithms based on K-means clustering and fuzzy
clustering, which are widely used, are compared experi-
mentally, and the clustering effect and retrieval effect are
comprehensively evaluated.*e results are shown in Table 1.
On the LFW dataset, the LSR value based on fuzzy clustering
is 0.046. It can be seen that compared to the K-means al-
gorithm, fuzzy clustering can more accurately retrieve
similar faces greater than the threshold. At the same time, it
can be seen from the result that fuzzy clustering has faster
clustering speed. Judging from the distribution of fuzzy
cluster clusters/nodes, its clustering is also very close to the
true cluster value.

Since the number of face photos of the same person in
the LFW dataset is skewed, it can be seen from the previous
description of the test set that there are 4,069 people with
only one photo in the face database. *erefore, in order to
make the test results more reliable, this article uses the
collected star dataset to test the model again. *e test
results are shown in Table 2. Table 2 shows that the per-
formance of the K-means algorithm on the star data set is
better than that on the LFW data set. It can be seen from the
results in Table 2 that if the data samples in the face da-
tabase are balanced, the performance based on fuzzy
clustering is still better than the performance of the al-
gorithm based on K-means clustering.

Experiments show that, when performing face retrieval
under a given threshold, the clustering algorithm based on
fuzzy clustering is more suitable for scenes with large
amounts of data, multiple categories, and skewed samples.

5. Conclusion

Aiming at the problem of clustering and fast retrieval of face
data with large amount of data, multiple categories, and
inclined samples, this paper proposes a face database
clustering method based on fuzzy clustering and a face
retrieval method under a given threshold. First, deep
learning is used to extract the feature of the face photos in the
face database to obtain the feature vector of the face photo,
then fuzzy clustering is performed to obtain the pedigree
map, and the center point feature vector of the node is
calculated and stored in the pedigree map. When searching,
the score can be compared according to the similarity of the

Table 1: Comparison of results between K-means clustering algorithm and fuzzy clustering algorithm based on LFW test dataset.

Algorithm/evaluation method
LFW

F1 measurement Cluster/node LSR Time/s
K-means 0.328 5749 0.232 367.86
Based on fuzzy clustering 0.824 5869 0.046 168.45

Table 2: Comparison of the results of K-means clustering algorithm and fuzzy clustering algorithm on the star test dataset.

Algorithm/evaluation method
Self-collected star dataset

F1 measurement Cluster/node LSR Time/s
K-means 0.828 100 0.02 321.16
Based on fuzzy clustering 0.964 100 0.00 134.28
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nodes in the pedigree graph, and only the threshold with the
comparison score within the threshold range can be used,
greatly reducing the number of comparisons.

*is paper conducts experiments on LFW and self-
collected star datasets. By analyzing the clustering effect, the
LSR indicator of the missed detection rate, and the clustering
time indicator, it shows that the fuzzy clustering algorithm
can be used in large-scale datasets and face samples. In the
case of fast clustering, given a specific threshold for face
retrieval, there is a greater advantage.
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)e challenges involved in the traditional cloud computing paradigms have prompted the development of architectures for the
next generation cloud computing. )e new cloud computing architectures can generate and handle huge amount of data, which
was not possible to handle with the help of traditional architectures. Deep learning algorithms have the ability to process this huge
amount of data and, thus, can now solve the problem of the next generation computing algorithms. )erefore, these days, deep
learning has become the state-of-the-art approach for solving various tasks andmost importantly in the field of recognition. In this
work, recognition of city names is proposed. Recognition of handwritten city names is one of the potential research application
areas in the field of postal automation For recognition using a segmentation-free approach (Holistic approach). )is proposed
work demystifies the role of convolutional neural network (CNN), which is one of the methods of deep learning technique.
Proposed CNN model is trained, validated, and analyzed using Adam and stochastic gradient descent (SGD) optimizer with a
batch size of 2, 4, and 8 and learning rate (LR) of 0.001, 0.01, and 0.1. )e model is trained and validated on 10 different classes of
the handwritten city names written in Gurmukhi script, where each class has 400 samples. Our analysis shows that the CNN
model, using an Adam optimizer, batch size of 4, and a LR of 0.001, has achieved the best average validation accuracy of 99.13.

1. Introduction

Cloud computing is equipped with good solutions to meet
the increasing demand of data storage. It has provided users
with various benefits, thereby reducing the efforts to manage
the data in an efficient and effective manner.)e cloud relies
mainly on the data centers, and the data centers, which are
located far away from the user, are further linked together to
build data center networks. So, the next generation cloud
computing architectures have made it possible to process the
data closer to the user instead of processing it at the data
center. )ese emerging paradigms of cloud computing

generate huge amount of data. But there is the possibility
that this huge data may not be analyzed to uncover the new
information [1]. Various algorithms can be applied for the
analysis of data. Performance of traditional algorithms de-
creases when the amount of data increases. But, the per-
formance of these deep learning algorithms improves when
the amount of data increases. Deep learning is the subset of
machine learning, and it has gained the attention of various
researchers due to its strength of handling huge amount
data. )is is the reason why applications of deep learning in
the emerging paradigms of cloud computing are also gaining
the attention of research community. )ese days, all the
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information in our lives is being processed through elec-
tronic devices. As computers are involved in every field,
there is a requirement to transfer all the information be-
tween humans and computers with the help of some efficient
and fast algorithms. So, there exists text recognition, which
helps in providing an interface, so that humans and com-
puters can interact with each other. An example of such
systems lies in the digitization of documents images, which
may be handwritten or printed. Such systems are relevant in
many applications like automatic form processing, postal
automation, cheques processing, preservation of historical
documents, etc. In this proposed work, recognition of city
names that are written in Gurmukhi script is implemented
and is one of the application research areas of postal au-
tomation. As manual sorting of mails is a cumbersome as
well as labor-intensive task due to the high labor cost in-
volved in the process. So, it is required to develop a postal
automation system that can read all the necessary fields of
the postal document and can help in reaching the document
to its destination. Gurmukhi script is the Punjab state’s
official language, which is used by the Punjab state’s gov-
ernment officials to communicate their documents. An
example of such a document is shown in Figure 1, in which
the address field of the document to be posted is written in
Gurmukhi [2] script, and the city name “Mohali” is also
highlighted.

Several researchers are already working in the field of
postal automation, and research is already going on for the
recognition of various scripts like Devanagari, Bangla, En-
glish, Russian, etc., but still no postal automation system
exists for Gurmukhi script. )is proposed work aims to
employ a deep learning technique based on CNN for the
recognition of Gurmukhi handwritten city names. Out of
various deep learning techniques, CNN is widely used for the
purpose of text recognition [1]. )e most important chal-
lenge for the recognition of Gurmukhi script is its cursive
writing style, and the characters are so closely written, which
makes their segmentation a difficult task. So, this paper has
proposed the recognition technique using a segmentation-
free approach, which is known as the Holistic approach.
Figure 2 is showing the sample of handwritten Gurmukhi
script.

2. Related Work

Emerging cloud computing paradigms have helped the user
by generating data at the edge of the network without being
transferred at the far cloud center. In this section, a literature
survey is given on the use of ConvNet in the emerging cloud
computing architectures. Huang et al. [3] have proposed a
ConvNet model using edge computing algorithm for the
classification of various mosquitoes. A device was developed
for the detection of mosquitoes and preprocessing of videos
before sending them to data center. Later, a ConvNet model
is employed for the classification of mosquitoes. Similarly,
Liu et al. [4] have also proposed a CNN based ConvNet
model for the recognition of food. A server equipped with
the centos 7.0 was used at the cloud. Later, again, the CNN
based model ConvNet is implemented for the purpose of

identification and classification of food images. Azimi et al.
[5] have used ConvNet for the diagnosis of heart diseases.
For the reading of files, a local Wi-Fi is programmed and for
the uploading POST request to the edge device, a machine
with Apache server is used. Hosain et al. [6] have proposed
ConvNet model using edge cloud computing, in which data
is sent to the center using radio access technology. For the
formation of edge cloud, a MEC server is used, and later, a
CNN based ConvNet is used for the classification. Similarly,
in the field of postal automation, i.e., for the recognition of
various fields like city name, pin code, and street name, a
huge amount of data is required. )is huge data can be
processed efficiently by deep learning algorithms. Among
the relevant works, recognition of such fields is done in
various scripts using character-level recognition, in which
the word is segmented into individual characters before
recognition (analytical approach) or word level recognition,
which is segmentation-free approach (holistic approach).
Pal et al. [7] have employed character-level recognition using
machine learning for the recognition of multilingual script-
based city names for Indian postal automation. Similarly,
)adchanamoorthy et al. [8] have proposed a technique for
the recognition of Tamil city names. )e accuracy obtained
is 96.89%. Some have worked on the recognition of pin codes
only, which are written in different scripts like English,
Bangla, etc. One such example is Vajda et al. [9], where the
authors have recognized pin codes written in Bangla as well
as in English script using a nonsymmetric half-plane hidden
Markov model and achieved an accuracy of 94.13% and 93%,
respectively. Sahoo et al. [10] have implemented a holistic
approach for the recognition of city names written in Bangla
script using shape-context features, while multiclassifiers are
employed for the classification purpose. )e datasets used
here are the large datasets that are stored on the cloud.)ere
are some other examples where authors have implemented
only a holistic approach for the recognition of various scripts
like English, Bangla, and Arabic and achieved an accuracy of
90.3%, 83.64%, and 63% [11–13]. Manchala et al. [9] have
used NN for the recognition of English script using the
Holistic approach. Similarly, Bhowmik et al. [10] have
proposed a technique for the recognition of Bangla script.

Figure 1: Postal document with city name written in Gurmukhi.

Figure 2: Sample of Gurmukhi script.
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Wahbi et al. [11] have worked on the recognition of Arabic
script again by holistic approach, and the model employed
for the recognition is hidden Markov model. Few other
authors have also used the holistic approach for the rec-
ognition of text, in which features are manually extracted
[14, 15], while others have used CNN for character recog-
nition, in which features are automatically extracted [16].
)e aim of this proposed work is to employ CNN with the
holistic approach for the recognition of Gurmukhi hand-
written city names. All these techniques have been employed
on huge datasets, which are stored on cloud.

2.1. Contributions of the Proposed Work

(i) A dataset having 4000 samples of the handwritten
images in the Gurmukhi script for the 10 city names
has been generated.

(ii) A CNN model for the automation of postal system
for the recognition of Gurmukhi handwritten city
names has been prepared. )e model can recognize
all the 10 city names with an average validation
accuracy of 99.13%.

3. Present Work

In this proposed work, a dataset of 4000 Gurmukhi hand-
written city names is created for 10 different classes (city
names), where each class is having 400 samples that can be
fed to the model. As manual sorting of postal documents is a
labor-intensive task, so, recognition of city names will help
in the automation of postal system for the state of Punjab.
Finally, the designed model has predicted various param-
eters for the recognition of city names. )e methodology
followed for the recognition is shown in Figure 3.

3.1. Dataset. For the preparation of dataset, each sample is
written 10 times by 40 different writers generating 4000
samples. For collecting the dataset, two sheets were given to
each writer to write each word five times on each sheet,
generating total 10 samples for each word from both sheets.
So, each writer generated 100 samples. Writers were selected
from different age groups, educational levels, and different
dialects. Writers were free to use any colored pen.

3.2. Digitization and Preprocessing of Dataset. For the dig-
itization of collected samples, a scanner with 300 dpi was
used to scan the collected sheets containing samples. For the
preprocessing of dataset, each scanned sheet is converted
into gray scale image, and later, normalization is performed.
Further, brightness adjustment, contrast adjustment, and
intensity level adjustment are performed to improve the
quality of the image before cropping the word samples from
the digitized sheets. Adobe Photoshop is used for the
purpose of contrast adjustment, brightness adjustment,
intensity level adjustment, and cropping of images. Later,
cropped samples were placed in their respective folders that
were named as per the city name. Later, the prepared dataset

is stored on the cloud as it has to be accessed using the deep
learning network.

Once the preprocessing is done, the dataset is divided
into training and validation dataset [17, 18]. 80% of the data
is kept for training the model, and 20% is kept for validating
the performance of the model. Table 1 below is showing the
city name and its corresponding handwritten digitized
image in the Gurmukhi script.

3.3. Data Augmentation. Data augmentation is the tech-
nique that helps in increasing the available data. So, available
data is further increased by flipping or rotating the images,
and data augmentation is the inbuilt function of the pro-
posed model. Rotation of city name “Amritsar” is shown in
Figure 4.

3.4.Model Design. To build the CNNmodel, three layers are
required: (i) convolution layer; (ii) pooling layer; (iii) output
layer.)e primary function of the first convolution layer is to
apply the predefined filter weight to derive the features from
an image. Based upon the weighting filter used, the number
of feature maps is produced.)e complexity of the extracted
features keeps on increasing with the increasing model
depth, while the last convolution layer of the model gen-
erates the feature maps, which are much closer to the re-
quired recognition task. )e next layer is the pooling layer,
and the most commonly used pooling technique is max
pooling. )is further helps in preserving the features by
selecting the maximum value as this has the closest similarity
to the required features. )e pooling layer also helps in
reducing the size of the image by getting rid of the features,
which are not important. )e last layer is the fully connected
layer, and from here, the output classes are obtained. )e
proposed CNN model is shown in Figure 5.

)e first convolution layer used in this proposed work
has 32 filters of size 3 ∗ 3 with a stride of 1 ∗ 1, 32 feature
maps are derived from this, and the convolution layer is

Collecting the dataset

Digitization and Pre-
processing

Building the proposed CNN

Training of Network

Testing

Figure 3: Methodology of the proposed work.
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followed by the ReLU activation function. )e obtained
featuremaps are then passed to themax pooling layer of 2 ∗ 2
filter size and a stride of 2 ∗ 2, which means that the pooling
layer has reduced the size of the feature map by a factor of 2.
)e obtained pooled feature maps are passed to the next
convolution layer, which has 64 filters with a size of 3 ∗ 3 and
a stride of 1 ∗ 1, which is again followed bymax pooling layer
of size 2 ∗ 2 and a stride of 2 ∗ 2, which is further followed by
another max pooling layer of the same size. Lastly, a fully
connected layer is introduced with the SoftMax activation
function, having 2048 neurons in the input layer, then 120
neurons in the middle layer, and 10 neurons in the last,
which is the output layer. )e fully connected layer trans-
forms the obtained feature maps to the 10 classes. Rectified
linear unit (ReLu) is used as the activation function for all
the layers in the model, except for the pooling layers.

4. Experiments and Results

)e proposed model is implemented on the dataset of 4000
images using Python with the help of Keras and Tensorflow,
which are machine learning libraries.

4.1. Experimental Setup and Performance Metrics Used.
)e efficiency of the model is impacted by various param-
eters, but in this paper, three important parameters are
considered: the optimizer, LR, and the batch size of the
model. )e optimizer is used to update the network weights;
also, the choice of optimizer means good results in minutes,
hours, or days. LR tells how rapidly the neuron weights will
be adapted, while the batch size tells the number of samples
that are processed before the model is being updated. )e

Table 1: Ten city names with their corresponding handwritten digitized image in Gurmukhi.

S. no. City name Written by “writer 1” Written by “writer 2”

1 Amritsar

2 Fazilka

3 Hoshiarpur

4 Jalandhar

5 Ludhiana

6 Mansa

7 Mohali

8 Muktsar

9 Pathankot

10 Patiala

(a) (b) (c)

Figure 4: Augmentation. (a) Actual image. (b) Rotated by 60°deg. (c) Rotated by 180°deg.
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Figure 5: Proposed CNN model.
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proposed model is analyzed using two different optimizers,
Adam and stochastic gradient descent (SGD), three different
LRs, 0.001, 0.01, and 0.1, and the batch size: 2, 4, and 8. It is
known that the batch size is an important hyperparameter
for deep learning systems. Large batch size helps in speeding
up the computation, but it leads to poor generalization [19].
So, it is always preferable to use a small batch size. )is
proposed model has given good generalization with batch
size of 2, 4, and 8 only, while the accuracy drastically reduced
when the batch size is further increased. Response time for
the training and validation of the model varies from model
to model, depending on the dataset to be trained, batch size,
and LR, and it also depends on the hardware of the system
used like CPU, GPU, RAM, etc. [20]. To evaluate the pro-
posed CNN model, various parameters are calculated like
training and validation loss, validation accuracy [21, 22],
precision, and recall also. All these parameters are calculated
using the different metrics of the confusion matrix, which
are true positive (TP), false positive (FP), true negative (TN),
and false negative (FN). )e parameters are defined as
follows:

4.1.1. Accuracy. Accuracy is defined as the ratio of the
number of correct predictions made by themodel to the total
number of predictions made as shown in

Accuracy �
(TP + TN)

(TP + TN + FP + FN)
. (1)

4.1.2. Precision. It is a metric that tells about the proportion
of cases that report true and are actually true as shown in

Precision �
TP

(TP + FP)
. (2)

4.1.3. Recall (Sensitivity). )e recall measures the ability of
the designedmodel to detect positive samples. It is calculated
as the sum of true positive across all classes divided by the
sum of true positive and false negative across all classes as
shown in

Recall �
TP

(TP + FN)
. (3)

4.2. Results ObtainedUsingAdamOptimizerwith aBatch Size
of 4. In this section, various parameters are obtained on
three different LRs, while the Adam optimizer is used with a
batch size of 4.

4.2.1. Results Obtained with a LR of 0.001. Table 2 shows the
values of various parameters obtained with the LR of 0.001,
while the optimizer used is Adam with a batch size of 4.
Maximum obtained validation accuracy on the validation
dataset is 99.8% with a minimum validation loss of 0.01, and
the average obtained validation accuracy is 99.13%.

Figure 6 shows the different parameters convergence
plots for the training dataset, as well as for the validation
dataset. Y-axis is showing the particular value obtained,
while the X-axis is the number of epochs, for which the
model is trained. Validation accuracy is the main parameter;
while checking the model’s performance for the recognition
of text, it can be observed that the accuracy plot is almost
increasing after the run of few epochs. )e maximum val-
idation accuracy obtained is 99.8%. )e value of loss should
be less, and the minimum value of the loss obtained is 0.01
and 0.07 for the validation and training dataset. Values of
other parameters are approaching 1, which shows that the
designed model is reasonably good.

Results can also be analyzed by plotting the confusion
matrix. Figure 7 is showing the plot of the confusion matrix
for multiclassification results obtained in Figure 6. On the X-
axis, the predicted labels are depicted, while on the Y-axis,
true labels are depicted. )e confusion matrix tells the in-
formation about the actual (true) and the predicted classi-
fication done by the designed classification model. )e
highlighted value in blue boxes represents the true positive
values, which tell how much the designed model has cor-
rectly predicted the positive classes as positive [23]. For
example, for the city Amritsar, the designed model has
correctly predicted all the 80 samples, while, for the city
Fazilka, the model has correctly predicted 78 samples and
incorrectly predicted 2 samples as Ludhiana, which can be
observed in Figure 7.

4.2.2. Results Obtained with a LR of 0.01. Now, the LR is
changed to 0.01, while the optimizer used is Adam. Table 3
shows the outcomes of various parameters, when the LR is
changed from 0.001 to 0.01, while other parameters are kept
the same. From the obtained results, it can be observed that
the LR of the model impacts the accuracy results. )e
validation accuracy obtained on 10th epoch is 99%, and the
values of training loss, validation loss, validation precision,
and validation recall are 0.11, 0.01, 0.99, and 0.99, respec-
tively. )e average obtained validation accuracy is 96.95%,
which is less than the average validation accuracy obtained,
with the LR of 0.001, which was 99.13%. Figure 8 shows the
parameters convergence plot, and the confusion matrix for
the same is shown in Figure 9, where it has misclassified 4
classes. It can be observed from Figure 8 that the obtained
plots are not so linear as compared to the plots obtained in
Figure 6, while linearity can be observed in the last few
epochs only [24].

4.2.3. Results Obtained with a LR of 0.1. Table 4 shows the
outcomes of various parameters, when the LR is further
changed from 0.01 to 0.1, while other parameters are kept the
same. On the 10th epoch, maximum validation accuracy
obtained is 99.3%. )e obtained values for training loss,
validation loss, validation precision, and validation recall are
0.10, 0.00, 0.99, and 0.99. )e average obtained validation
accuracy is 98.17%, which is less than the average validation
accuracy obtained with the LR of 0.001, which was 99.13%.
Figure 10 shows the parameters convergence plot, and the
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Figure 6: Plots obtained with a LR of 0.001 by employing Adam optimizer. (a) Training and validation loss plot. (b) Training and validation
accuracy plot. (c) Training and validation precision plot. (d) Training and validation recall plot.

Table 2: Results obtained with a LR of 0.001 by employing Adam optimizer.

Epoch Training loss Validation loss Validation accuracy (%) Validation precision Validation recall
1 0.49 0.08 98.5 0.98 0.97
2 0.19 0.07 98.3 0.98 0.97
3 0.13 0.05 99.2 0.99 0.99
4 0.12 0.04 99.1 0.99 0.98
5 0.09 0.02 99.3 0.99 0.98
6 0.09 0.01 99.5 0.99 0.99
7 0.09 0.03 99.6 0.99 0.98
8 0.09 0.02 99.6 0.99 0.99
9 0.09 0.02 99.8 0.99 0.99
10 0.07 0.01 99.8 0.99 0.99
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confusion matrix for the same is shown in Figure 11. In
Figure 10, all the plots are linearly varying, the loss plot is
almost decreasing, and other plots are approaching to 1.

From Figure 11 of confusion matrix for LR 0.1, it can be
observed that the proposed model has misclassified few
more classes as compared to the previous confusion matrix.
56 samples of the city “Fazilka,” 73 samples of the city
Hoshiarpur, 78 of Jalandhar, and so on are correctly
predicted.

It can be observed from Tables 2, 3, and 5 that the LR of
the model impacts the accuracy results obtained for rec-
ognition. A LR of 0.001 has generated the average validation
accuracy of 99.13%, which is highest as compared to the
validation accuracies obtained by other LRs.

4.2.4. Optimal LR Selection with Adam Optimizer.
Analysis of the validation accuracy obtained from Tables 2, 3,
and 5 is done in Figure 12. It shows that the Adam optimizer
with a LR of 0.001 has performed better for the available
dataset. Figure 12 shows the validation accuracy obtained on

10 epochs for all the three LRs. Y-axis shows the validation
accuracy obtained, while the X-axis shows three different
LRs on 10 epochs. It can be observed on the 10th epoch that
the validation accuracy obtained with a LR of 0.001 is the
highest as compared to the LR of 0.01 and 0.1. It can also be
observed that the validation accuracy is high for most of the
epochs using LR of 0.001. Figure 13 shows some of the
misclassified results obtained by Adam optimizer. City name
“Ludhiana” is misclassified as “Patiala” in Figure 13(a), while
city “Fazilka” is misclassified as “Ludhiana” in Figure 13(b).

From the above discussions of the accuracy results
obtained using Adam optimizer with a LR of 0.001, 0.01, and
0.1, it can be observed that the proposed model has achieved
the best validation accuracy with a LR of 0.001, as the
proposed model has also misclassified few images. Results
for the same are shown in Figure 13.

4.3. Results Obtained Using Adam Optimizer: LR of 0.001 on
Different Batch Sizes. It has been analyzed from Figure 12
that LR of 0.001 has achieved better validation accuracy as
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Figure 7: Confusion matrix for LR 0.001.

Table 3: Results obtained with a LR of 0.01 by employing Adam optimizer.

Epoch Training loss Validation loss Validation accuracy (%) Validation precision Validation recall
1 0.58 0.12 95 0.95 0.95
2 0.28 0.74 90 0.90 0.89
3 0.18 0.19 97 0.97 0.97
4 0.15 0.04 98 0.98 0.98
5 0.12 0.25 94 0.95 0.94
6 0.14 0.38 97 0.96 0.96
7 0.10 0.49 99 0.99 0.99
8 0.14 0.32 98 0.98 0.98
9 0.10 0.24 99 0.99 0.99
10 0.11 0.01 99 0.99 0.99
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Figure 8: Plots obtained with a LR of 0.01 by employing Adam optimizer. (a) Training and validation loss plot. (b) Training and validation
accuracy plot. (c) Training and validation precision plot. (d) Training and validation recall plot.
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compared to the LR of 0.01 and 0.1. It has been observed that
the batch size of the model also impacts the accuracy results
[25]. Now, the model is analyzed using three different batch
sizes (2, 4, and 8) with Adam optimizer and a LR of 0.001.
Table 6 shows the various results obtained by changing the
batch size, while the LR of 0.001 is used. It can be observed
from the table that batch size of 4 has given good accuracy
results as compared to batch size of 2 and 8.)e best average
validation accuracy achieved is 99.13% when the batch size is

kept at 4, while it is 97.24% and 92.07% with a batch size of 8
and 2 with a LR of 0.001.

4.3.1. Comparison of <ree Different Batch Sizes Using Adam
with a LR of 0.001. It can be observed from Figure 12 that LR
of 0.001 has given good results as compared to LR of 0.1 and
0.01. In Table 4, various parameters are obtained using three
different batch sizes. Average validation accuracy obtained

Table 4: Results obtained with a LR of 0.1 by employing Adam optimizer.

Epoch Training loss Validation loss Validation accuracy (%) Validation precision Validation recall
1 1.12 0.17 93.5 0.94 0.92
2 0.32 0.05 98.3 0.98 0.98
3 0.21 0.01 98.5 0.99 0.99
4 0.18 0.11 99 0.99 0.99
5 0.10 0.02 99.5 0.99 0.99
6 0.14 0.00 99.6 0.99 0.99
7 0.11 0.01 99.5 0.99 0.99
8 0.11 0.02 99.1 0.99 0.98
9 0.09 0.02 99.4 0.99 0.98
10 0.10 0.00 99.3 0.99 0.99
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Figure 10: Plots obtained with a LR of 0.1 by employing Adam optimizer. (a) Training and validation loss plot. (b) Training and validation
accuracy plot. (c) Training and validation precision plot. (d) Training and validation recall plot.
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by batch size 2 is 92.07%, batch size 4, 99.13%, and batch size
8, 97.24%. Now, validation accuracy obtained on 10 different
epochs of Table 4 is compared in Figures 14 and 15 by three

different batch sizes. In Figure 14, Y-axis is representing the
validation accuracy obtained, while the X-axis is repre-
senting the three different batch sizes on 10 epochs and in
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Figure 11: Confusion matrix for LR 0.1.

Table 5: Layered architecture for each layer.

Layers Input image size Filter size No of filters Activation function Output without padding Parameters
Input image 64 ∗ 32 ∗ 3
Convolution 64 ∗ 32 ∗ 3 3 ∗ 3 32 ReLU 64 ∗ 32 ∗ 32 896
Max Pooling 64 ∗ 32 ∗ 32 Pool size (2 ∗ 2) — — 32 ∗ 16 ∗ 32 0
Convolution 32 ∗ 16 ∗ 32 3 ∗ 3 64 ReLU 32 ∗ 16 ∗ 64 18496
Max Pooling 32 ∗ 16 ∗ 64 Pool size (2 ∗ 2) — — 16 ∗ 8 ∗ 64 0
Max Pooling 16 ∗ 8 ∗ 64 Pool size (2 ∗ 2) — — 8 ∗ 4 ∗ 64 0
Flatten 8 ∗ 4 ∗ 64 — — — 1024 —
Dense 1024 120 — ReLU 120 123000
Dense 120 — — SoftMax 10 1210
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Figure 12: Analysis of validation accuracy on three different LRs using Adam Optimizer.
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Figure 13: Misclassification results. (a) “Ludhiana” is misclassified as “Patiala.” (b) “Fazilka” is misclassified as “Ludhiana.”

Table 6: Results obtained for different batch sizes.

Batch size Epochs Training loss Validation loss Validation accuracy (%) Average validation accuracy

2

1 1.59 0.70 80.2

92.07%

2 1.22 0.39 85.1
3 1.08 0.31 92.4
4 0.92 0.30 92.5
5 0.91 0.16 94.2
6 0.76 0.24 93.5
7 0.78 0.11 95.4
8 0.76 0.43 92.6
9 0.73 0.10 97.1
10 0.68 0.08 97.5

4

1 0.49 0.08 98.5

99.13%

2 0.19 0.07 98.3
3 0.13 0.05 99.2
4 0.12 0.04 99.1
5 0.09 0.02 99.3
6 0.09 0.01 99.5
7 0.09 0.03 99.6
8 0.09 0.02 99.6
9 0.09 0.02 99.8
10 0.07 0.01 99.8

8

1 0.23 0.54 78.6

97.24%

2 0.03 0.02 99.1
3 0.02 0.03 98.5
4 0.01 0.00 99.2
5 0.01 0.00 99.2
6 0.03 0.04 97.8
7 0.02 0.02 99.1
8 0.01 0.02 99.7
9 0.00 0.01 99
10 0.00 0.01 99

Validation Accuracy
100

Batch size 2
Batch size 4

80

Batch size 8

60

40

20

0
1 2 3 4 5 6 7 8 9 10

Epochs

Ac
cu

ra
cy

Figure 14: Comparison of validation accuracy using batch sizes 2, 4, and 8 for Adam optimizer and with a LR of 0.001.
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Figure 15: Comparison of average validation accuracy using batch sizes 2, 4, and 8 for Adam optimizer and with a LR of 0.001.

Table 7: Results obtained using SGD optimizer with a LR of 0.001.

Epoch Training loss Validation loss Validation accuracy (%) Validation precision Validation recall
1 1.4 1.08 65.1 0.84 0.42
2 0.60 0.23 94.1 0.95 0.91
3 0.38 0.15 95.7 0.96 0.94
4 0.33 0.13 96 0.97 0.94
5 0.27 0.11 97.3 0.97 0.96
6 0.25 0.07 99.0 0.99 0.98
7 0.22 0.07 99.0 0.99 0.98
8 0.19 0.07 99.0 0.98 0.98
9 0.18 0.07 98.8 0.98 0.98
10 0.17 0.07 98.8 0.98 0.98
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Figure 16: Continued.

12 Scientific Programming



Figure 15, Y-axis is representing the average validation
accuracy obtained, while the X-axis is representing the batch
sizes 2, 4, and 8. It can be observed from Figure 14 that batch
size 4 has given higher accuracies as compared to other batch
sizes, while Figure 15 shows that the high average validation
accuracy is given by a batch size of 4.

4.4. Results Obtained Using SGDOptimizer with a LR of 0.001
and Batch Size of 4. )e optimizer employed in CNN model
also affects the accuracy obtained. In this section, the results
are obtained using SGD optimizer with a LR of 0.001 and a

batch size of 4. LR of 0.001 and batch size of 4 are chosen
based upon the best accuracy results obtained by them in the
previous sections. Table 7 shows the results for various
parameters obtained using SGD optimizer, while Figure 16
shows the parameters convergence plot, and Figure 17 shows
the confusion matrix for the same. Figure 16 shows that the
plots are almost linear for all the parameter values obtained
in Table 7. )e plot in Figure 16(a), training and validation
loss, is approaching value “0” with each epoch, while plots in
Figures 16(b)–16(d) for training and validation accuracy,
precision, and recall are approaching “1.” )e maximum
validation accuracy obtained in the last epoch is 98.8%,
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Figure 16: Plots obtained with a LR of 0.001 by employing SGD optimizer. (a) Training and validation loss plot. (b) Training and validation
accuracy plot. (c) Training and validation precision plot. (d) Training and validation recall plot.
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which is less than the best accuracy obtained by Adam
optimizer.

4.4.1. Comparison of <ree Different Batch Sizes Using SGD
Optimizer with a LR of 0.001. )e comparison of SGD
optimizer on three different batch sizes is carried out in this
section. Training loss, validation loss, validation accuracy,
and average validation accuracy are compared using 10

epochs. )e average validation accuracy obtained by batch
size 2 is 87.6%, batch size 4, 94.18%, and batch size 8, 93.31%.
It can be observed from Table 8 that the highest average
validation accuracy is obtained by batch size 4. Figure 18
shows the comparison plot for validation accuracy using
batch sizes 2, 4, and 8 for SGD optimizer with a LR of 0.001,
while Figure 19 shows the comparison plot for average
validation accuracy for the same. It can be concluded that,
here, also batch size of 4 has worked better for the available

Table 8: Comparison of SGD optimizer with three different batch sizes.

Batch size Epochs Training loss Validation loss Validation accuracy Average validation accuracy

2

1 1.96 1.11 63.2

87.6%

2 1.51 0.84 76.1
3 1.25 0.83 75.3
4 1.08 0.31 91.1
5 1.03 0.30 90.7
6 0.85 0.26 93.6
7 0.88 0.21 95.0
8 0.78 0.10 98
9 0.68 0.10 97.2
10 0.71 0.10 97.6

4

1 1.4 1.08 65.1

94.18%

2 0.60 0.23 94.1
3 0.38 0.15 95.7
4 0.33 0.13 96
5 0.27 0.11 97.3
6 0.25 0.07 99.0
7 0.22 0.07 99.0
8 0.19 0.07 99.0
9 0.18 0.07 98.8
10 0.17 0.07 98.8

8

1 1.1 0.99 64.3

93.31%

2 0.37 0.28 92.12
3 0.24 0.15 95.3
4 0.17 0.15 96.5
5 0.13 0.13 96.3
6 0.11 0.11 96.7
7 0.10 0.09 97.0
8 0.09 0.09 98.5
9 0.08 0.08 98.2
10 0.07 0.08 98.3
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Figure 18: Comparison of validation accuracy using batch sizes 2, 4, and 8 for SGD optimizer with a LR of 0.001.
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dataset using SGD optimizer although the achieved vali-
dation accuracy is less than the validation accuracy achieved
by Adam optimizer.

5. Testing of Some Images

In this section, some randomly selected images are given to
the CNN model, which has employed Adam optimizer with
a LR of 0.001 and BS of 4. Figure 20(a) shows that the image
of city name “Fazilka” has been recognized with an accuracy
of 84.12%, while the image of city name “Amritsar” has been
recognized 100% correctly.

6. Analysis

It can be analyzed from Tables 4 and 7 that Adam optimizer
with a LR of 0.001 and batch size of 4 has given the good
results in terms of average validation accuracy. )e best
average validation accuracy obtained by Adam is 99.13%,
while best average validation accuracy obtained by SGD
optimizer is 94.18%. Analysis plot of average validation

accuracy obtained by Adam optimizer and SGD optimizer is
shown in Figure 21. It can be concluded that Adamwith a LR
of 0.001 and batch size of 4 has performed much better as
compared to SGD optimizer using the same LR and batch
size.

7. Conclusion

Deep learning is the machine learning, which is applied to
the large datasets. Deep learning requires huge amount of
data to train the network, which can be stored on cloud.
)erefore, cloud computing helps in making deep learning
accessible and easier in handling large amount of data, and
also, the training of algorithms can be easily done on the
distributed hardware. It also helps in providing the access to
configurations of various hardware such as FPGAs, GPUs,
and high performance computing systems. It can be con-
cluded that the emerging paradigms of cloud computing
work very well with the deep learning algorithms instead of
traditional algorithms.)e performance of the deep learning
model depends on various hyperparameters like the LR,
batch size, choice of optimizers, and so on. In Tables 2, 3, and
5, various parameters are obtained using an Adam optimizer
with a LR of 0.001, 0.01, and 0.1, and the obtained average
validation accuracies are 99.13%, 96.9%, and 98.17%. Table 4
has also obtained the average validation accuracy by
changing the batch size of 2, 4, and 8, while the LR is kept
fixed at 0.001. Results are also analyzed by changing Adam
optimizer to SGD optimizer for the LR of 0.001. Average
validation accuracy obtained for SGD optimizer using batch
size of 2, 4, and 8 is 87.6%, 94.18%, and 93.31%, while the best
average validation accuracy obtained by Adam and SGD is
99.13% and 94.18%, respectively. From the above experi-
mentation, it has been observed that Adam optimizer with a
batch size of 4 and a LR of 0.001 has achieved the best
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Figure 19: Comparison of average validation accuracy using batch sizes 2, 4, and 8 for SGD optimizer with a LR of 0.001.
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average validation accuracy of 99.13%. In the future, this
model can be implemented for word recognition for other
scripts also.

Data Availability

)e data will be available from the author upon request
(sandhya.sharma@chitkara.edu.in).
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In safety-critical fields, architectural languages such as AADL (Architecture Analysis and Design Language) have been playing an
important role, and the analysis of the languages and systems designed by them is a challenging research topic. At present, a formal
method has become one of the main practices in software engineering for strict analysis, and it has been applied on the tools of
formalization and analysis. -e formal method can be used to find and resolve the problems early by describing the system with
precise semantics and validating the system model. -is article studies the comprehensive formal specification and verification of
AADL with Behavior annex by the formal method. -e presentation of this specification and semantics is the aim of this article,
and the work is illustrated with an ARINC653 model case study in Isabelle/HOL.

1. Introduction

In safety-critical domains such as avionics, aerospace, au-
tomotive, and defence, a latent software error even can give
rise to catastrophic consequences. Such systems have to be
carefully designed and analyzed according to some strict
standards such as DO-178C [1], which stipulates analysis,
testing, and certification activities. Formal methods have
become the recommended practice in the safety-critical
fields. Formal methods are special techniques based on
mathematics and are suitable for the description, develop-
ment, and verification of software and hardware systems. By
applying formal methods to software and hardware designs,
it is hoped that, like other engineering disciplines, appro-
priate mathematical analysis can be used to improve the
reliability and robustness of designs. In the design of
computer software systems, formal verification means that
mathematical methods can be used to prove their correct-
ness or incorrectness according to one or some formal
specifications or attributes.

-eorem proving, program analysis, and model check-
ing are the main branches of formal verification. To be

formally verified, systems should be firstly specified with a
specific formalism. AADL (Architecture Analysis and De-
sign Language) [2] is a modeling standard used in safety-
critical software engineering to describe the structure of
systems, such as a package of software components, which is
mapped on an execution platform. AADL adopts formal
modeling concepts for the description of software and
hardware architecture, so that it is often used to design and
analyze the software and execution platform of real-time
embedded systems. -e operation of these systems depends
strongly on meeting nonfunctional requirements such as
availability, reliability, responsiveness, throughput, safety,
and security. As a supplement of runtime environment in
terms of distinct components and their interactions, the
standard AADL Behavior annex [3] represents a behavioral
extension for AADL, which allows a more detailed speci-
fication of the software behavior. Using AADL with its
Behavior annex, the complete models can be designed in a
way that large information about data models, timing, and
communication behaviors is available at themodeling phase,
and it is especially effective for the model-driven design of
complex embedded real-time systems. AADL is
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standardized by the SAE, and its second version was pub-
lished in 2009 and revised in 2017; for its analyzability and
extensibility, AADL has become one of the popular lan-
guages within architectural modeling in the industry [4].
AADL has been studied in several projects for different
modeling, analysis, simulation, compilation, extension, and
formal verification. Moreover, the AADL semantic can be
extended via user-defined properties and annexes.

However, AADL cannot be directly generated into the
executable code, which is reliably used in safety-critical
systems. So how to compile AADL to the C code is our final
goal. Although there is not any comprehensive compiler or
method from AADL to C on the open-source platform so
far, there is some existing related work about the verified
compiler or transformation of model languages like Lustre
[5], CompCert [6]. As we do, proving the correctness of
general-purpose compilers is undeniably a related problem,
and fortunately, this work [7] encourages us and presents the
possibility of development based on themodel-driven design
in prover tools. We aim at exploring a formal method of
compiling AADL to C-like language, so we firstly limit our
survey to work that focuses on the particularities of AADL.

-e AADL provides a sufficient syntax and semantic to
describe an embedded real-time system based on software/
hardware components and their relations. Dealing with such
rich models accentuates the need for model analysis and
verification. Unfortunately, AADL is a textual and graphical
language, which means it is a semiformal modeling lan-
guage. It lacks formal specification and semantics, and this
severely limits both unambiguous communication among
model developers, and the development of simulators and
formal analysis tools, so itself cannot be directly used for
formal verification. In this work, we choose Isabelle/Isar/
HOL [8], a tool suite (within its functional language) that
gathers specification, validation, and verification of AADL
and models, and also the code generation towards AADL
runtime C-like language for the future work. -e Isabelle/
Isar language provides a readable grammar and a convenient
way to produce the proofs.

In this article, we provide an approach for the formal
verification of behavioral AADL models. In detail, this ar-
ticle makes the following contributions:

(i) Different from transforming AADL into other
formal model languages, our work takes an ap-
proach by formally specifying AADLs, its corre-
sponding models of definitions, lemmas, and proof
structures necessary to verify the model, providing a
blueprint for performing similar work in any prover
tool. Also we can state and prove a correctness
relation between the source and target semantic
models, and even directly build on the compilation
project in Isabelle/HOL as our future work.

(ii) We consider the AADL focusing on safety-critical
software, so our work mostly covers the whole
AADL elements including components, commu-
nication among components, and Behavior annex
defined inside, and also supports the key features
and properties. -e considered AADL subset

consists of both software and hardware AADL
components with complex state transitions being
comprehensive and that can be used in more re-
alistic applications.

(iii) We perform formal validation and verification of
the AADL model and specify the critical properties.
Specifically, we (1) analyze and summarize the
description for the AADL standard defined by the
SAE republished in 2016 and take 47 significant
details into account as the grammar rules in Isa-
belle/HOL; (2) exploit the comprehensive semantics
including Behavior annex, -read, Process, and
System, and then integrate them into a whole model
execution semantics; and (3) perform formal in-
stantiation, validation, and verification of three
realistic AADL models.

In this context, we aim at the comprehensive formal
specification and verification of AADL core language
(software part) with its Behavior annex. -e remainder of
this article is organized as follows: in Section 2, we describe
the concept of AADL along with its Behavior annex and
Isabelle/HOL, and also present the strength of Isabelle/HOL
and its specification language to justify why we choose it to
model AADL and Isabelle/HOL to perform formal analysis;
Section 3 overviews our approach including the AADL el-
ements we selected; in Section 4, we present the syntax of our
selection and the validation rules for grammar in Isabelle/
HOL; In Section 5, we present the semantics of selection and
the verification, and in addition, we present the semantics of
Behavior annex; Section 6 then presents a case study; and
Section 7 gives the conclusions and future directions.

2. Background

2.1. AADL and Its Behavior Annex. AADL is a textual and
graphical language used to model, specify, and analyze ar-
chitectures (included software and hardware part) of safety-
critical and real-time embedded systems, and it has been
studied in several projects for different purposes analysis,
code generation, extensions, and formal verification. AADL
is based on a component-centric model, and it defines the
system architecture as a set of interconnected components
that hierarchically describes the interfaces, the imple-
mentations, the properties, and the channels among com-
ponents. It describes a system as a hierarchy of software and
hardware components and offers a set of predefined com-
ponent categories as follows:

(i) Software components: data, subprogram, subpro-
gram group, -read, -read group, Process, and
their types, implementations, features, connections,
properties

(ii) Execution platform components (hardware com-
ponents): processor, memory, bus, and device

(iii) System composites: they represent composite sets of
software and execution platform components

(iv) Annex subclauses: they allow annotations expressed
in a sublanguage to be attached to the component
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and contain Behavior Annex, Error Annex, Data
Annex, etc

According to the component categories, AADL software
component elements are composed and synchronized to
form the whole software system. Figure 1 gives an overview
of the AADL software components containing essential
constructions.

2.2. Isabelle/HOL Notations. Isabelle/HOL (the full name is
Isabelle/Isar/HOL, Isabelle is often for short) is a generic
interactive theorem prover for implementing logical for-
malisms of a specification and verification, and it is the
specialization of Isabelle for HOL (higher-order logic) [9].
Isabelle is implemented inML [10].-is has influenced some
of Isabelle/HOL’s concrete syntax Isabelle/Isar [11], an ex-
tension of Isabelle, which hides the implementation lan-
guage almost completely. Based on a small (meta)-logical
inference kernel, Isabelle’s LCF-style architecture ensures
very high confidence about its soundness as a theorem
prover. Since our whole work focuses on the verification of
formalization and the output, moreover, also will invoke the
theorem prover’s code generator and run the test suite on the
C-like code generated by itself in the future, Isabelle is used
to prove the methodology in this work. -is work mainly
restricts itself to the core of Isabelle (simply typed Lambda
calculus with ML-style polymorphism and inductive data-
types).-emain notations used in this work are explained as
follows:

theories, working with Isabelle means creating theo-
ries. Roughly speaking, a theory is a named collection of
types, functions, and theorems, much like a module in a
programming language or a specification in a specifi-
cation language. In fact, theories in HOL can be either.
-e general format of a theory T is
theory T
imports B1 . . . Bn

begin
Declarations, definitions, and proofs
end
where B1 . . . Bn are the names of existing theories that T
is based on and declarations, definitions, and proofs
represent the newly introduced concepts (types,
functions, etc.) and proofs about them.

lemma, this command starts the proof and gives the
lemma a name. As a result of that final done, Isabelle/
HOL associates the lemma just proved with its name.
Lemma, theorem, and rule are used interchangeably for
propositions that have been proved.
base types, in particular bool, the type of truth values,
and nat, the type of natural numbers.
type variables, denoted by ’a, ’b, etc., like in ML.
datatypes, the general form of a datatype definition
looks like this:
da tatype (′a1, . . . , ′an)t � C1 ” τ1, 1” . . .”τ1, n1”

| . . .

|Ck ” τk, 1 ” . . .” τk, nk”
It introduces the constructors C1: : τ1, 1⟹
. . .⟹τ1, n1⟹(′a1, . . . ,′an)t and expresses that any
value of this type is built from these constructors in a
unique manner.
records, introduces a new record-type scheme by
specifying its fields, which are packaged internally to
hold up the perception of the record as a distinguished
entity. A record of Isabelle/HOL covers a collection of
fields, with select and update operations. Here is a
simple example:
record point�Xcoord:: int
Ycoord:: int

In this work, we choose a deep embedding method,
which does not try to directly represent elements of the
language as expressions of the target language (in this case:
Isabelle/HOL), but rather encodes them.

3. Approach Overview

-e general methodology of our work is given as follows: at
first, we select a comprehensive core AADLwith its Behavior
annex and a policy for modeling as 3.1.1 and 3.1.2 presented;
secondly, we define a specification from AADL in Isabelle/
HOL and model an example; next, we determine some
significant rules about AADL grammar from AADL official
standard manual and transform them into the model-
checking functions, and then, we present a validation by
using these functions; finally, we present the semantics of the
comprehensive core AADL and verify some properties
(reachability, trace refinement, etc.) by the semantics in
Isabelle/HOL. -e main idea of our methodology is illus-
trated in Figure 2.

3.1. Selection of AADL

3.1.1. Selection of Core AADL in 5is Work. In this article,
our work focuses on the specification and analysis of the
software components of systems, and most of execution
platform components in AADL (virtual processors, mem-
ory, buses, virtual buses and devices, etc.) are not under
consideration except the processor (simply discussed).
Moreover, the group, prototype, and refinement are
regarded as a set element, and mainly for the reusability of
the AADL code, software systems can be modeled even
without these elements; therefore, they are not accounted in
this work. -is selection of AADL core elements is com-
prehensive and sufficient to specify and model an embedded
system on the software side.

A component can be a subcomponent of the other
component. -us, the following components are supported:
processor, data, subprogram, thread, process, system, and
thread’s Behavior annex. A processor component is an
abstraction of hardware and software that is responsible for
scheduling and executing threads that are bound to it. A data
component represents a data type and also static data in the
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source text. A subprogram component represents sequen-
tially executed source text that is called with parameters. A
thread component is a schedulable unit that is declared
within a process component and can be executed concur-
rently with other threads. A process component represents
its virtual address space, and a software system represents an
assembly of interacting application software.

A feature is a part of a component definition that
specifies how that component interfaces with other com-
ponents in the system. Features consisted of port, access, and
parameter in our work. In addition, features can be com-
bined with properties, and our work can support some
temporal and queuing properties, such as Dispatch_Protocol
(periodic, sporadic, timed), Period, Queue_Processing_
Protocol (FIFO, LIFO), Queue_Size, Elapsed_Time, Exe-
cution_Time, and Scheduling_Protocol.

A connection is a linkage between features of two
components representing communication of data and
control between components. Our work supports connec-
tions between port connections, parameter connections,
dataaccess connections, and subprogramaccess connections.

A property provides information about model elements,
and it has a name, a type, and a value. Each property has a
value or list of values that is associated with the named
property in a given specification. Our work focuses on the
indispensable properties, which depend on the specific
components.

3.1.2. Selection of AADL Behavior annex. -e Behavior
annex document provides a standard sublanguage extension
to allow behavior specifications to be attached to AADL
components. It is an important part of AADL, as it split a
whole system model into several single composable com-
ponents to make design and analysis easier. -e Behavior
annex of a Behavior annex instance is defined on the vo-
cabulary consisting of its private variables behavior_variable,
its states behavior_state, and ports of its parent component.
Its transition system is the union of the transitions specified
by a behavior_transition. A Behavior Annex specification of
a thread contains variables, states, and transitions. -e states
may be initial, complete, execution, or final.

Our work can support the Behavior annex with its
specification to enrich the running model. -e aim of the
Behavior annex is to refine the implicit behavior specifi-
cations that are specified by the core of the language. Yet we
practically state that behavior specification subclauses can
only be added in a thread, and the behavior specification
subclauses describe the thread that the behavior specification
subclause belongs to, since the execution of the whole system
at one processor is actually the execution of one thread.

3.2. Related Work. AADL lacks formal specification and
semantics; therefore, it cannot be directly used for formal
verification and it is often transformed into several formal
model languages to be adopted with existing formal analysis
tools. We study several formal approaches on AADL.
According to the transformation method and the

consideration of the AADL model with or without Behavior
annex, these are grouped into three categories.

-e first category is often based on model transforma-
tion into different languages without (or barely with) Be-
havior annex such as Petri nets [12], Timed automata [13],
TLA+ [14], Lustre [15], Fiacre [16], and CSP [17,18]. -ese
approaches are contented with the AADL semantic de-
scribed in its standard, which is enough to formally simulate
the system and verify a set of behavioral properties. -e
second category represents work about the model trans-
formation of AADLwith its Behavior annex such as BIP [19],
Signal [20], TASM [21, 22], and Ocarina [23]; for example,
Ref. [19] defines a transformation into the BIP language, and
then, the BIP model is transformed into nontimed models to
enable model checking and simulation with the BIP
framework. -e third category almost only specializes in
behavior and analysis by using and mapping AADL be-
havioral models such as IF [24] and real-time Maude [25].
Such a mapping allows the analysis of the performance and
the dependability.

-ese AADL formal approaches mainly consider dif-
ferent AADL subsets (with or without annexes) and carry on
formal verification with existing tools such as UPPAAL,
Tina, and Polychrony. -ey often define a model trans-
formation to implement whole AADL model certification
instead of AADL itself. Moreover, a formal proof of the
semantics preservation of the transformation has not been
considered by them. Our work considers several resource
information in the transformation, and the theorem prover
is used to prove the methodology, that is, the correctness of
the translation. -e comparisons of the above-related works
are listed in Table 1.

-ese works focus on a subset of the AADL, and most of
the related works only consider a small subset of Behavior
annex. For AADL elements, our work supports Behavior
annex and components, in which variables, states, state
transitions of Behavior annex and connections, features, and
software components of components are represented by a
“+”. For the aspect of verified properties, our work considers
more types of properties by Isabelle, for example, grammar,
reachability, and trace refinement.

-e main goal of our work is to contribute to a better
integration of the formal techniques in a compilation pro-
cess. So this article is full of formal approaches revolving
around the AADL, and we choose Isabelle/Isar/HOL [8], a
tool suite (within its functional language) that gathers
specification, validation, and verification of AADL and
models, and also the code generation towards AADL run-
time C-like language for the future work. Besides the tool
suite that can be used as stand-alone compiler, the Isabelle/
Isar language provides a readable grammar and a convenient
way to produce the proofs.

4. Abstract Syntax and Validation

4.1. Presentation of Abstract Syntax in Isabelle/HOL. -is
section describes those aspects of components that are
common to all AADL component categories. Our work
provides the abstract syntax of the considered AADL in
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Isabelle/HOL: an AADL model contains several software
subcomponents (like threads), several features (like ports),
and Behavior annex specification. Each Behavior annex can
belong to a thread, and each thread with its Behavior annex
belongs to a process. In this article, to keep the article
reasonably concise, some structural elements and model
attributes are expressed in a uniform abstract syntax. In
addition, at the whole system level, a system is viewed as a set
of processes, and a process is viewed as a set of threads in
communication through port and access connections.
According to the selection of AADL and its Behavior Annex,
the classification of main syntax is discussed in the following
subsections.

4.1.1. Features and Connections. Features are a part of
component type definition that specifies how that compo-
nent interfaces with other components in the system. Fea-
tures are specified as port, access, and parameter. Two
components are connected between features by a linkage
called connections, and connections can be the transmission
of control and data in components’ implementation. AADL
supports connections between port, access, and parameter
connections.

-e details of Features and Connections are much more
than we have space to present here, and some of them are
defined in Figures 3 and 4, and the code snippets are shown
in Figures 5 and 6.

4.1.2. Type and Implementation Base. Components repre-
sent some hardware or software entity that is part of a system
being modeled in AADL. A component has a component
type, and zero or more component implementation, which
defines a functional interface and realization. -e

component type acts as the specification of a component that
other components can operate against, and the component
implementation specifies the realization of a component
variant. A component type and implementation instance are
presented in Figures 7 and 8.

By default, we consider one component Type has only
one component Implementation to avoid the complexity of
the actual modeling arisen from polymorphism. To reduce
code redundancy, some basic elements of Type and Imple-
mentation, like Features and Subcomponents, are declared as
the datatypes as the type_base, impl_base, and their own
Properties to add in the respective components later. -eir
syntaxes in Isabelle/HOL are presented in Figures 9 and 10.

Table 1: Comparison of related AADL formal approaches.

Works Specification
language

Verification
tool

Elements covered
Safety Support for transformation

correctness verificationBehavior annex
Components

-read Process System Others
Gina et al. Petri Nets ADAPT − ++ − − − − −

Johnsen et al. Timed Automata UPPAAL + +++ + − +++ + −

Jean-Francois
et al. TLA+ TLC − + − − − − −

Jahier et al. Lustre Lurette, Lesar − ++ + − − + −

Berthomieu
et al. Fiacre Tina + +++ − − − + −

Yang et al. CSP FDR − ++ − − + ++ −

Chkouri et al. BIP BIP
framework ++ ++ − − − + −

Besnard et al. Signal SynDEx + + − − − − −

Yang et al. TASM TASM,
UPPAAL + +++ + − +++ + −

Mkaouar et al. LNT Ocarina − + + − +++ + −

Abdoul et al. IF IFx
framework

Its own
behavioral
language

+ − − − ++ −

Ölveczky et al. Real-time
Maude Maude ++ ++ − − − + −

Ours Isabelle/Isar Isabelle/HOL +++ +++ + + +++ ++ +

feature ::= port | data_access

| subprogram_access | parameter

Figure 3: -e syntax of Feature.

connection ::= connection_identifier
( port_connection | ac-
cess_connection | parame-
ter_connection)
[ ′{′ { property_association } + ′}′ ]
[ in_modes_and_transitions ]

Figure 4: -e syntax of Connection.

datatype (′Port, ′Dataaccess, ′Subpaccess, ′Parameter) Feature =

FPort ′Port | FDataaccess ′Dataaccess | FSubpaccess ′Subpaccess |

FParam ‘Parameter

Figure 5: -e code of Feature in Isabelle/HOL.
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4.1.3. Software Subcomponents. Software subcomponents
represent the components contained within another
software component. -ey can be the instantiations of
component implementations if they are contained in
their own subcomponents. As the statement of the core
AADL selection in Subsection 3.1.1, the software sub-
components are specified as Data, Subprogram, -read,
Process, and System. -eir instances are presented in
Figure 11.

We consider that there is only one system as a parent
component in a practically running model. -is results in a
component containment hierarchy that ultimately describes
the whole actual system as a system instance. -is section
defines the following categories of software subcomponents:
data subcomponent, subprogram subcomponent, thread
subcomponent, process subcomponent, and system com-
ponent. -eir code snippets in Isabelle/HOL are presented
as Figures 12–16.

4.1.4. Behavior Annex. As discussed in Subsection 3.1.2, a
behavior specification subclause is a part of a thread, and it
describes the thread that the Behavior annex belongs to. -e
Behavior annex is composed of variable set, state set,
transition set, and its private information (like its name and
ports of its parent component), and its elements are united
by its transitions. A behavior_annex instance is presented in
Figure 17.

-e transitions can describe the behavior as a state-
transition system linked with guards by some conditions and
actions. -e behavior_transition defines a relation from a
source state to a destination state and represents a sequence
of actions within a thread, which can be executed once its
condition is satisfied. A behavior_transiton consists of its
name, source state, destination state, guard condition, and
actions. -e actions associated with transitions are action
block. A transition instance is presented in Figure 18.

-e guards combined of conditions are in the transi-
tions, which are explicitly classified as dispatch conditions
and execution conditions. A dispatch condition is a Boolean
expression that specifies the trigger of events. An execution
condition is a logical expression on the inputs, outputs,
values, and properties, or any other execute conditions. A
transition instance is presented in Figure 19.

-e actions can be classified as basic actions and action
blocks in the transitions. -e basic actions can be defined as
empty (marked as NULL), assignment actions, communi-
cation actions, or timed actions. -e action blocks are in the

datatype Connection-cate = PORT | PARAMETER |

DATA-ACCESS | SUBP-ACCESS

record (′Port, ′Dataaccess, ′Subpaccess, ′Parameter, ′Data,
′Subprogram, ′Thread, ′Process, ′System) conn-conf =
cc-name :: string
cc-cate :: Connection-cate
cc-endp-src :: (′Port, ′Dataaccess, ′Subpaccess, ′Parameter, ′Data,
‘Subprogram, ′Thread, ′Process, ′System) Connection-ref
cc-endp-des :: (′Port, ′Dataaccess, ′Subpaccess, ′Parameter, ′Data,
′Subprogram, ′Thread, ′Process, ′System) Connection-ref
cc-direction :: Connection-dir
cc-timing-type :: Timing-type option
cc-trans-type :: Transmission-type option

Figure 6: -e code of Connection in Isabelle/HOL.

type_base ::= [ type_name ]

[ features { feature } + ]

Figure 7: -e syntax of component type base.

data_type :: = type_base [data_properties]
data_impl :: = impl_base [data_properties]
subprogram_type :: = type_base [subpro-

[subpro-
gram_properties]

subprogram_impl :: = impl_base
gram_properties] [subprogram-
calls]

thread_type :: = type_base [thread_properties] [be-
havior_annex]

thread_impl :: = impl_base [thread_properties]
[subprogramcalls]
ior_annex]

[behav-

process_type :: = type_base [process_properties]
process_impl :: = impl_base [process_properties]
system_type :: = type_base [system_properties]
system_impl :: = impl_base [system_properties]

Figure 11: -e syntax of Subcomponents.

subcomponent ::= basic_type | data | subprogram

| thread | process | system

impl_base ::= impl_name

[ connections { connection } + ]

[ subcomponents { subcomponent

} + ]

Figure 8: -e syntax of component implementation base.

record (′Port, ′Dataaccess, ′Subpaccess, ′Parameter) type-base =

type-features :: (′Port, ′Dataaccess, ′Subpaccess, ′Parameter) Feature
set
type-name :: string

Figure 9: -e code of component type base in Isabelle/HOL.

record (′Connection, ′Data, ′Subprogram, ′Thread, ′Process,
′System) impl-base =
impl-subcomps :: (′Data, ′Subprogram, ′Thread, ′Process, ′System)
Subcomponent set
impl-conns :: ′Connection set
impl-name :: string

Figure 10: -e code of component implementation base in Isa-
belle/HOL.
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form of sequences or sets. Every single action block is like
imperative language and can be defined as conditionals and
loops. Both assignment actions and communication actions
consist of expressions; moreover, communication actions
can reference for the events of initiating or freezing the
parameters. Timed actions are a kind of predefining com-
putation action. An action instance is presented in Figure 20.

-e expressions consist of logical expressions, relational
expressions, and arithmetic expressions. -e values of ex-
pressions can be variables, constants, or the result of another
expression, and the constants expression values can be
Boolean, numeric or string literals, property constants, or
property values. -e presentation of this part is omitted as
they are totally the same like the expression of imperative
language.

According to all the related works above contributed to
the formal specification, we define the syntax of the Behavior
annex in Isabelle/HOL, and some parts are presented in
Figure 21.

Notice: dispatcher is a predefined type, and it describes
the hardware expression language used in the annex and is
not given here; ’s is a state set describing all possible values
stored in ports; the action language of the annex is abstracted

as a function computing outputs from the value of its input
ports.-e time consumption of an action is directly modeled
as a time attribute.

4.1.5. Whole Model. In our work, we aim at a running model
for the next formal verification in a development. For this
end, we define a whole system, which is described with a set
of mapping between the datatypes and the configuration
records in practice, and the whole system model syntax is
presented in Figure 22.

4.2. Validation Rules for Grammar. AADL is a standard
defined by the SAE, and its reversion was published in 2016.
-ere are numerous methods and rules of description for
AADL in the new version, and they cover syntax, naming
rules, legality rules, consistency rules, and standard prop-
erties, and also several discrete and temporal semantics.
However, none of current tools have integrated these
methods and rules to check the AADL model comparatively
at present, even they do not take these rules into account,
especially the rules.

record data-properties =
dt-access-right :: Access-right option
dt-concurrency-control-protocol :: Concurrency-Control-Protocol
option

record (′Port, ′Dataaccess, ′Subpaccess, ′Parameter) data-type =
(′Port, ′Dataaccess, ′Subpaccess, ′Parameter) type-base +
dt-properties :: data-properties option

record (′Connection, ′Data, ′Subprogram, ′Thread, ′Process,
′System) data-impl = (′Connection, ′Data, ′Subprogram, ′Thread,
′Process, ′System) impl-base +
dt-properties :: data-properties option

Figure 12: -e code of data in Isabelle/HOL.

record subprogram-properties =
sp-urgency :: int option
sp-compute-exetime :: TimeRange option
sp-compute-deadline :: Time option
sp-call-type :: Call-type option

record (′Port, ′Dataaccess, ′Subpaccess, ′Parameter)
subprogram-type =
(′Port, ′Dataaccess, ′Subpaccess, ′Parameter) type-base +
sp-properties :: subprogram-properties option

record (′Connection, ′Subprogramcalls, ′Data, ′Subprogram,
′Thread, ′Process, ′System) subprogram-impl =
(′Connection, ′Data, ′Subprogram, ′Thread, ′Process, ′System)
impl-base +
sp-spcalls :: ′Subprogramcalls set
sp-properties :: subprogram-properties option

Figure 13: -e code of subprogram in Isabelle/HOL.

record (′Port, ′Data, ′Subprogram, ′Thread, ′Process, ′System)
thread-properties = thd-stack-size :: Size option
thd-initialize-entrypoint :: (′Data, ′Subprogram, ′Thread, ′Process,
′System) Subcomponent option
thd-period :: Time option
thd-deadline :: Time option
thd-priority :: int option
thd-resumption-policy :: Resumption-policy list option
thd-deactivation-policy :: Deactivation-policy option
thd-dispatch-protocol :: Dispatch-protocol option
thd-dispatch-trigger :: ‘Port list option
thd-dispatch-deadline :: Time option
thd-dispatch-offset :: Time option
thd-schedule-policy :: Schedule-policy option
thd-initialze-deadline :: Time option
thd-activate-deadline :: Time option
thd-deactivate-deadline :: Time option
thd-compute-deadline :: Time option
thd-recover-deadline :: Time option
thd-finalize-deadline :: Time option
thd-dispatch-time :: TimeRange option
thd-compute-time :: TimeRange option
thd-recover-time :: TimeRange option

record (′Port, ′Dataaccess, ′Subpaccess, ′Parameter, ′Data,
′Subprogram, ′Thread, ′Process, ′System, ′BehaviorAnnex)
thread-type = (′Port, ′Dataaccess, ′Subpaccess, ′Parameter)
type-base +
thd-properties :: (′Port, ′Data, ′Subprogram, ′Thread, ′Process,
′System) thread-properties option
thd-ba :: ′BehaviorAnnex option

record (′Port, ′Connection, ′Subprogramcalls, ′Data, ′Subprogram,
′Thread, ′Process, ′System, ′BehaviorAnnex) thread-impl =
(′Connection, ′Data, ′Subprogram, ′Thread, ′Process, ′System)
impl-base +
thd-spcalls :: Subprogramcalls set
thd-properties :: (′Port, ′Data, ′Subprogram, ′Thread, ′Process,
′System) thread-properties option
thd-ba :: BehaviorAnnex option

Figure 14: -e code of -read in Isabelle/HOL.
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Our work integrates the rules into the theorem prover
Isabelle/HOL, which come to having a partial mapping from
concrete syntax to abstract model. In this section, for the
next formal verification built on the firmer trust basis, our
work makes a link of the validation for the AADL model in
Isabelle/HOL. Firstly, since some of all the rules are man-
datory and others are recommended, our work determines
47 significant rules on account of AADL selection and they
are considered to be compulsive. -ese rules cover software
components, features, connections, and Behavior annex
from the grammar perspective. Secondly, these rules R are
specified as the definitions or functions by the functional
language Isabelle/Isar in Isabelle/HOL as the properties
needed to be validated. We specify the constraints as
properties by using the function definition aim at guaran-
teeing the correctness of the built AADL model. And then,
we abstract the element e of a realistic AADL model into
Isabelle and instantiate all elements together into a concrete
model M. It is mapped as a parameter of these rules defi-
nitions. Lastly, we identify the lemmas of these rule defi-
nitions and integrate into a comprehensive lemma about
grammar. -e correctness of the validation pass hinges on a
lemma that shows the assertion:

M ⊨ grammar_validate (R e)
For the given lemma grammar_validate, the correctness

of the validation pass is simple to state. Due to the space
constraints, the segmental validation rules and definition
code for grammar are classified as syntax, naming, and
others (including legality, consistency, and stand proper-
ties), which are shown in Tables 2–4.

5. Formal Semantics and Verification

Formal semantics is a kind of mechanism based on strict and
mathematical logic, which is especially important for de-
scribing safety-critical systems. Model’s correctness and
valid execution can be guaranteed by formal semantics.
Although the AADL standard has depicted some execution
semantics by natural language, it is the absence of precise
dynamic semantics and even has no formal semantics at
present. In addition, the AADL model cannot be executed
directly because it is just an abstract description of the

record process-properties = pro-period :: Time option
pro-priority :: int option
pro-resumption-policy :: Resumption-policy option
pro-deactivation-policy :: Deactivation-policy option
pro-load-exe-time :: TimeRange option
pro-load-deadline :: Time option
pro-startup-exe-time :: TimeRange option
pro-startup-deadline :: Time option

record (′Port, ′Dataaccess, ′Subpaccess, ′Parameter) process-type =
(′Port, ′Dataaccess, ′Subpaccess, ′Parameter) type-base +
pro-properties :: process-properties option

record (′Connection, ′Data, ′Subprogram, ′Thread, ′Process,
System) process-impl = (′Connection, ′Data, ′Subprogram, ′Thread,
′Process, ′System) impl-base +
pro-properties :: process-properties option

Figure 15: -e code of process in Isabelle/HOL.

record system-properties = sys-period :: Time option
sys-priority :: int option
sys-resumption-policy :: Resumption-policy option
sys-startup-deadline :: Time option

record (’Port, ‘Dataaccess, ’Subpaccess, ’Parameter) system-type =
(’Port, ‘Dataaccess, ’Subpaccess, ‘Parameter) type-base +
sys-properties :: system-properties option

record (’Connection, ‘Data, ’Subprogram, ‘Thread, ’Process,
‘System) system-impl = (’Connection, ‘Data, ’Subprogram, ‘Thread,
‘Process, ’System) impl-base +
sys-properties :: system-properties option

Figure 16: -e code of system in Isabelle/HOL.

behavior_annex ::= [ variables { behavior_variable }+ ]

[ states { behavior_state }+ ]

[ transitions { behavior_transition }+ ]

Figure 17: -e syntax of Behavior annex.

behavior_transition ::= [ trans_identifier [ [ trans_priority ] ] : ]

source_state_identifier { , source_state_identifier }+

–[ guard_condition ] →

destination_state_identifier [ action_block ] ;

Figure 18: -e syntax of Transition.

guard_condition ::= execute_condition
| dispatch_condition

execute_condition ::= logical_expression
| no_others

dispatch_condition ::= ondispatch [ trigger_condition ]
[ frozen ( frozen_ports ) ]

Figure 19: -e syntax of guard.

action_block ::= ″{″ actions ″}″
actions ::= action | action_sequence | action_set
action ::= basic_action

| if ( logical_expression ) actions
[ else actions ] end if

| while ( logical_expression ) ″{″ actions ″}″
| for ( element_identifier in element_values )

″{″ actions ″}″
basic_action ::= NULL

| assignment_action
| communication_action
| timed_action

action_sequence ::= action { ; action }+
action_set ::= action{ & action }+

Figure 20: -e syntax of Action.
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system architecture. -is not only restricts the possibility of
formal analysis of AADL models, but cannot conduct model
checking and verification. It is necessary to propose a way to
specify AADL models with formal models. However, AADL
is mainly a mathematical model, which cannot be used to
automatically verify properties of a given AADL model. In
order to provide evidence of model checking and enable the
proof of semantics preservation of system running, the
informal execution semantics of AADL formalized directly
in Isabelle/HOL are considered an operational semantics.

In this article, the AADL semantics is given an opera-
tional semantics, which is delivered from the AADL

informal execution semantics and can be compared with the
informal one.-emain benefit with operational semantics is
that it is based on a rigorous mathematical foundation and is
built on the same principles as functional programming
languages. Such benefits determined us to define an un-
derlying operational semantics for AADL and its Behavior
Annex, and consequently implement the verification in
Isabelle/HOL.

5.1. Semantics of Behavior Annex. -e AADL model is
completed with behavioral descriptions using the Behavior
annex, like computation and communication for threads.
-us, there is a relation between the AADL execution model
and the Behavior annex.-e execution model specifies when
the Behavior annex is executed and on which data it is
executed, while the Behavior annex acts in a thread (or a
subprogram) and describes behaviors more precisely. For
this purpose, the semantic specifications given as above will
be enriched by the Behavior annex. Since the behavior is
explicitly expressed by atomic transitions, the operational
semantics of the Behavior annex is defined based on the
refinement of the rule of each transition in the Behavior
annex, and the execution semantics of the Transition is based
on the semantics of the Actions in itself. -is section begins
by describing how to formalize the meaning of Behavior
annex using automaton. And then, the constituents of the
Behavior annex and their semantics are defined (including
transition system, action and expression language, etc.).

5.1.1. Formalization of Behavior Annex by Automaton.
We present the formalization of a Behavior annex by using
an incomplete automaton AM with several variables. -e
AM is used to interpret the meaning of the whole Behavior
annex, and AM� (S, s0, V, P, B, T, C) is defined as

(i) S: the states set of AM.
(ii) s0: the initial state, s0 ∈ S.
(iii) V: the local variables set of AM.
(iv) P: the ports set of AM (including the input set IP

and the output set OP, P� IP ∪ OP).

datatype Behavior-state-kind = INITIAL | COMPLETE | FINAL |
EXECUTION
type-synonym BA-state = string × ( Behavior-state-kind set )
type-synonym ′s bexp = ′s set

datatype (′s, ′Port, ′Dataaccess, ′Subpaccess, ′Parameter, ′Data,
′Subprogram) BA-action = Skip
| Basic-Assign ′s ⇒ ′s
| Basic-CommunSend (′Port, ′Dataaccess, ′Subpaccess, ′Parameter)
Feature ′s ⇒ Data Message
| Basic-CommunRecv (′Port, ′Dataaccess, ′Subpaccess, ′Parameter)
Feature ′Data Message ⇒ ′s
| Basic-CommunFreeze
| Basic-CommunInisend
| Basic-CommunCallsp ′Subprogram ′s ⇒ ′s
| Seqs (′s, ′Port, ′Dataaccess, ′Subpaccess, ′Parameter, ′Data,
′Subprogram) BA-action (′s, ′Port, ′Dataaccess, ′Subpaccess,
′Parameter, ′Data, ′Subprogram) BA-action
| Sets (′s, ′Port, ′Dataaccess, ′Subpaccess, ′Parameter, ′Data,
′Subprogram) BA-action (′s, ′Port, ′Dataaccess, ′Subpaccess,
′Parameter, ′Data, ′Subprogram) BA-action
| If ′s bexp (′s, ′Port, ′Dataaccess, ′Subpaccess, ′Parameter,
′Data, ′Subprogram) BA-action (′s, ′Port, ′Dataaccess, ′Subpaccess,
′Parameter, ′Data, ′Subprogram) BA-action
| While ′s bexp (′s, ′Port, ′Dataaccess, ′Subpaccess, ′Parameter,
′Data, ′Subprogram) BA-action

datatype (′s, ′Dispatcher, ′Port, ′Subpaccess) Behavior-Condition =
DispatchCond ′Dispatcher
| DispatchCond-TriggerLogicExp (′Dispatcher option × ′Port) set
| DispatchCond-Subpaccess ′Dispatcher option × ′Subpaccess
| DispatchCond-Stop ′Dispatcher × Event
| DispatchCond-Timeout ′Dispatcher × Time option
| ExecuteCond-LogicExp ′s bexp
| ExecuteCond-Timeout Time option

record (′s, ′Dispatcher, ′Port, ′Dataaccess, ′Subpaccess, ′Parameter,
′Data, ′Subprogram) BA-transition = src-state :: BA-state
des-state :: BA-state
condition :: (′s, ′Dispatcher, ′Port, ′Subpaccess) Behavior-Condition
option
actions :: (′s, ′Port, ′Dataaccess, ′Subpaccess, ′Parameter, ′Data,
′Subprogram) BA-action list

record (′Data, ′Subprogram, ′Thread, ′Process, ′System) BA-var =
var-name :: string

Figure 21: -e code of Behavior annex in Isabelle/HOL.

AADL_model ::= { features }
{ connections }
{ subprogramcalls }
{ data_type }
{ data_impl }
{ subprogram_type }
{ subprogram_impl }
{ thread_type }
{ thread_impl }
{ process_type }
{ process_impl }
{ system_type }+
{ system_impl }
{ behavior_annex }

Figure 22: -e syntax of the model.
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(v) B: the Boolean formulas set of AM (these multi-
sorted logical formulas are defined over the vo-
cabulary available in the lexical scope of a Behavior
annex: AADL value constants, port, state, and
variable names, B� S ∪ V ∪ P).

(vi) T: the transition function set defines the transition
system of AM, T ∈ F× S⟶ F× S. Each specified
transition has its quadruple (s, g, a, d) which
defines the source state s, guard formula g, action
formula a, and destination state t. includes the
guard g and the action a.

(vii) g denotes the source formula of a transition de-
fined on V and I.

(viii) a represents the target formula of a transition
defined from V and P.

(ix) C: the constraint set of AM, which denotes the
invariants (properties, requirements) of the
denoted AADL object and denoted by the

multisorted logical formulas, C ∈ B. It must always
equal 0.

If the thread is in dispatch status, the states (initial,
complete, final) of Behavior annex can be observed, as these
states are specified in a transition and they can be mapped to
the execution of the outside components. If the thread is
under execution, the detail of states cannot be observed, as
their execution states are just held in a running thread and
they are the internal states related to the processor in the
whole Behavior annex. So our work defines the formal
execution semantics of Behavior annex as two parts: one is
about transitions, and the other is about Actions in tran-
sitions. -ese two parts are described by big-step semantics
through a global state (shared variables), and they can be
recombined to the integrated semantics of whole Behavior
annex. Furthermore, the Action semantics can be mapped to
some imperative language in the future work, and its formal
semantics would make the preservation more clear.

Table 2: Description and code of syntax rules.

Description Code in Isabelle/HOL

(N1) -e defining identifier for a component type must be
unique in the namespace of the package within which it is
declared.

definition type_name_valid:: “(′s, ′Dispatcher, ′Port, ′Dataaccess,
′Subpaccess, ′Parameter, ′Subprogramcall, ′Subprogramcalls,
′Connection, ′Data, ′Subprogram, ′-read, ′Process, ′System,
′BehaviorAnnex) AADL_model ⇒ bool”

where “type_name_valid m ≡ (∀dt1 dt2. (data_tp m)≠None ∧
dt1≠dt2⟶ (type_name (the (data_tp m) dt1))≠(type_name (the
(data_tp m) dt2)))

∧ (∀sp1 sp2. (subprogram_tp m)≠None ∧ sp1≠sp2⟶
(type_name (the (subprogram_tp m) sp1))≠(type_name (the
(subprogram_tp m) sp2)))

∧ (∀thd1 thd2. (thread_tp m)≠None ∧ thd1≠thd2⟶
(type_name (the (thread_tp m) thd1))≠(type_name (the (thread_tp m)
thd2)))

∧ (∀pro1 pro2. (process_tp m)≠None ∧ pro1≠pro2⟶
(type_name (the (process_tp m) pro1))≠(type_name (the (process_tp
m) pro2)))

∧ (∀sys1 sys2. sys1≠sys2⟶ (type_name ((system_tp m)
sys1))≠(type_name ((system_tp m) sys2)))”

(N1) A component implementation name consists of a
component type identifier and a component implementation
identifier separated by a dot (“.”). -e first identifier of the
defining component implementation name must name a
component type that is declared in the same package as the
component implementation, or name an alias to a component
type in another package.

definition impl2type_name_valid:: “(′s, ′Dispatcher, ′Port, ′Dataaccess,
′Subpaccess, ′Parameter, ′Subprogramcall, ′Subprogramcalls,
′Connection, ′Data, ′Subprogram, ′-read, ′Process, ′System,
′BehaviorAnnex) AADL_model ⇒ bool”

where “impl2type_name_valid m ≡ (∀dt. (data_im m)≠None
∧ (data_tp m)≠None ∧ (the (data_im m) dt)≠None⟶

(get_prename_impl_dt mdt)�(type_name (the (data_tp m) dt)))
∧ (∀sp. (subprogram_imm)≠None ∧ (subprogram_tp m)≠

None ∧ (the (subprogram_im m) sp)≠None⟶
(get_prename_impl_sp m sp)�(type_name (the (subprogram_tp m)
sp)))

∧ (∀thd. (thread_im m)≠None ∧ (thread_tp m)≠None ∧
(the (thread_im m) thd)≠None⟶ (get_prename_impl_thd m
thd)�(type_name (the (thread_tp m) thd))) ∧ (∀pro. (process_im m)≠
None ∧ (process_tp m)≠None ∧ (the (process_im m) pro)≠None⟶
(get_prename_impl_pro m pro)�(type_name (the (process_tp m)
pro)))

∧ (∀sys. (system_im m)≠None ∧ (the (system_im m) sys)≠
None⟶ (get_prename_impl_sys m sys)�(type_name ((system_tp m)
sys)))”

...... . . .. . .
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5.1.2. Semantics of Transition in Behavior Annex.
Actually, the transition system, which is described by three
sections (variable declarations, state declarations, and
transition declarations mentioned in Section 4.1.4), is a
refinement of the AADL Behavior annex, and it is created by
linking two states using a guarded automaton. A transition
(Si − [conditions]⟶ Sj actions{ }) specifies the behavior as
a state change from a source state Si to a destination state Sj,
which can be guarded by conditions (dispatch or execution).
In this section, we specify the meaning of the elements in
transition and use them to express the semantics of
transition.

(1) Variables: -e variables, which are temporary
through the whole Behavior annex subclause, declare
the identifiers that represent local variables and re-
cord intermediate results within the scope of the
whole Behavior annex subclause.-ey can be used to
hold the values of out parameters on subprogram
calls and also can hold input from incoming port

queues or values read from data components in the
AADL specification.

(2) States: -e states, which may be mapped to the
various thread states, are categorized as initial,
complete, final, or execution state. -e initial state
means thread state halted, the complete state means
thread state awaiting for dispatch (suspend or re-
sume), the final state means thread state stopped, and
the execution state means the rest of thread states
(running) that are not be observable.

(3) Transitions: -e transitions define an execution
automaton in a thread. -ey may be guarded by
dispatch or execute conditions, and the sequence of
actions within each transition can be executed
atomically when their conditions are satisfied. Dis-
patch conditions explicitly specify dispatch trigger
conditions out of a complete state to another state.
Execute conditions specify transition conditions out
of an execution state. Actions can be subprogram

Table 3: Description and code of naming rules.

Description Code in Isabelle/HOL

(N1) -e defining identifier for a component type must be
unique in the namespace of the package within which it is
declared.c

definition type_name_valid:: “(′s, ′Dispatcher, ′Port, ′Dataaccess,
′Subpaccess, ′Parameter, ′Subprogramcall, ′Subprogramcalls,
′Connection, ′Data, ′Subprogram, ′-read, ′Process, ′System,
′BehaviorAnnex) AADL_model ⇒ bool”

where “type_name_valid m ≡ (∀dt1 dt2. (data_tp m)≠None ∧
dt1≠dt2⟶ (type_name (the (data_tp m) dt1))≠(type_name (the
(data_tp m) dt2)))

∧ (∀sp1 sp2. (subprogram_tp m)≠None ∧ sp1≠sp2⟶
(type_name (the (subprogram_tp m) sp1))≠(type_name (the
(subprogram_tp m) sp2)))

∧ (∀thd1 thd2. (thread_tp m)≠None ∧ thd1≠thd2⟶
(type_name (the (thread_tp m) thd1))≠(type_name (the (thread_tp m)
thd2)))

∧ (∀pro1 pro2. (process_tp m)≠None ∧ pro1≠pro2⟶
(type_name (the (process_tp m) pro1))≠(type_name (the (process_tp
m) pro2)))

∧ (∀sys1 sys2. sys1≠sys2⟶ (type_name ((system_tp m)
sys1))≠(type_name ((system_tp m) sys2)))”

(N1) A component implementation name consists of a
component type identifier and a component implementation
identifier separated by a dot (“.“). -e first identifier of the
defining component implementation name must name a
component type that is declared in the same package as the
component implementation, or name an alias to a component
type in another package.

definition impl2type_name_valid:: “(′s, ′Dispatcher, ′Port, ′Dataaccess,
′Subpaccess, ′Parameter, ′Subprogramcall, ′Subprogramcalls,
′Connection, ′Data, ′Subprogram, ′-read, ′Process, ′System,
′BehaviorAnnex) AADL_model ⇒ bool”

where “impl2type_name_valid m ≡ (∀dt. (data_im m)≠None ∧
(data_tp m)≠None ∧ (the (data_im m) dt)≠None⟶
(get_prename_impl_dt mdt)�(type_name (the (data_tp m) dt)))

∧ (∀sp. (subprogram_imm)≠None ∧ (subprogram_tp m)≠
None ∧ (the (subprogram_im m) sp)≠None⟶
(get_prename_impl_sp m sp)�(type_name (the (subprogram_tp m)
sp)))

∧ (∀thd. (thread_im m)≠None ∧ (thread_tp m)≠None ∧
(the (thread_im m) thd)≠None⟶ (get_prename_impl_thd m
thd)�(type_name (the (thread_tp m) thd)))

∧ (∀pro. (process_im m)≠None ∧ (process_tp m)≠None ∧
(the (process_im m) pro)≠None⟶ (get_prename_impl_pro m
pro)�(type_name (the (process_tp m) pro)))

∧ (∀sys. (system_im m)≠None ∧ (the (system_im m) sys)≠
None⟶ (get_prename_impl_sys m sys)�(type_name ((system_tp m)
sys)))”

. . . . . .
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calls, receiving of input and sending of output, as-
signments to variables, read/write to data compo-
nents, or other activities.

We describe a transition as a series of atomic operation in
Behavior annex, and a series of Transitions are composed into
a whole behavior. As a transition is mainly supported to
complete the thread component with behavior handling in-
puts and outputs in order to enrich the communication
mechanism, so in some sense, talking about the semantics of
whole transitions is about Behavior annex actually. Our work
defines the semantics of Behavior annex by the operational
big-step semantics presented by the automaton AM as T�(s,
g, a, d), and they are defined inductively as follows:

T: ’s BA_Transition
s, d: State

a: Actions
g: Conditions

-e core state space is denoted in terms of states by the
type ’s different from the state of transitions, it is poly-
morphic, and its semantics is augmented with control flow
information in Isabelle/HOL as follows.

Where the type variable state ’s is regarded as a set of
variable states and related to the variable state in Actions
when the execution is in a normal state Normal s. Besides, ’s
can hold the value of variables on inputs or outputs, and it is
attached to the receiving or sending events as a message Msg
s as an option.

Moreover, a transition is guarded by conditions, and
conditions can be either dispatch conditions or execution
conditions as shown in Figure 19. We consider a dispatch
condition g of T formed by clock c as its dispatch trigger; it
means the dispatch condition is presented as time trigger.
An execution condition g of T is considered logical value
expressions.-e semantic of transition is defined inductively
by the rules in Isabelle/HOL as shown in Figure 23.

5.1.3. Semantics of Action in Behavior Annex. -is section
defines the semantics of Actions by the operational big-step
semantics. Actions of the Behavior annex define actions
performed during transitions. Actions associated with
transitions are action blocks that are presented in Figure 20,
where the single action can be defined as control structures
such as basics, conditionals, and loops. -e action_sequence
means it is executed in order, while action_set can be ex-
ecuted in any order.

-e basic_action can be empty, assignment, commu-
nication, or time-consuming. -e assignment_action is
reference for the value assignment. -e communicatio-
n_action is reference for receiving and sending data, event,
or event data on the inputs and outputs.-e Timed_action is
predefined computation actions.

Since this section should be related to the semantics of
transitions and be a part of it, the semantics of Action is
defined as Γ: : 〈s, a〉⇒d, which means in the procedure
environment Γ execution transforms the source state s to the
destination state d. Actually, the destination state d is the

Table 4: Description and code of other rules.

Description Code in Isabelle/HOL

(1) A thread models a concurrent task or an active object, that
is, a schedulable unit that can execute concurrently with other
threads. Each thread represents a sequential flow of control
that executes instructions within a binary image produced
from the source text. One or more AADL threads may be
implemented in a single operating system thread. A thread
always executes within the virtual address space of a process;
that is, the binary images making up the virtual address space
must be loaded before any thread can execute in that virtual
address space. -reads are dispatched; that is, their execution
is initiated periodically by the clock or by the arrival of data or
events on ports, or by the arrival of subprogram calls from
other threads.

definition thread_thread2system_valid:: “(′s, ′Dispatcher, ′Port,
′Dataaccess, ′Subpaccess, ′Parameter, ′Subprogramcall, ′Subprogramcalls,
′Connection, ′Data, ′Subprogram, ′-read, ′Process, ′System,
′BehaviorAnnex) AADL_model ⇒ bool”

where “thread_thread2system_valid m ≡ ∀sys. ∃sc1 sc2. (if
((system_im m)≠None ∧ (the (system_im m) sys)≠None ∧
(impl_subcomps (get_sysimpl m sys))≠{})

then (sc1∈(impl_subcomps (get_sysimpl m sys))
⟶ (case sc1 of SC-d _ ⇒ True

| SCPro pro ⇒ (if ((process_im m)≠None ∧ (the
(process_im m) pro)≠None ∧ (impl_subcomps (get_proimpl m pro))≠{})

then (sc2∈(impl_subcomps (get_proimpl m pro))⟶
(case sc2 of SC-d _ ⇒ True
| _ ⇒ False))
else False)
| _ ⇒ False))

else False)” definition thread_thread2process_valid:: “(′s, ′Dispatcher,
′Port, ′Dataaccess, ′Subpaccess, ′Parameter, ′Subprogramcall,
′Subprogramcalls, ′Connection, ′Data, ′Subprogram, ′-read, ′Process,
′System, ′BehaviorAnnex) AADL_model ⇒ bool”

where “thread_thread2process_valid m ≡ ∀pro. ∃sc. (if ((process_im
m)≠None ∧ (the (process_im m) pro)≠None ∧ (impl_subcomps
(get_proimpl m pro))≠{})
then (sc∈(impl_subcomps (get_proimpl m pro))⟶ (case sc of SC-d _
⇒ True

| _ ⇒ False))
else False)”

. . . . . .

Scientific Programming 13



type-synonym (′s, ′Dispatcher, ′Port, ′Dataaccess, ′Subpaccess,
′Parameter, ′Data, ′Subprogram, ′�read, ′Process, ′System,
BehaviorAnnex) BA-body

= ′BehaviorAnnex ⇒ (′s, ′Dispatcher, ′Port,
′Dataaccess, ′Subpaccess, ′Parameter, ′Data, ′Subprogram, ′�read,
′Process, ′System) behavior-annex-conf option

inductive
BA-bigstep :: [(′s, ′Dispatcher, ′Port, ′Dataaccess, ′Subpaccess,

′Parameter, ′Data, ′Subprogram, ′�read, ′Process, ′System,
′BehaviorAnnex) BA-body,

(′s, ′Dispatcher, ′Port, ′Dataaccess, ′Subpaccess,
′Parameter, ′Data, ′Subprogram) BA-transition,

(′s, ′p, ′f, ′Dispatcher, ′Port, ′Dataaccess,
′Subpaccess, ′Parameter, ′Data, ′Subprogram, ′�read, ′Process,
′System, ′BehaviorAnnex) AADL-state,

(′s, ′p, ′f, ′Dispatcher, ′Port, ′Dataaccess,
′Subpaccess, ′Parameter, ′Data, ′Subprogram, ′�read, ′Process,
′System, ′BehaviorAnnex) AADL-state] ⇒ bool

(-⊢⟨-,-⟩→- [93,92,94,94] 95)
for BA-BODY :: (′s, ′Dispatcher, ′Port,

′Dataaccess, ′Subpaccess, ′Parameter, ′Data, ′Subprogram, ′�read,
′Process, ′System, ′BehaviorAnnex) BA-body
where
Tran-ini2com: [[BA-BODY BA = Some ba-conf ;

ba-tran ∈ (ba-trans ba-conf );
ba-var ∈ (ba-vars ba-conf );
(snd (src-state ba-tran)) = INITIAL;
(snd (des-state ba-tran)) = COMPLETE;

(snd ((ba-st s) BA)) = INITIAL ∧ (fst (src-state ba-tran))
= (fst ((ba-st s) BA));

(snd ((ba-st t) BA)) = COMPLETE ∧ (fst (des-state
ba-tran)) = (fst ((ba-stt) BA));

(condition ba-tran) = None

{(-,-)})

(-,-))

acts=(actions-block ba-tran);
s1=((ba-var-st s) ba-var);
s2=((ba-var-st t) ba-var);
ACT-BODY⊢⟨acts,s1⟩ ⇒ s2]]

=⇒BA-BODY⊢⟨ba-tran, s⟩ →t
......

∧ (case s1 of Normal s′ ⇒ s′ ∈ be));

∨ (the (condition ba-tran) = DispatchCond -)
∨ (the (condition ba-tran) = DispatchCond-TriggerLogicExp

∨ (the (condition ba-tran) = DispatchCond-Subpaccess

∨ (the (condition ba-tran) = DispatchCond-Stop (-,-))
∨ (the (condition ba-tran) = DispatchCond-Timeout (-,-))
∨ ((the (condition ba-tran) = ExecuteCond-LogicExp be)

Figure 23: Big-step semantics of transition in Isabelle/HOL.
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destination state d of its transition. To connect with the
automaton T, we refinement a in the automaton T as a new
automaton A and reconstitute the automata T’�(s, g, true, t)
∪ A and A�(t, true, a, d) where a in A and a in the previous
T are not same, and the former is the detailed imple-
mentation of the latter. T′ and A are defined by the case on
Actions as follows:

(i) Action sequence is a list type of executions. For
example, action_sequence a� [a1; a2] separates
A�(t, true, a, d) into A1�(t, true, a1, t’) and A2�(t’,
true, a2, d) by introducing an intermediate state t’,
and then, T’�(s, g, true, t) ∪ A1 ∪ A2 by the union
of them.

(ii) Action set is a disorderly combination of execu-
tions. For instance, action_set a� [a1 & a2] makes
that A�(A1×A2), which the composed elements
are A1� (t1, true, a1, d1), A2� (t2, true, a2, d2),
t�(t1, t2), and d�(d1, d2).

(iii) Empty_action of basic_action NULL can be rep-
resented as an invalid operation to the states and
defined by SKIP.

(iv) Assignment_action of basic_action v\coloneq e
represents a variable state transition and it is de-
fined by A� (t, true, v’� e, d) where v’ represents
the successor state of v.

(v) Communication_action of basic_action is divided
into the output port action port!(e) and the input
port action port?(v). -e output can be defined by
A�(t, true, port� e, d). -e input can be defined by
A�(t, true, v’� port, d) where v’ represents the
successor state of v.

(vi) Timed_action of basic_action computa-
tion(t1. . .tN) represents the execution time of the
action block. It is specified as two ports—pb (port
begin) and pe (port end), and defined by A� {(s,
true, pb, i), (i, pe, true, d)}, where i is an inter-
mediate state as a complete state and timed con-
straint Val(pb + t1) ≤ Val(pe + tN).

(vii) Conditional_action, for instance, if(exp) a1 else a2
end if can be defined by T’� {(s, g, true, t1), (s, g,
true, t2)} ∪ A1 ∪ A2 which A1� (t1, true, a1, d),
A2� (t2, true, a2, d), and the guard g is corre-
sponding to the logical expression exp in
conditional_action.

(viii) While_loop_action, for instance, while(exp) { a }
can be defined by T’� {(s, g, t g, true, d), (t2, g, true,
t1), (t2, g, true, d)} ∪ A, where the guard g is
corresponding to the logical expression exp in
while_loop_action and A�(t1, true, a, t2).

(ix) For_loop_action, for instance, for(I in e) { a } can
be translated by the action sequence [a1; . . .; an],
where ai results from the substitution of i by the
i_th element value of e in a.

-e semantic of Action is defined inductively by the rules
in Isabelle/HOL as shown in Figure 24. -e procedure

environment act-body denotes the static procedure decla-
rations as mapping from subprogram names to actions
programs of Behavior annex and defines the execution of
command c that transforms the initial state s to the final state
t under act-body.

5.1.4. Semantics of Expressions in Behavior Annex.
Expressions consist of logical expressions, relational ex-
pressions, and arithmetic expressions like the expressions of
imperative language. Values of expressions can be variables,
constants, or the result of another expression. In AADL,
expressions are used as logical conditions of guards in
transitions or logical expressions in conditional actions, or as
values for basic actions. Values of variable expression are
evaluated from inputs, local variables, and data subcom-
ponents. Values of constant expression are Boolean, numeric
or string literals, and property values. In our work, ex-
pressions are defined by the type variables’s as a set of states
in Isabelle/HOL and related to the variable state in Actions.

5.2. Semantics of AADL Components. -ere are a great
number of components that can be used to build hierarchical
models in AADL, and it makes AADL have a great capacity
of expression. In our work, the AADL model is viewed as a
set of concurrent tasks scheduled by a processor and
asynchronously interacted. Generally, we consider the fol-
lowing components: data, thread, process, and processor.
-ese components are connected through AADL port
connections, completed with a set of standard properties,
and finally grouped in the system component. However, in a
running system model, a process component represents the
virtual address space and scheduled by the processor. In-
deed, a thread component is the minimum schedulable unit
under execution, and then, they are concepts that require
detailed attention as they include the behavior of AADL.
What’s more, our goal is to verify system behavior, so in this
section, we focus our experimentation on software com-
ponents in the software model and thread management.
Besides, the mode semantics is not yet completely stabilized
in the standard so we take no account of mode management,
and our work highlights several constructions(like Glob-
al_Timer, Dispatcher, and Scheduler) to make the AADL
system model running and also its semantics of components
more coherent.

According to the AADL standard, the running model of
software components can be described by execution au-
tomaton; the following paragraph describes that the software
components are applied to the execution automaton and the
management of communication (Figure 25).

5.2.1. Semantics of 5read Component Execution Model.
First of all, the necessary -read execution model elements
are currently specified according to the AADL running
models by two points—dispatching and scheduling, and they
both can be expressed by an automaton as shown in
Figure 26.
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-e dashed box represents -read_Computation state,
and in the -read_Computation of the execution automa-
ton, the -read internal behavior is carried out according to
the behavior expression, which was described in Section 5.1.
In order to integrate all the -read execution states in one
-read, the other execution states are generated for each

-read. Every-read execution states transition is managed
by its previous states, its parent Process, and System exe-
cution state. -ey also are both decided by the next state of
the Transition in Behavior annex, so the semantics of
Transition are embedded in this part for connecting with
-read_Computation. In the case of execution Initialize, the

type-synonym (′s, ′Port, ′Dataaccess, ′Subpaccess, ′Parameter,
′Data, ′Subprogram) act-body = ′Subprogram ⇒ (′s, ′Port,
′Dataaccess, ′Subpaccess, ′Parameter, ′Data, ′Subprogram)
BA-action option
inductive
BA-action-bigstep :: [(′s, ′Port, ′Dataaccess, ′Subpaccess, ′Parameter,
′Data, ′Subprogram) act-body,

(′s, ′Port, ′Dataaccess, ′Subpaccess, ′Parameter,
′Data, ′Subprogram) BA-action, ′s vstate, ′s vstate] ⇒ bool

(-⊢⟨-,-⟩ ⇒ -[97,96,98,98] 99)
for ACT-BODY :: (′s, ′Port, ′Dataaccess, ′Subpaccess,

′Parameter, ′Data, ′Subprogram) act-body
where
SKIP: ACT-BODY⊢⟨Skip, Normal s⟩ ⇒ Normal s
| Assign: ACT-BODY⊢⟨Basic-Assign ba, Normal s⟩ ⇒ Normal (ba
s)
| CommunSend: ACT-BODY⊢⟨Basic-CommunSend bcs, Msg m⟩ ⇒
Msg (bcs m)
| CommunRecv: ACT-BODY⊢⟨Basic-CommunRecv bcr, Normal s⟩ ⇒
Normal (bcr s)
| CommunFreeze: ACT-BODY⊢⟨Basic-CommunFreeze, Normal s⟩ ⇒
Normal s
| CommunInisend: ACT-BODY⊢⟨Basic-CommunInisend, Normal s⟩ ⇒
Normal s
| CommunCallsp: [[ACT-BODY sp=Some baact;

ACT-BODY⊢⟨Basic-CommunCallsp sp paras, Normal s⟩ ⇒
Normal (paras s);

ACT-BODY⊢⟨baact,Normal (paras s)⟩⇒t]]
=⇒ ACT-BODY⊢⟨Basic-CommunCallsp sp paras, Normal

s⟩ ⇒ t
| Seqs: [[ACT-BODY⊢⟨a1, Normal s⟩⇒s′;

ACT-BODY⊢⟨a2, s′⟩ ⇒ t]]
=⇒ ACT-BODY⊢⟨Seqs a1 a2, Normal s⟩ ⇒ t

| Sets: [[ACT-BODY⊢⟨a1, Normal s⟩ ⇒ t;
ACT-BODY⊢⟨a2, Normal s⟩ ⇒ t]]

=⇒ ACT-BODY⊢⟨Sets a1 a2, Normal s⟩ ⇒ t
| IfTrue: [[s∈be; ACT-BODY⊢⟨a1, Normal s⟩ ⇒ t]]

=⇒ ACT-BODY⊢⟨If be a1 a2, Normal s⟩ ⇒ t
| IfFalse: [[s∉be; ACT-BODY⊢⟨a2, Normal s⟩ ⇒ t]]

=⇒ ACT-BODY⊢⟨If be a1 a2, Normals⟩⇒t
| WhileTrue: [[s∈be;

ACT-BODY⊢⟨a, Normal s⟩ ⇒ s′;
ACT-BODY⊢⟨While be a, s′⟩ ⇒ t]]

=⇒ACT-BODY⊢⟨While be a, Normal s⟩ ⇒ t
| WhileFalse: [[s∉be]]

=⇒ ACT-BODY⊢⟨While be a, Normal s⟩ ⇒ Normal s

Figure 24: Big-step semantics of Action in Isabelle/HOL.
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abort (peocessor)

process loaded
δt=1

Figure 25: Whole execution automaton.

thread halted

dispatch initialization
t←0

thread suspended
awaiting dispatch 

complete initialization
assert t≤initialinze_deadline+recover_deadline

dispatch computation
?Enable (t)

t←0

unblock release_resource block
get_resource

call remote
subprogram

return remote subprogram

resume

preempt

finalize
t←0

abort (system)
abort (process)

abort (processor)

thread stop
error detected

thread executing
ready
δc=0

thread executing
awaiting resource

δc=0

thread executing
running
δc=1

c≤max (execution_time)

thread executing
awaiting return

δc=0

BA
initial state

BA
complete state

BA
final state

BA
execution state

thread stop
error detected

finalize

complete finalization
assert t≥finalize_deadline

complete computation
assert t≥compute_deadline+recover_deadline

finalize
assert t≥initialize_deadline

+recover_deadline

abort (system)
abort (process)

abort (processor)

Figure 26: -read execution automaton.
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code of state conditions management part in Isabelle/HOL is
shown in Figure 27.

In the transitions automaton, the execution time, the
elapsed time, and waiting time are controlled by the creation
of the global clock and the various Deadline (ini-
tialize_Deadline, compute_Deadline, recover_Deadline,
etc.), and they provide the possibility to manage several
kinds of -read including periodical, aperiodic, and spo-
radic ones. In the case of execution Initialize, the code of
temporal part in Isabelle/HOL is shown in Figure 28.

To support sending and receiving messages (data, event,
and data_event) between components, the Connections
provide the communication mechanism to manage mes-
sages from the source to the destination point. -ey are
typed with Access_Connections and Port_Connections. -e
Access_Connections type is used to model the data flow
shared by access between components like Sub-
program_Access and Data_Access, and the Port_Connec-
tions type is used to model transfer of data or events between
ports. All types also include the Parameter_Connections,
which models a data flow representing the parameter of
subprogram included in a -read, but this type is not
managed in our transformation on account of the practical
frequency.

Now, we focus our presentation on the Port_Connection
type. It deals with the processing of the sent and received
messages and the properties describe several behavioral
features (like the Queue_Size, Queue_Processing_Protocol,
and some other properties) to define a queue of messages
associated with a port. -e processing of the messages re-
ceived by -read is carried out when it is in the execution
state -read_Computation. -is state is reached after the
dispatch of -read. Unfortunately, these necessary concepts
are not described explicitly in the AADL standard, so we
should take into account an execution model definition.

In our work, several processing conditions are added on
the -read semantic to specify the Connection model. For
example, the port queue state is estimated and the messages
on the queue are handled by a dispatch mechanism. -is
mechanism is dedicated to detach the internal behavior of a
-read and the message consumption. In the -read exe-
cution model, the dispatch action is performed on the
transition between the state -read_Suspend_Wai-
ting_Dispatch and -read_Computation. Generally, the
message once arrives on the ports will be copied in variables
in the Behavior of the -read through the dispatch. In the
execution state of -read_Computation, the -read handles
its behavior with data and event copies. So, we combine the
state of the Behavior and add the definitions “is_port_-
queue_empty” and “handle_port” to specify and to con-
ceptualize the Connections based on the AADL standard
properties. In the case of execution Initialize, the code in
Isabelle/HOL is presented in Figure 29. For these additions,
they aremainly used at a design level for code generation and

they also make the semantics of Behavior add into the model
execution semantics to be a whole complete and continuous
semantics.

5.2.2. Semantics of Process Component Execution Model.
A process represents a virtual address space at runtime, so
the Process execution model is driven by the processor
mainly and it works on the state to affect its own -read
execution model inside in effect. We consider that the
Process execution model is managed by the clock and ex-
press its parent System execution state as an automaton as
shown in Figure 30.

In the transitions automaton, the execution time, the
elapsed time, and waiting time are controlled by the creation
of the global clock and the various Deadline (load_Deadline,
startup_Deadline, etc.), and also the prestate and poststate
must be satisfied. In the case of execution Load, the code of
the process execution Load part in Isabelle/HOL is shown in
Figure 31.

5.2.3. Semantics of System Component Execution Model.
A system represents the runtime architecture of an actual
system that consists of application software components and
execution platform components, and it is the top hierarchy
of the whole execution model, so the System execution
model is only driven by the processor and it works on the
state to affect its own Process and -read execution model
inside in effect. Same as the Process execution model, the
system execution model is managed by the clock and it is
presented as an automaton as shown in Figure 32.

In the case of execution Start_Complete, the code of the
System execution Start_Complete part in Isabelle/HOL is
shown in Figure 33.

5.3. Formal Verification for AADL

5.3.1. Proof system Framework. -e calculation of the AADL
execution model is actually a sequence of transitions. -e
computations set for whole executions with static infor-
mation Σ is defined as Γ(Σ). We use function Γ(Σ, ρ, s, e) to
present the computations of an execution system ρ starting
up from an initial state s and execution e. A configuration of
computation is defined as a triple δ � (θ, s, e) where θ is
specified as transition rules in execution model systems,
which have the form Σ⊢(θn, sn, en)⟶ (θn+1, sn+1, en+1).

A specification in the proof system is a tuple 〈pre, pst〉,
where pre is short for the precondition, and pst stands for the
postcondition. For each computation δ ∈ Γ(Σ, ρ, s, e), the
configuration at index i is denoted by δi, and we use θδi

, sδi

and eδi
to signify the element inside δi � (θ, s, e). We use A

and C to denote assumption and commitment functions,
respectively.

18 Scientific Programming



A(Σ, pre) ≡ ρ ∣ sδi
∈ pre∧ ∀i<(length (δ) − 1) · Σ⊢ δi⟶ δi+1( ⟶ sδi

, sδi+1
   ,

C(Σ, pst) ≡ ρ ∣ ∀i<(length(δ) − 1) · Σ⊢ δi⟶ δi+1( ⟶ sδi
, sδi+1

  ∧ θlast(δ) � ⌊⊥⌋⟶ sδn
∈ pst  .

(1)

We define validity of specification for executions as

Σ⊨ ρ sat 〈pre, pst〉 ≡ ∀s, x.Γ(Σ, ρ, s, e)∩ A(Σ, pre)⊆C(Σ, pst).

(2)

It represents that the set of computations ω, which starts
at the configuration (θ, s, e), with s ∈ pre and a computation
δ ∈ ω. If an execution terminates, then the final states
belong to pst.

process ∈ (get-pros-bysys m system);
thread ∈ (get-thds-bypro m process);
port ∈ (get-ports-bythd m thread);
subpaccess ∈ (get-subpaccesses-bythd m thread);
dataaccess ∈ (get-dataaccesses-bythd m thread);
ps1=((port-st s) port) ∧ spaccs1=((spacc-st s) subpaccess);
(pr-state ((pr-st s) process))=PRO-LOADED ∧ (pr-state ((pr-st t)
process))=PRO-LOADED;
(th-state ((th-st s) thread))=HALTED;
(th-state ((th-st t) thread))=SUSPENDED-WAITING-DISPATCH;
(snd ((ba-st s) th-ba))=INITIAL ∧ fst ((ba-st s) th-ba) = fst
(src-state th-ba-tran);
(snd ((ba-st s) th-ba))=INITIAL ∧ fst ((ba-st s) th-ba) = fst
(src-state th-ba-tran);
(snd ((ba-st t) th-ba))=COMPLETE ∧ fst ((ba-st t) th-ba) = fst
(des-state th-ba-tran);
if ((is-port-queue-empty s port)=False)

then ((ps2=handle-port s port) ∧ (spaccs2=spaccs1))
else ((spaccs2=handle-spaccess s subpaccess) ∧ (ps2=ps1));

((port-st t) port) = ps2 ∧ ((spacc-st t) subpaccess) = spaccs2;
(BA-BODY th-ba) = Some th-ba-conf;
BA-BODY⊢⟨th-ba-tran, s⟩ → t

Figure 27: -e state conditions management of -read execution Initialize semantic.

gt = (cur-time s);
(begin-time ((th-st s) thread)) = (cur-time s);
(action-begin-time ((th-st s) thread)) = (cur-time s);
(elapsed-time ((th-st t) thread)) ≤ (the (thd-initialze-deadline
(the (thread-type.thd-properties (the (thread-tp m) thread)))))+(the
(thd-recover-deadline (the (thread-type.thd-properties (the (thread-tp
m) thread)))));
(cur-time t) = (cur-time s) + (elapsed-time ((th-st t) thread));
(cur-time t) = (action-begin-time ((th-st s) thread)) + (elapsed-time
((th-st t) thread));
(exe-time ((th-st t) thread)) ≤ (elapsed-time ((th-st t) thread));

Figure 28: -e temporal part of -read execution Initialize semantic.

if ((is-port-queue-empty s port)=False)
then ((ps2=handle-port s port) ∧ (spaccs2=spaccs1))
else ((spaccs2=handle-spaccess s subpaccess) ∧ (ps2=ps1));
((port-st t) port) = ps2 ∧ ((spacc-st t) subpaccess) = spaccs2;

Figure 29: -e connection part of -read execution Initialize semantic.
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5.3.2. Invariant Verification. -e core of the correctness
proof shows the invariance of states between components
generated from it. -e proof proceeds by induction on the
former, and actually, it is long and contains many techni-
calities. In many cases, we would like to show that the AADL
execution model preserves certain data invariants. Since the

Behavior annex may not be a closed system; that is, a state
may be changed by its environment or conditions. So that
the reachable states of Behavior annex depend on both the
initial states and the environment. A Behavior annex with
static information Σ is defined as follows:

∀s0, x0δ · δ ∈ Γ Σ, ρ, s0, e0( ∩A(Σ, inits)⟶ ∀i< length(δ) · invars sδi
  . (3)

-e above formula demonstrates that it starts up from a
set of initial states init, and it will preserve an invariant inv if
its reachable states satisfy the predicate.

In this definition, δ denotes an arbitrary computation of
ρ from a set of initial states inits and under an environment
R. It requires that all states in δ satisfy the invariant invars.

process unloaded

process loading

load (process)
t←0

process starting
δc=1 δt=1

complete loading
assert t≤load_deadline

t←0
c←0

process loaded
δt=1

complete starting
assert t≤startup_deadline

assert t≤max (startup_execution_time)

process stopping
δt=1

abort (process)
abort (peocessor)

abort (process)
abort (peocessor)

abort (process)
abort (peocessor)

stopped (process)
stopped (processor)

stopped (process)
stopped (processor)

stopped (process)
stopped (processor)

load error detected

Figure 30: Process execution automaton.

sy-state ((sy-st s) system))=SYS-OPERATIONAL;
process∈ (get-pros-bysys m system);
(pr-state ((pr-st s) process))=PRO-UNLOADED;
(pr-state ((pr-st t) process))=PRO-LOADING;
gt = (cur-time s);
(begin-time ((pr-st s) process)) = (cur-time s);
(action-begin-time ((pr-st s) process)) = (cur-time s);
(cur-time t) = (cur-time s) + (elapsed-time ((pr-st t) process));
(cur-time t) = (action-begin-time ((pr-st s) process)) + (elapsed-time
((pr-st t) process));
(exe-time ((pr-st t) process)) ≤ (elapsed-time ((pr-st t) process))

Figure 31: -e process execution Load semantic.
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To show that invars is preserved by a system ρ, and it
suffices to show the invariant verification theorem as follows.
-is theorem indicates that (1) the system satisfies its
specification 〈inits, post〉, (2) invars initially holds in the set

of initial states, and (3) each action transition as well as each
environment transition preserves invars. Later, by the proof
system, invariant verification is decomposed to the verifi-
cation of individual executions.

system offline

system starting
ST≤startup_deadline

system stopping

system operational

started (system)
assert ST≤startup_deadline

stopped (system)

start (system)
ST←0abort (system)

instance initialize execution platform
(processors , memory)

max (startup_deadline of processors)
+max (load_deadline of processes)

+max (startup_deadline of processes)
+max (initialize_deadline of threads)

abort (system)

stop (system)

Figure 32: System execution automaton.

(processor-state s) = PCOR-STARTED;
(sy-state ((sy-st s) system))=SYS-STARTING;
(sy-state ((sy-st t) system))=SYS-OPERATIONAL;
process∈(get-pros-bysys m system);
gt = (cur-time s);
(cur-time s) = 0;
(begin-time ((sy-st s) system)) = (cur-time s);
(action-begin-time ((sy-st s) system)) = (cur-time s);
(cur-time t) = (cur-time s) + (elapsed-time ((sy-st t) system));
(cur-time t) = (begin-time ((sy-st s) system)) + (elapsed-time
((sy-st t) system));
(cur-time t) = (action-begin-time ((sy-st s) system)) + (elapsed-time
((sy-st t) system));
(exe-time ((sy-st t) system)) ≤ (elapsed-time ((sy-st t) system));
(elapsed-time ((sy-st t) system)) ≤ (get-pro-loaddeadline-max m
(get-pros-bysys m system))

+ (get-pro-startupdeadline-max m (get-pros-bysys m system))
+ (get-thd-initialzedeadline-max m (get-thds-bypro m process));

(elapsed-time ((sy-st t) system)) ≤ (the (sys-startup-deadline (the
(system-type.sys-properties ((system-tp m) system)))))

Figure 33: -e System execution Start_Complete semantic.
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Theorem 1. (Invariant Verification). For formal specifica-
tion ρ and Σ, a state set inits, and invars, if

(i) Σ⊢ρ sat 〈inits, post〉.
(ii) inits⊆ s · invars(s){ },

then invars is preserved by ρ, inits.

6. Case Study: Formalization of an ARINC653-
Based System

Our work aims at the formal specification and verification in
a system development based on the AADL, so we apply the
proof system for the specification, the validation, and the
verification of an ARINC653-based System. In Figure 34, we
provide an example, which is based on the ARINC653 OS
platform using AADL with its Behavior Annex specification.
-is example is adapted from the ARINC653 annex docu-
ment for the AADLv2 and shows a system with two par-
titions. It shows the components involved in the modeling of
the ARINC653 system and illustrates the mapping of
ARINC653 concepts to the AADL.

In fact, the architecture is described as the client thread
“a_client” for calls and communication of action: either do
not need to wait on the calculation of long distance calls and
finished to send, or due to server for HSER subroutine call
and waiting for the results to the values, send the results and
return to continue to wait for the next execution among
them, the thread a data port connection between tasks, each
thread internal use behavior to define its specific behavior,
describe the action to perform with state systems conditions
and order.

6.1. Formal Transformation of AADL into Isabelle/HOL.
We define several modeling rules of model transformation
from the AADL model into Isabelle/HOL specification for
the next step about formal validation and verification. -e
model transformation rules of AADL are specified with a set
of corresponding rules between AADL and Isabelle/HOL in
a way to obtain a modular specification, and a part of the
transformation rules is described as follows.

6.1.1. Transformation of Components and Connections.
Transform components and connections to datatypes in
Isabelle/HOL.

6.1.2. Transformation of Properties and Features.
Transform properties and features of components to the
predefined records type as definitions in Isabelle/HOL.
Notice that, if there is any subcomponent as a existed
component in the other component, it is considered an
abbreviation instead of secondary definition.

6.1.3. Transformation of Behavior Annex. Transform Be-
havior annex specification comprises some sophisticated
procedures, and transformation rules are as follows:

(i) Transform variables in a Behavior annex to the
predefined records type as definitions in Isabelle/
HOL.

(ii) Transform states in a Behavior annex corresponding
to initial, complete, and final states to denote the
current state.

(iii) Transform transitions in Behavior annex as the
predefined records type, and transform guards and
actions in a transition to conditions and actions list
as definitions. Assemble the elements representing
transitions to one compositional definition, which
comprise all the state transitions of a behavior
specification.

As depicted in Figure 35, we show the segmental
transformation code for the example thread in Figure 34.

6.2. Formal Instantiation, Validation, and Verification in
Isabelle/HOL. -is section introduces the next formal steps
of the example model after transformation into Isabelle/
HOL as well as the validation and verification with its proof
system. In this section, we use the instantiation of the AADL
example to formally specify and verify the properties of the
system model.

6.2.1. Instantiation. -e basic transformation rules have
been listed in Section 6.1, and we can use it to abstract an
example of AADL model (see Figure 34) in Isabelle/HOL. In
the implementation of AADL in Isabelle/HOL, we use re-
cord to create the framework, where components of AADL
are represented as parameters and assumptions of record.
Records are the Isabelle/HOL’s approach for dealing with
parametric datatype. Every component of the same type
inside the system model can be mapped and encapsulated
into an instantiation by Isabelle/HOL specification, and the
component type and implementation are instantiated. In the
last stage of modeling, we can integrate datatype to type
variable as parameter and get the concrete AADL model
code in Isabelle/HOL. For instance, the instantiation of the
process type is implemented by the mapping function as
follows:

primrec process-type-map: ExProcess (ExPort;
ExDataaccess;
‘Subpaccess; ‘Parameter) process-type
where pro-tp1: process-type-map partition1-process �

partition1-process-type │
pro-tp2: process-type-map partition2-process �

partition2-process-type

6.2.2. Validation. -e part of rules for grammar have been
listed in Section 4.2, and we rewrite the validation rules as 47
definitions in Isabelle/HOL. After the formal description of
rules, we reach the validation phase to check the grammar of
the AADL model above. In our work, we use the validation
rules code to check whether the model from the
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transformation satisfies a given property specified with
temporal logic. Since the lemmas of validations are con-
sistent with the integrating model, the proof obligations for
the validation rule are proven immediately after unfolding
the definitions of the precondition, postcondition, and re-
lations. After applying the conditional and the grammar
rules on the components, only the proof of the verification of
each lemma body is left. Using these auxiliary lemmas, the
postcondition is proven immediately by applying the
properties over multisets. All the lemmas of validations are
similarly proven, we omit the details here and the interested
reader can refer to the Isabelle/HOL sources. We present an
example of validation 7th as follows.

6.2.3. Safety Verification. Safety represents “nothing bad will
happen,” which comprises reachability or properties
expressed in the form of finite state automata by invariance.

After transforming the AADL abstract model to a target
concrete model, we use the proof system (see Section 5.3) to
verify its trace refinement and reachability properties.

Trace refinement checks “whether the abstract behavior
trace of an implementation satisfies its abstract behavior
trace of a specification.” For instance, an assertion for trace
refinement compares the whole abstract behaviors of a given
action with another action, that is, whether there is a succeed
relationship. For one of actions, the refinement analysis of
actions is executed as follows.

Reachability refers to the ability to get from one state to
another with one or multiple events. For instance, definition
action-reach state shows the concrete state’s reachability of
the action for Behavior annex:

Only with thread inputs and outputs without interior
actions, the above definitions are used to verify whether all
abstract behaviors refine the outside abstract behaviors, and
whether the system reaches the goal of state.

features

properties

subcomponents

connections

thread a_server

states

transitions

annex behavior_specification {**

{ Behavior_Properties :: Subprogram_Call_Protocol => LSER; };

{ Behavior_Properties :: Subprogram_Call_Protocol => HSER; };

provides subprogram access long_computationlong :

provides subprogram access send_resultshort :

Dispatch_Protocol => timed;
Period => 100 ms ;

enda_server;
thread implementation a_server . i

local_result : data result_type . i;

data access local_result -> local_result.result;cnx1:

initial complete final state;s0 :
complete state;s1 :
complete state;s2 :

**};

on dispatchs0 -[ long ] -> s1;

end a_server . i;

on dispatch timeout] -> s2 60ms;s1 -[
on dispatch timeout ] -> s2 { local_result.status : = 0 };s1 -[

short ] -> s20 { send_result! (local_result, local_result) };on dispatchs2 -[

local_result -> short.result;data accesscnx2:

Figure 34: AADL example of the ARINC653-based system: a typical thread with Behavior annex.
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7. Evaluation and Conclusion

Our work presents a method of the description of AADL and
a methodology of model transformation from a compre-
hensive subset of AADL to Isabelle/HOL. To specify this
transformation, a preliminary analysis and comprehension
of AADL and Isar/Isabelle/HOL languages are necessary and
reveal the need to take into account the various parts of the
language: structural, execution model, and its semantics
description. -en, we use Isabelle/HOL as the specification,
instantiation, validation, and verification system to conduct
proofs against the properties of grammar and semantic in
the structured proof language Isar, allowing for proof text
naturally understandable for both humans and computers.

7.1. Evaluation Results. All derivations of our proofs have
passed through the Isabelle/HOL proof kernel. -e total
development of our framework has ≈ 1280 lines of Isabelle/
HOL specification and proof (LOSP). -e concrete syntax of
AADL consists of ≈ 630 LOSP, and the semantic of AADL
consists of ≈ 650 LOSP. -e two parts of specification and

proof are completely reused in AADL .We use ≈ 750 LOSP
to develop our validation system and ≈ 500 LOSP to de-
velop the verification system including the formalization of
47 grammar rules. Finally, we develop ≈ 3300 LOSP for
three case studies of AADL system model, which is
ARINC653-based. We find two grammatical mistakes in the
second case study and summarize that the instantiation in
Isabelle/HOL has ≈ 3 times as much code as the lines of the
AADL model.

7.2. Conclusion and Future Works. Different from the ma-
jority of AADL formal approaches above, our proposition
aim at defining a formal executable semantics of a com-
prehensive AADL subset to allow the instantiation, vali-
dation, and verification of behavioral and temporal
properties. Besides, the considered AADL subset consists of
both software and hardware AADL components with a
significant set of temporal and queuing AADL properties.
-e considered subset covers fundamental features that can
be used in more realistic applications rather than “without
behavior” and “model transformation into other languages”

datatype Ex�read = a-client | a-server
datatype ExBehaviorAnnex = ba-a-client | ba-a-server
definition long-a-server-conf :: (ExData, ExSubprogram, Ex-
�read, ExProcess, ExSystem) subpaccess-conf

where long-a-server-conf ≡ (|spac-name = ″long″,
spac-dir=PROVIDES,
spac-right =None,
spac-queueprotocol =None,
spac-queuesize =None,
spac-queue =None,
spac-obj =Some (SCSubp long-computation)|)

abbreviation local-result ≡ result-type
definition ba-a-server-conf :: (′s, ′ExDispatcher, ′Port, ExDataac-
cess, ExSubpaccess, ExParameter, ExData, ExSubprogram, Ex-
�read, ExProcess, ExSystem) behavior-annex-conf

where ba-a-server-conf ≡ (|ba-states={s0-ba-a-server,
s1-ba-a-server, s2-ba-a-server},

ba-trans={tran1-ba-a-server,tran2-ba-a-server,
tran3-ba-a-server,tran4-ba-a-server},

ba-vars={},
ba-name=″Dispatcherehavior-specification″|)

definitiona-server-impl :: (ExConnection, ’Subprogramcalls, ExDa-
ta, ExSubprogram, Ex�read, ExProcess, ExSystem, ExBehaviorAn-
nex) thread-impl

where a-server-impl ≡ (|impl-subcomps= {SCData local-result},
impl-conns = {cnx1-a-server, cnx2-a-server},
impl-name = ″a-server.i″,
thd-spcalls={},
thread-impl.thd-properties=None,
thread-impl.thd-ba=Some ba-a-server|)

Figure 35: -e segmental code of -read in Isabelle/HOL.
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approaches. Our experience is encouraging, but much more
works remain ahead. First, increasingly larger AADL subsets
should be considered to face complex applications such as
shared variables by several threads with subprogram access,
complex scheduling, etc. in the future works. Second, we
need more complex industrial applications to examine our
theory and the toolset, adjust our schema, and revise the
technical architecture and implementation details, so as to
realize our object that increase the confidence of safety-
critical software. We plan to extend the AADL in Isabelle/
HOL to support more structures and stepwise refinement.
-ird, we need to verify more properties like the rules of
model transformation conforms to semantics equivalence,
the satisfaction of the noninfluence, etc. And the following
important perspective concerns are compilation aspect from
AADL to C language as our next step.
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In order to ensure “a river of clear water is supplied to Beijing and Tianjin” and improve the water quality prediction accuracy of
the Danjiang water source, while avoiding the local optimum and premature maturity of the artificial bee colony algorithm, an
improved artificial bee colony algorithm (ABC algorithm) is proposed to optimize the Danjiang water quality prediction model of
BP neural network is proposed. +is method improves the local and global search capabilities of the ABC algorithm by adding
adaptive local search factors and mutation factors, improves the performance of local search, and avoids local optimal conditions.
+e improved ABC algorithm is used to optimize the weights and thresholds of the BP neural network to establish a water quality
grade prediction model. Taking the water quality monitoring data of Danjiang source (Shangzhou section) from 2015 to 2019 as
the research object, it is compared with GA-BP, PSO-BP, ABC-BP, and BP models. +e research results show that the improved
ABC-BP algorithm has the highest prediction accuracy, faster convergence speed, stronger stability, and robustness.

1. Introduction

+e Party Central Committee, State Council, Provincial
Committee, and Provincial Government attach great im-
portance to the work of ecological environment protection
in Qinling area. General Secretary Xi Jinping emphasized:
“No one can destroy the natural ecological beauty of the
QinlingMountains.”+e Danjiang River originates from the
southern foot of the Qinling Mountains in the northwestern
part of Shangluo, Shaanxi Province, and flows through
Shaanxi Province, Henan Province, and Hubei Province. It is
injected into Danjiangkou Reservoir in Danjiangkou City of
Hubei Province and intersects with the Han River [1]. +e
total length of themainstream is 390 km, which is the longest
tributary of the Hanjiang River. +e basin area is 17300
square kilometers, accounting for 10% of the total area of the
Hanjiang River Basin [2]. +e Danjiang River is an im-
portant water source for the Middle Route Project of the

“South-to-North Water Diversion”. In recent years,
Shangluo City has fully implemented the circular develop-
ment strategy to protect the water sources, built ecological
Shangluo, and ensured that “a river of clean water is supplied
to Beijing and Tianjin.” However, with the advancement of
the resettlement project and social economic development,
more and more domestic sewage is discharged to the
Danjiang River, which directly affects the water quality of the
Danjiang River Basin. +erefore, by predicting the water
quality of the Danjiang River Basin, a scientific decision-
making basis can be provided for the protection and
management of the water environment.

+e currently used common methods for water quality
prediction include the GM model, artificial neural network,
and SVM. In the literature [3], the gray prediction method is
used for water quality prediction. +is method is only
suitable for short-term prediction. +ere is also the disad-
vantage that the larger the gray level of the data, the lower
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the prediction accuracy. Literature [4] and Literature [5]
proposed a water quality prediction model based on the
weighted combination, combined exponential smoothing
method, and water quality prediction model of GM (1,1)
model. Compared with the literature [3], the prediction
accuracy of this method has been improved to a certain
extent, but there is a problem of excessive error, which
cannot be solved. Literature [6] and Literature [7] proposed
an improved water quality prediction model based on the
grayGM(1,1) model, which is much better than the tradi-
tional grayGM(1,1) model. +e BP neural network has the
advantages of self-learning and fault tolerance, which is
widely used in water quality prediction. In the literature [8],
BP neural network was applied to the study of water quality
evaluation and temporal-spatial evolution trend of water
quality. +e results showed that the evaluation results of this
method were more objective and the evaluation process was
more convenient. Aiming at the problem of low prediction
accuracy of small sample data and easy to fall into local
optimum of BP neural network, a water quality prediction
model of double hidden layer BP neural network based on
artificial bee colony algorithm is proposed in the literature
[9], the initial weights and thresholds of BP neural network
are optimized by the ABC algorithm, and the prediction
accuracy is improved. However, the BP neural network with
double hidden layers has overfitting, which easily leads to the
decrease of the generalization ability of the prediction
model.

Aiming at the problems existing in the current water
quality prediction model, this paper improves the local and
global search ability of the ABC algorithm by adding
adaptive local search factors and mutation factors. +e
improved ABC algorithm is used to optimize the weights
and thresholds of the BP neural network, and the improved
ABC-BP hybrid neural network model is obtained. Taking
the water quality monitoring data of the source of Dan River
(Shangzhou District) from 2015 to 2019 as the research
object, compared with GA-BP, PSO-BP, ABC-BP, and BP
models. +e results show that the algorithm has the highest
prediction accuracy and faster convergence speed.

2. Principle of BP Neural Network

BP neural network is mainly composed of input layer, hidden
layer (one or more layers), and output layer [10].+e neurons
in the same layer are not interconnected, and the neurons in
the adjacent layer are connected by weights, and the output of
each layer of nodes only affects the input of the nodes of the
lower layer. +e BP neural network model structure is shown
in Figure 1. +e learning process of the BP neural network is
mainly composed of two parts: forward propagation of signal
and backpropagation of error. In the forward propagation
process of the signal, after the input signal passes through the
network weight, threshold, and neuron transfer function, an
output signal can be obtained in the output layer. If the error
between the output value and the expected value is greater
than the specified amount, then the error will be entered +e
backpropagation process of the error, that is, through the
error return layer by layer, the error is “allocated” to the

neurons of each layer, and the weight is self-adjusted until the
error between the output data value of the output layer and
the expected data value reaches the preset range, then the
training of the network is completed.

Suppose the number of nodes in the input layer, hidden
layer, and output layer of the BP neural network is n,m, and
l, respectively; the weights between the input layer and the
hidden layer and the weights between the hidden layer and
the output layer are wij and wjk, respectively; the thresholds
of the hidden layer and the output layer are tj and tk, re-
spectively; f is the transfer function; the expected output of
the output layer is dk.

+e output of the hidden layer node and the output layer
node is

yj � f 
n

i�1
wijxi − tj

⎛⎝ ⎞⎠ � f netj ,

ok � f 

m

j�1
wjkyj − tk

⎛⎝ ⎞⎠ � f netk( .

(1)

+e error between the output value and the expected
output is
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It can be seen from the error formula that the error E can
be changed by adjusting the weights wij and wjk, and the
weight adjustment is proportional to the drop of the error
gradient, then for the output layer and the hidden layer

Δwjk � −η
zE

zwjk

� −η
zE

zn etk

zn etk

zwjk

� ηδkyj,
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(3)

where η is the learning rate,

δk � −
zE

znetk

� dk − ok( f′ netk( 

� dk − ok( ok 1 − ok( ,

δj � −
zE

znetj

� f′ netj  

l
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δkwjk

⎛⎝ ⎞⎠

� 
l

k�1
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(4)

Among them, the transfer function f(x) � (1 + e− x)−1,
then f′(x) � f(x)[1 − f(x)].

BP weight adjustment formula is
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Δwjk � η dk − ok( ok 1 − ok( yj,

Δwij � η 
l

k�1
δkwjk

⎛⎝ ⎞⎠yj 1 − yj xi.
(5)

Since the BP neural network has slow convergence speed
and low prediction accuracy, it cannot meet the performance
requirements of water quality prediction. +erefore, this
paper uses an improved artificial bee colony algorithm to
optimize the weights and thresholds of the BP neural net-
work to improve its water quality prediction performance.

3. Artificial Bee Colony Algorithm

In order to solve the problem of multivariate function
optimization, Karaboga proposed the artificial bee colony
(ABC) algorithmmodel in 2005, which simulates the honey-
collecting behavior of bees to search for global optimization
goals [11, 12].

3.1. Basic Artificial Bee Colony Algorithm. Artificial bee
colony algorithm is a swarm intelligence optimization al-
gorithm that simulates the process of bees searching for the
best quality and the largest number of nectar sources in
nature. +e algorithm contains three types of bee colonies:
collecting bees, observing bees, and investigating bees. +e
nectar source is a possible solution in the solution space.
Assuming that the algorithm is solved in the K-dimensional
space, the total amount of nectar source is N, and the initial
position formula is .

x
new
ij � xmin,j + rand xmax,j − xmin,j , (6)

where xnew
ij is the position of the initial solution, xmin,j and

xmax,j are the upper and lower bounds of j dimension,
i � 1, 2, 3 · · · , N; j � 1, 2, 3 · · · , K; And both i, j are randomly
generated and are not equal to each other; rand is a ran-
domly generated number between 0 and 1.

Suppose the probability of finding a new high-quality
nectar source and being selected is

pi �
fiti


N
n�1 fitn

. (7)

In the formula, fiti represents the i
th nectar source, that

is, the fitness value of the solution. If the fitness of the new
solution is higher than the original solution, it will be
replaced by the new solution.

fiti �

1
1 + fi

, fi > 0,

1
1 + abs fi( 

, fi < 0,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(8)

where fi is the objective function value of the ith solution.
When falling into the local optimum, the honey bee will

abandon the nectar source and become a scout bee.
According to formula (9), a new nectar source position will
be randomly generated to replace the corresponding posi-
tion in the initially marked nectar source to determine the
final nectar source. According to this, iteration is carried out
repeatedly until the termination condition of the algorithm
is reached [13].

vij � xij + r xij − xtj . (9)

In the formula, j � 1, 2, 3 · · · , K; t � 1, 2, 3 · · · , N, and t is
not equal to i, both t and j are randomly generated; r is a
randomly selected value between [1,−1].

3.2. Improved Artificial Bee Colony Algorithm. In order to
enhance the global optimization and local search capabilities
of the algorithm, adaptive local search factors and mutation
factors are added to improve the ABC algorithm to avoid
premature phenomena [14].

3.2.1. Adaptive Search Factor. In the initial search stage of
the algorithm, an adaptive local search factor ω is introduced
to prevent falling into local optimization. +e local search is
enhanced by adaptively adjusting the population update step
size, and the global and local search capabilities of the al-
gorithm are balanced. +at is, equation (9) is updated to

vij � ωxij + r xij − xtj . (10)

In the formula, xij is the previous worst source of nectar.
+e introduction of ω can speed up the algorithm

convergence speed and avoid premature maturity. +e
change of ω is

ω � ωmin + ωmax − ωmin(  ×
Tmax − c

Tmax
, (11)

whereωmax andωmin are themaximum andminimum values
of inertia weight; Tmax is the maximum number of maxi-
mum mixing iterations between the subpopulations; c

represents the total number of iterations of the current
subpopulation.
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Figure 1: BP neural network model structure diagram.
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3.2.2. Variation Factor. In order to improve the global
optimization ability and accuracy of the algorithm, the
mutation factor Levy is introduced. Compared with other
operators (such as the Gaussian operator, etc.), the mutation
factor can greatly improve the global optimization ability of
the algorithm and prevent the algorithm from emergence of
precocious puberty. +e introduction of the Levy mutation
factor enhances the global optimization capability of the
algorithm based on the adaptive factor. +e specific
implementation is to add the Levy mutation operator to
equation (3) and update it to the following equation:

v
new
ij � ωxij + r xij − xtj   × Lj(t)⊕. (12)

In the formula, Lj(t) is a random number that obeys the
Levy distribution.

After introducing the adaptive mutation factor, the local
update method of the ABC algorithm is shown in equations
(13) and (14):

x
new
ij � ωxij + r xij − xtj   × Lj(t), (13)

xtj � xtj + xij. (14)

4. ImprovedWater Quality PredictionModel of
ABC-BP Algorithm

In this paper, a water quality prediction model is established
by improving the ABC-BP algorithm. +e input of the BP
neural network is ammonia nitrogen (NH3–N), dissolved
oxygen (DO), chemical oxygen demand (COD), perman-
ganate index (IMn), and total phosphorus, six water quality
evaluation indicators of total nitrogen and total nitrogen,
and the output is the water quality grade. +e water quality
prediction model is shown in Figure 2, and the algorithm
flow chart is shown in Figure 3.

Step 1. Take 6 indicators of NH3–N, DO, COD, IMn, total
phosphorus, and total nitrogen as the input of the BP
network for training.

Step 2. Optimize the weights (wij, wjk) and (tj, tk)

thresholds trained by the BP network.

Step 3. Determine whether the output data O and the error
value meet the requirements, if the requirements are met by
the formula (6), the optimal solution is the output, and the
optimal weight and threshold are obtained.

Step 4. If the requirements are not met, the search bee will
find a new nectar source according to formula (13) and
output the value of the solution.

Step 5. Repeat the loop, and finally get the optimal solution.

Step 6. If the number of calculations exceeds the set max-
imum number of iterations, the training ends, otherwise the
function of formula (7) is returned.

Step 7. Obtain the optimal solution, and verify the BP neural
network according to the weight and threshold.

5. Experimental Analysis

5.1. Data Source. In order to verify the reliability and ef-
fectiveness of the improved ABC-BP algorithm for water
quality prediction, the water quality measurement data from
the six monitoring points in the Shangzhou section of
Shangluo City in the Danjiang River Basin from 2015 to 2019
was used as the research object for experimental research.
+e geographical distribution and latitude and longitude
information of water quality monitoring points are shown in
Figure 4 and Table 1, respectively.

5.2. Water Quality Evaluation Index. Water quality evalu-
ation is the process of determining the water quality level of
the sampled water sample based on the various index values
of the sampled water sample and the water quality evaluation
standard, combined with a certain mathematical model [15].
Since there are many indicators for water quality analysis
[16], combined with surface water environmental quality
standards, the water quality evaluation indicators used in
this article are DO, NH3–N, COD, IMn, total phosphorus
and total nitrogen [17], which correspond to +e water
quality grades and content standards are shown in Table 2.

5.3. Data Preprocessing and Evaluation Indicators. In order
to improve the accuracy of the predicted data, use formula
(15) to normalize the data and convert the data to the range
of [−1, 1].

y �
2 Xi − Xmin( 

Xmax − Xmin
− 1. (15)

In the formula, Xi represents the original water quality
data, Xmax is the maximum value in the original data se-
quence, Xmin is the minimum value in the original data
sequence, and y represents the data after the normalization
transformation, which can reduce the difference between the
result and the actual value +e deviation. In order to fa-
cilitate the comparison of water quality grade evaluation of
different evaluation methods, formula (16) is used as the
evaluation index of water quality grade evaluation:

C �
TN

N
× 100%. (16)

In the formula, C represents the accuracy of evaluation;
N is the total number of samples; TN is the number of
samples correctly classified.

5.4. Experimental Results and Analysis. +e water quality
measured data from 2015 to 2019 in the Shangzhou section
of Shangluo city in the Danjiang River basin was selected as
the research object. After sorting, the measured data was
divided into two parts: a training set and a test set. +e
training set was mainly used to establish a Danjiang water
quality prediction model, the test set is mainly used to test
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the pros and cons of the built model. In order to verify the
superiority of the improved ABC-BP algorithm, it is com-
pared with GA-BP, PSO-BP, and ABC-BP algorithms.

Six indicators of NH3–N, DO, COD, IMn, total phos-
phorus, and total nitrogen were used as the input of the
improved ABC-BP model, and the water quality grade was
used as the output of the improved ABC-BP model to

establish the improved ABC-BP water quality evaluation
model [18, 19]. +is article sets the number of input layer
nodes of the BP network inputnum� 6, the number of
hidden layer nodes hiddennum� 20, the output layer node
outputnum� 5, the hidden layer transfer function is the
purelin function, the output layer transfer function is the
logsig function, and the training function is the trainlm
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Figure 2: Water quality prediction model.
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function, +e maximum number of training times is set to
1000 times, and the learning accuracy target is 0.0001.
Different algorithms are run independently for 10 times, and
the average of the 10 water quality prediction results is used
as the final evaluation result. +e population size of GA-BP,
PSO-BP, and ABC-BP algorithms are all set to 10, the
maximum number of iterations is 100, the search interval is
[−1,1], the algorithm runs 10 times independently, and the
results of 10 water quality predictions +e average value is
used as the final evaluation result [20]. +e results are shown
in Table 3, Figures 5 and 6.

From the comparison results of the evaluation accuracy
in Table 3, it can be seen that in the training set and test set,
the optimal accuracy rate of improved ABC-BP is the
highest, 96.58% and 97.32%, respectively, and the accuracy

rate is higher than that of GA-BP, PSO-BP, and ABC-BP;
compared with the ABC-BP, the optimal accuracy rate is
increased by 3.64% and 3.28%, respectively; compared with
the PSO-BP, the optimal accuracy rate is increased by 3.90
and 4.07%, respectively; compared with the GA-BP, the
optimal accuracy rates were increased by 3.86% and 3.99%,
respectively, indicating that the improved ABC-BP can ef-
fectively improve the accuracy of water quality evaluation.

On the training set and test set, the worst and average
accuracy rates of the improved ABC-BP algorithm are
higher than those of GA-BP, PSO-BP, and ABC-BP, which
shows that the improved ABC-BP algorithm has better
stability and robustness.

Figures 7 and 8 are the simulation comparison diagrams
between the single BP neural network algorithm, the

Table 1: Site name and latitude and longitude information.

Monitoring point number Site name Longitude (degrees) Latitude (degrees)
Monitoring point 1 Gouyu bridge 110.02176 33.88903
Monitoring point 2 Wangyuan bridge 109.92283 33.87804
Monitoring point 3 Jinyuan water bank 109.93153 33.86736
Monitoring point 4 Overpass 109.93836 33.86604
Monitoring point 5 Rainbow bridge 109.95553 33.86311
Monitoring point 6 Renyuan bridge 109.97052 33.85894

Table 2: Water quality content grades and classification standards.

Taxon description Class 1 Class 2 Class 3 Class 4 Class 5
NH3–N/mg • L−1 0–0.15 0.15–0.50 0.5–1.0 1.0–1.5 1.5–2.0
DO/mg • L−1 7.5–6.0 6.0–5.0 5.0–4.0 4.0–2.0 2.0–0
COD/mg • L−1 0–10 10–15 15–20 20–30 30–40
IMn/mg • L−1 0–2.0 2.0–4.0 4.0–6.0 6.0–10 10–15
Total phosphorus/mg • L−1 0–0.02 0.02–0.10 0.10–0.20 0.20–0.30 0.30–0.40
Total nitrogen/mg • L−1 0–0.20 0.20–0.50 0.50–1.0 1.0–1.5 1.5–2.0

0~40

N

41~80
81~120
County and district
Danjiang River
Danjiangkou Reservoir

Figure 4: Geographical distribution map of water quality monitoring points.
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improved ABC-BP algorithm, the standard ABC-BP algo-
rithm iteration number, and the target error. From the
figure, it can be seen that the improved ABC-BP algorithm,

the number of iterations of the BP algorithm tending to the
target error value is lower than that of the other two al-
gorithms. When the standard ABC algorithm falls into the

Table 3: Comparison of water quality evaluation accuracy.

Method
Training set accuracy (%) Test set accuracy (%)

Optimal Worst Average value Optimal Worst Average value
GA-BP 92.72 91.68 92.2 93.24 92.17 92.70
PSO-BP 92.68 92.19 92.43 93.16 92.39 92.77
ABC-BP 92.94 92.38 92.66 93.95 93.42 93.68
Improved ABC-BP 96.58 93.36 94.97 97.23 93.89 95.56
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local optimization, the improved ABC-BP algorithm can
jump out of the local optimization. Due to the addition of the
levy factor and the adaptive factor, the prediction accuracy,
convergence speed, and stability of the improved ABC-BP
algorithm are greatly improved. Figure 9 is a fitting diagram
of actual output and target output. It can be seen from the
figure that the fitting is better, indicating that the improved
ABC-BP algorithm has better convergence.

In order to compare and study the influence of different
hidden layer node numbers, learning rate, and iteration
number parameters on the water quality prediction and
evaluation results, the accuracy rates of different parameters
were compared, and the results are shown in Figure 10.

It can be seen from Figure 10(a) that the accuracy rate of
the water quality evaluation model gradually increases with
the number of hidden layer nodes. When the number of
nodes is 20, the accuracy rate reaches the maximum, and
when the number of hidden layer nodes increases, the ac-
curacy rate gradually decreases, and the network complexity
increases. +erefore, considering the prediction accuracy,
network generalization ability, and complexity, the best

number of hidden layer nodes of the BP neural network is
20. It can be seen from Figure 10(b) that as the learning rate
increases, the accuracy of the water quality evaluation model
gradually increases. When the learning rate is 0.05, the
accuracy reaches the maximum, and after it exceeds 0.05, the
accuracy gradually increases and then it reduces. It can be
seen that when the learning rate is 0.05, the effect of the
model is the best, and the generalization ability and accuracy
rate reach the best state. It can be seen from Figure 10(c) that
as the number of iterations increases, the accuracy of the
water quality evaluation model gradually increases. When
the number of iterations is about 500, the prediction ac-
curacy is the highest. After more than 500, the accuracy
increases with iterations.+e increase in frequency gradually
decreases. It can be seen that when the number of iterations
is about 500, the local search ability and global search ability
of the model are the best, and the accuracy rate is the highest.
At the same time, the iteration time and prediction accuracy
of GA-BP, PSO-BP, ABC-BP, and improved ABC-BP are
compared, and the results are shown in Table 4. Analysis of
the results shows that the improved ABC-BP algorithm has
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Figure 7: BP network simulation diagram.
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the shortest iteration time, the highest accuracy, and the best
model. +e above analysis lays the foundation for the
construction of the later water quality evaluation model and
the study of parameter selection.

6. Conclusion

In order to build a stable, reliable, and highly accurate water
quality prediction model, an improved ABC-BP algorithm
model is proposed. By adding the adaptive local search
factors and mutation factors, the local and global search
capabilities of the ABC algorithm are improved to improve
the performance of local search and avoid local optimal
conditions. +e improved ABC algorithm is used to opti-
mize the weights and thresholds of the BP neural network
and establish a water quality grade prediction model. Taking
the water quality monitoring data of Danjiang source
(Shangzhou section) from 2015 to 2019 as the research
object, compared with GA-BP, PSO-BP, ABC-BP, and BP
models, the research results show that the improved ABC-
BP algorithm has lower iterations, faster convergence speed,
highest prediction accuracy, and has good engineering ap-
plication and promotion value. Since there are fewer eval-
uation indicators that affect the water quality grade in this
article, more water quality evaluation methods with more
influencing factors will be studied later to further improve
the applicability of the model.
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Construction of the entrepreneurial ability evaluation system based on the Communist Youth League’s second class is presented in
this paper. Drawing on the advanced experience of foreign countries and in accordance with the requirements of UNESCO, the
objectives of innovation and entrepreneurship education should be integrated into school education and teaching objectives, and
the content, curriculum, and atmosphere of social entrepreneurship education should be highlighted, with the effectiveness of
entrepreneurship education as the focus of practice. Combining the characteristics and advantages of all disciplines and dis-
ciplines, we will create an innovative and pioneering education system that integrates interyear, interdisciplinary, interdisci-
plinary, and distinctive features and infiltrates the entire process of cultivating outstanding professionals in various fields.,rough
entrepreneurship education, general education courses to guide students to focus more on professional courses pay more at-
tention to the latest developments in professional fields and innovation thus optimizing their knowledge structure and cultivating
their innovative thinking, entrepreneurial awareness, and professional competence

1. Introduction

With the continuous promotion of the education authorities
and universities, college students’ entrepreneurship and en-
trepreneurship education have quickly become a hot spot in
higher education. However, there are still many areas worthy
of improvement and optimization in the environment for
entrepreneurship and entrepreneurship education that
mainly manifested in [1–3]: the tripartite linkage mechanism
between local governments, universities, and individual
students under the framework of entrepreneurship education
has not yet been established, and policies supporting college
students’ entrepreneurship have not yet been implemented
(Figure 1).

,e core of the entrepreneurship is innovation. Entre-
preneurship based on innovation is full of vitality and has
only sustainable development. China’s urban economic

structure shows transition from a big manufacturing
country to a strong manufacturing country. ,erefore, the
basic elements of an innovative city include management
innovation, technological innovation, and the industrial
innovation. ,e curriculum system is a comprehensive re-
flection of the goal of the personnel training and teaching
philosophy. ,e curriculum system to a certain extent de-
termines the students’ knowledge structure and ability
structure [4].

,e research on the establishment of entrepreneurial
education curriculum is not only the need of improving the
theory of the entrepreneurship education but also the
actual need of then carrying out the undertaking education
activities. To combine the curriculum system of entre-
preneurship education with successful entrepreneurs, we
must have entrepreneurial consciousness, personality
traits, core competence, and social knowledge structure.
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,e construction of the high-tech venture risk evaluation
index system should also follow the following principles
[5, 6]. (1) Scientific principle: the scientific principle is the
basis of constructing the index system of high-tech venture
risk. Its main performance indicators in the selection and
design should have a theoretical basis, to grasp the regu-
larity and creativity. (2) ,e principle of the development:
enterprises of the same nature are faced with different risks
in different periods, especially in the current market
economy of our country. Because of the economic system,
industrial policy, exchange rate policy, capital market, and
other factors that have a significant impact on entrepre-
neurship are still not stable. High-tech entrepreneurship is
facing a lot of uncertainty. (3) Systematic, targeted, and
some operational principles: the various risks enterprises
face in starting a business do not exist in isolation. ,ey are
interrelated and influence each other. In the construction
of the index system, we should consider these risk factors as
an organic system, analyze the risks that high-tech start-ups
face, and at the same time pay attention to the measur-
ability and accessibility of the indicators.

With the goal of cultivating outstanding professionals in
various fields, a comprehensive and systematic course sys-
tem of the innovation and entrepreneurship education and a
first and second classroom interaction are set up. ,e
comprehensive platform for interyear, interdisciplinary, and
interdisciplinary entrepreneurship practice combines or-
ganic integration of general simulated exercises and actual
exercises focusing on building a distinctive “one core, three
platforms, and nine modules” innovation, and the entre-
preneurship education system guides and helps college
students change the employment concepts, broaden the
entrepreneurial channels, cultivate innovative ability to
create entrepreneurial talent, and through continuous ex-
ploration, gradually built into distinctive features, significant
results, and demonstrative ability to drive the national or
provincial college students innovation and entrepreneurship
education demonstration base. In Table 1, we show the
principles that should be considered [7].

2. Communist Youth League’s Second Class

,e second class transcript of the core Communist Youth
League refers to the mechanism of the first class and
combines the characteristics of the second class with the
transcripts of students’ participation in the second class
activities in a manner similar to that of traditional uni-
versity transcripts. ,e emergence of transcripts in the
second class has led to the explicit display. As a forward
front of ideological work, colleges and universities
shoulder the important speech of the propaganda and
general secretary series and new ideological and tactic
strategies of governing state affairs and politics, nurturing
and promoting the socialist core values and providing
human resources protection for the realization of the
Chinese dream of the great rejuvenation of the Chinese
nation and intellectual support for the important task.
Strengthening the ideological and political work in col-
leges and universities is a strategic project, a solid project,
and a project of casting soul and is of great and far-
reaching significance.

,e “Transcripts of Second Class” of colleges and uni-
versities cover most of the tasks and responsibilities of CYL in
colleges and universities. ,ey guide, record objectively, sci-
entifically evaluate, and promote the growth of students and
systematically modularize and dataize students’ participation
in the second classroom. Students will be provided with a
demonstration of self-evidence of some scientific evaluation
systems as effectively leading students to take the initiative to
integrate into the ideological and political education. In the
analysis and research of some related cases, the author believes
that the establishment of the second classroom transcript
system can be developed from the “three-step” strategy:

(i) System and scientific assessment is the important link
of the second class report card system. In order to then
establish the system of the system, we can learn the
pattern mechanism of the first class and combine the
characteristics of the second classroom activity, such
as attendance, ordinary performance, and final grade.

Communication

Business Plan
Fits and gaps

Ambiguity

Creativity

Uncertainty Capital market context

Leadership

Exogenous forces

Founder (1)

Resources
(4)

Opportunity
(2)

Team
(3)

Figure 1: ,e entrepreneurial ability evaluation system framework.
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(ii) ,e establishment of the second class transcript
system should pay attention to analysis, reflecting
the needs of multiple analysis, and from the stu-
dent’s point of view, the second classroom tran-
script will be that students of the second classroom
education were dominant ,rough the analysis of
the results, on the one hand, students gain a sense of
achievement; on the other hand, it also stimulates
students to selectively participate in the weak links
in the second class to think. From the perspective of
schools, big data analysis is used to provide scientific
data for school second class education reform on the
one hand, and effective data for student personality
development analysis on the other hand.

(iii) On the basis of their own reality and characteristics,
colleges and universities can further clarify and
conclude the second classroom activities types and
establish a scientific second classroom curriculum
system based on the practice of quality development
practice.

,e fundamental purpose of the personalized education
is to enable students to develop their good personality,
character, and specialty by providing personalized devel-
opment goals, paths, models, and evaluations for different
types of students. So that students’ personal potential can be
fully developed. Personalized education thought originated
in the 1960s humanistic philosophy of education. As early as
the 1980s, Europe and the United States started the pilot
reform of the personalized education. Harvard professor
Howard Gardner also wrote in 2009 that the era of per-
sonalized education is coming.

Personalized education has become an international
trend of education. Individualized education is an inevitable
requirement to adapt to the diversified talent structure in
modern society. It is an inevitable choice to realize the
smooth transition of the higher education. It reflects the true
meaning of the education and the return of education es-
sence. It is an important measure for CYL to acquire youth
identity through its own advantages. ,erefore, we should
consider the following regulations:

(i) School material culture is the material carrier and
guarantee of school spiritual culture. It is imperative
to build a training base for students to cultivate their
comprehensive qualities and at the same time
strengthens the management of the characteristics
of the community to then cultivate student senti-
ment, cultivate students’ expertise, and enhance the
employment competitiveness of students to lay the
foundation.

(ii) ,rough the party branch’s mass line education
practice, service awareness and education awareness
are raised. ,rough the mass line summary of ed-
ucation practice, improvement to participate in the
students’ cognitive ability, and actively guiding stu-
dents to establish correct world outlook, the outlook
on life, values, working for party, and government
leadership attaches great importance to the basic
campus culture construction attention responsible
for the teacher correct guidance to participate in a
strong situation of students’ positive enthusiasm.

(iii) ,e work group of the Communist Youth League in
Colleges and universities has a wide coverage and a
good mass base. ,e campus culture activities
carried out by the Communist Youth League ac-
tivities are more vivid, and the leader role of student
leaders is more effective.

Years of practical experience have proved that effective
and high-quality social practice plays an important role in
cultivating the comprehensive qualities of young people in
relation to theory, innovative thinking, and social adapt-
ability. In this sense, the second CYL education for the
young people is an important guarantee for the all-round
development of young people. Due to the change of the
specific living environment and the continuous emergence
of undesirable social phenomena in the transition period, the
CYL must expand its relevant functions as needed to con-
tinuously innovate and improve the content and then form
of the second class so as to provide assistance for the all-
round development of young people as shown in Table 2.

Table 1: ,e principles for the construction of the entrepreneurial ability evaluation system.

Principles Details

Introduce the system of instructor and enhance the effectiveness of
the system

Gradually establish a university venture research institutions. ,e
sustainable development of college students’ entrepreneurship

education cannot be separated from the support of research work.
Colleges and universities are the main front of scientific research
activities. University teachers generally have some research ability.

Open entrepreneurship education public class and strengthen
students entrepreneurship awareness education

In setting up the education curriculum system, we pay attention to
the innovation and practicability of education, set up the education
public course, and gradually build up a relatively perfect system of

education courses with its own characteristics.

Professional knowledge embedded in innovation and
entrepreneurship and education to play an active role in professional
advantages and special talents

Curriculum teaching can accumulate and deepen students’
entrepreneurial quality, add relevant contents of innovation and
entrepreneurship, and promote innovation and entrepreneurship

education in the whole process and individuation.
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3. The Construction of Entrepreneurial Ability
Evaluation System

3.1. (e Entrepreneurial Ability. Although there is a rapid
development of our college students’ innovation and basic
entrepreneurship education, there are still some short-
comings and first teachers need to be strengthened urgently.
Innovation and entrepreneurship education is a compre-
hensive quality education, not only to carry out innovation
and entrepreneurship theoretical knowledge but also to pay
attention to the stimulation of innovation and innovation
and practical ability to improve. ,is requires that teachers
not only have a wealth of the knowledge of innovative
entrepreneurship but also have rich practical experience in
innovation and entrepreneurship [8].

Broad sense of entrepreneurship refers to the post-
entrepreneurial, and narrow sense of the general business
only refers to the own business. Around the basic meaning
of the innovation and entrepreneurship, colleges and
universities should take the following countermeasures in
cultivating students’ ability of innovation and entrepre-
neurship [9, 10]. (1) Universities can organize a series of
the innovation and entrepreneurship competition activi-
ties, cultivate students’ innovative awareness, and improve
students’ innovation and entrepreneurship ability. Stu-
dents are encouraged to actively participate in provincial,
national innovation, and entrepreneurship competitions
and academic activities. (2) ,e consciousness of inno-
vation itself is a motive force and an accelerator of in-
novation. It dominates the creative ability of people and
then promotes the cultivation and improvement of in-
novation ability. Cultivating students’ consciousness of
innovation and entrepreneurship is the basic goal of
carrying out innovative and the entrepreneurial education
in colleges and universities. ,e school publicises the
innovation and entrepreneurship policies and successful
entrepreneurs’ experiences through the school magazine,
the school radio station, the campus network, billboards,
and other media to stimulate students’ entrepreneurial
enthusiasm. (3) Elective courses for innovation and en-
trepreneurship can include company law, modern enter-
prise system, innovative thinking, enterprise management,
and entrepreneurship theory and practice. Students can
choose appropriate courses and innovation and entre-
preneurship practice activities according to their own
interests and hobbies, so as to lay a good theoretical
foundation for their own innovation and entrepreneur-
ship. In Figure 2, we show the entrepreneurial ability and
economic resources.

In terms of professional curriculum, there should
combination with the characteristics of each professional
and its key in basic conjunction with market, targeted to
open innovation business-related courses and at the same
time pay attention to the students’ individual character
development needs, according to their aptitude.

Colleges and universities should actively seek coopera-
tion resources and establish multiple university-enterprise
cooperation to create business incubators and gradually

strengthen the university students innovative entrepre-
neurial atmosphere, kinds of innovation through entre-
preneurship competition project to promote the practice of
college students, through competition incentives to en-
courage the innovation of the college students entrepre-
neurship practice, provide students with more opportunities
for innovation entrepreneurship practice, and promote the
college students’ innovative entrepreneurial ability of gen-
eral ascension. ,e competitive situation in China’s tran-
sition environment forces entrepreneurs to strengthen their
learning to improve their own entrepreneurial ability, so as
to improve the performance of new enterprises [11].

Although many scholars have emphasized the impor-
tance of the entrepreneurial learning to new company,
existing research stays in the conceptual phase, and more
entrepreneurial learning mechanism for new enterprises
lack the corresponding empirical test. Teachers teach stu-
dents ways to deal with the problems in the process of
teaching, fully mobilize students involved in the actual
teaching to let the students to use their own subjective
initiative to solve the problem, and let the students in the
learning process to realize their own sense of the accom-
plishment. After the students have achieved success, they
have cultivated the correct learning method and cultivated a
good attitude of learning [12, 13].

Students get a personal experience in learning and learn to
create in the experience. Teachers use multimedia teaching
instead of the traditional blackboard teaching, put forward
corresponding problems, improve the classroom teaching
atmosphere, improve students’ practical ability, and guide the
student to find problems in the learning process to solve.
Students become masters of the learning in the process of
solving problems, and teachers have some guidance around
them, and the suggestions are listed as follows:

(i) Organization and management ability is the guar-
antee of business success and business development
capacity relationship with the development of en-
terprise. On college students’ entrepreneurs, busi-
ness development capacity refers to have a keen
sense of touch and the insight ability and able to
capture the development trend of the industry. At
the same time, it must have a strong ability to adapt
and develop ability.

(ii) ,e improvement of college students’ entrepre-
neurial ability requires the work of education, while
the development of the education is more necessary
for modern teaching methods, as well as the help of
hardware facilities such as libraries, websites, and
databases especially need to combine entrepre-
neurship education in colleges and universities
practicality and other characteristics to establish a
professional and advanced innovative entrepre-
neurial training department to let the students to
fully experience the entrepreneurial practice under
various scenarios.

(iii) Of course, our long-term exploration of the en-
trepreneurship education in the colleges and
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universities has made some progress, but because
the entrepreneurship education is still in the initial
stage, the idea of education act too utilitarian and
simple and entrepreneurship education has been in
the job training and training work. In the current
stage, self-employment education needs to be de-
veloped, so as to achieve the integration of the three
aspects such as self-employment education, quality
education, and regular education and deepen the
educational reform.

3.2.(eBusinessEvaluationModel. ,rough the research on
evaluation and safeguard measures of entrepreneurship
ability both at home and abroad, we can find that because
college students start a business as a dynamic process, they
need complex dynamic research and sequence analysis in
methodology [14]. Many research studies tend to analyze the
composition of entrepreneurial ability of the college students
through questionnaire analysis to obtain the corresponding
data as shown in Figure 3.

After the establishment of the index system and evalua-
tion criteria of the internal performance evaluation control
system of an enterprise, the final evaluation result needs to be
quantified through the evaluation score method. ,e evalu-
ation scoring method generally adopts a certain measurement
model to unify the evaluation indexes of different types and
types of systems and finally obtains the clear and definite
evaluation results and then forms the evaluation conclusion

and further completes the evaluation report. Because the
interpersonal comprehensive ability is a comprehensive study
of the interpersonal communication ability of the college
students, in the face of complex entrepreneurial process,
identification is conducive to college students to grasp the
corresponding entrepreneurial opportunities and develop
good executive ability as entrepreneurial project exercises, for
college students venture to maintain good interest in order to
effectively motivate students to start their own businesses, so
the overall regression of these variables is more significant but
also in line with the college students entrepreneurship theory
and public awareness. In addition, full absorption of social
human resources to make up for teachers hired successful
entrepreneurs as visiting professors in entrepreneurship ed-
ucation, to carry out short-term teaching. Open lectures
participate in case discussions to give students a professional
guidance and evaluation of business plans but also pay at-
tention to the professional growth of entrepreneurship
teachers, to create more opportunities for teachers to enhance
training. ,rough holding entrepreneurial teaching seminars,
organizing teachers to attend the entrepreneurial academic
conferences, and so on, special training for teachers is carried
out to improve the quality of practitioners.

3.3. (e Entrepreneurship System. Although we have given
different explanations and choices about the concepts and
curricula of the general education, the related theoretical
research and practical exploration are also different [15].
However, the core concept always focuses on the all-round
development of the “people” themselves. ,erefore, we
believe that general education is part of the nonprofessional
education in college education. It is a “common education”
that prepares students for any major study, aiming to cul-
tivate social citizens with social responsibility, that sound
personality, broad vision, and all-round development. ,e
goal of the entrepreneurship education at three levels of the
target orientation is as follows: first, on the whole, the basic
goal of entrepreneurship education is to cultivate college
students entrepreneurial awareness and entrepreneurial
ability, to promote the practice of planning students; second,
from colleges and universities, the goal of entrepreneurship

Table 2: ,e communist youth league’s second class suggestions.

Suggestions Details

Stimulate wisdom and mobilize the enthusiasm
of students

Each student has advantages such as fully exploiting its inherent potential and guiding
them to participate actively in the second class of the Communist Youth League. ,is
requires that the CYL must formulate a set of incentive policies that motivate students
and teachers to participate and establish a way to encourage as many students as possible
to participate in the second classroom activities and to maximize student motivation,

initiative, and creativity.

To form a routine and ensure the smooth
development of activities

To truly implement, we must establish the three-level management system from the
school Youth League Committee, the Youth League Committee, and the class league
branch. In this process, the guiding role of the teachers is very important. Under the
guidance of professional teachers, the students’ confusion period is shortened, and the

enthusiasm of participating in the second class is also then improved.

All-round evaluation to promote the all-round
development of students

It will improve teaching effectively and promote students' development and
improvement to establish an evaluation system with multiple evaluation subjects and

comprehensive evaluation contents and diversified evaluation methods.

Economic resources

land
natural resources, the “free gifts of nature”

labor
the contribution of human beings

capital
plant and equipment
this differs from “financial capital”

entrepreneurial ability

Figure 2: ,e entrepreneurial ability and economic resources.
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education is to cultivate the basic ability and pioneering
personality of college students in different fields so that they
have a good sense of entrepreneurship, entrepreneurial
psychology, and entrepreneurial ability and form awareness
and habits of initiative and research study; thirdly, from the
perspective of individual students, the purpose of accepting
startup education should be to cultivate their own profes-
sionalism and sense of responsibility, pioneering person-
ality, the spirit of adventurousness, ability to work
independently, and entrepreneurial ability to adapt to the
changing social and professional environment, as well as the
ability to coexist and collaborate with others.

After several years of practice, it is not hard to find that
this model of entrepreneurship education did not rise to the
level of concept guidance. ,ere are some unavoidable
problems, and without a clear distinction between the
subject knowledge and the meaning of “creative” goals and
the understanding of entrepreneurial talent, the sense of
entrepreneurial entrepreneurship as well as the overall
quality of entrepreneurship has not been truly cultivated.
,e knowledge structure needed by the students cannot be
completely constructed. In the summary, we finalize the
following suggestions. (1) In order to overcome the limi-
tations of the traditional theory of classroom teaching to
cultivate the real sense of entrepreneurial talent, entrepre-
neurship research needs to be actively carried out. Special
entrepreneurship research institutions should be set up to
carry out entrepreneurship education and entrepreneurship
capacity building research. (2) Utilize favorable social re-
sources, invite outside entrepreneurs, entrepreneurship
successful people, and hold some business forums and
lectures on a regular basis to tell students about the business
process and share their entrepreneurial experience. Colleges
and some universities should regularly carry out entrepre-
neurship competition plans to provide students with
practice simulation opportunities. In addition, all-round

guidance and support for the entrepreneurship students in
schools should be given full play to the typical radiation role
and a strong entrepreneurial atmosphere to promote the
development of entrepreneurship education in higher ed-
ucation institutions. (3) College student startup education is
the education that all college students should accept. It has
the properties of the education. According to the basic idea
of the general education in building the university entre-
preneurship education curriculum system, popularize en-
trepreneurship education in ordinary colleges and
universities as soon as possible, and the curriculum is the
effective way to improve the quality of the entrepreneurship
education in colleges and universities.

4. Conclusion

Construction of the entrepreneurial ability evaluation
system based on the Communist Youth League’s second
class is presented in this paper. ,e basic knowledge of
entrepreneurship theory is the main focus of the school to
promote innovation and entrepreneurship. According to
the students’ essential knowledge, ability, and quality
structure, they build up three modules and a three-di-
mensional foundation platform for entrepreneurship
teaching. ,e cultivation of entrepreneurial talent’s
comprehensive qualities requires that the students’ social
adaptability and innovative ability be highlighted, and the
limitation of professional adaptation in the past should be
exceeded by one-sided emphasis on personnel training in
higher education in which emphasis should be put on
equally on both theory and practice, persistence in theory,
and practice in personnel training.
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Figure 3: ,e business evaluation model simulation.
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)e purpose is to improve the power and innovate the communication mode of mainstream I&P (Ideological and Political)
education in C&U (Colleges and Universities). )e opportunities and challenges that I&P education is facing or will face in media
times are analyzed from three factors: the subjective, the mediator, and the environment, which affect the power of mainstream
I&P in C&U. Educational means, carriers, resources, places and times, and the interactions between educators and the educated
can bring opportunities for the improvement of the educational power of C&U. However, there are great challenges in all aspects
of the mainstream ideology, such as education methods, education ideas, education content, education leadership and discourse
power, and network public opinion control. Finally, a series of measures are proposed to improve the power of mainstream I&P
education in C&U in media times, and they are updating the concept of media education, strengthening the ideological guidance,
ensuring the direction of mainstream I&P education, and optimizing the media environment so that a more perfect innovative
mode of I&P education is constructed. )e research enriches and develops the theory of mainstream I&P education in C&U,
innovates the methods of mainstream I&P education in C&U, and enhances the power of mainstream I&P education.

1. Introduction

Inmedia times [1], improvingmainstream I&P (Ideological and
Political) education power in C&U (Colleges and Universities)
[2] has great significance. First, the research onmainstream I&P
education power in C&U is a response to the relevant policy and
deployment of the party and the state [3].)e research can help
communicate China’s mainstream ideology to teachers, stu-
dents, and even the whole society. Second, the research on the
power of mainstream I&P education in C&U is a real demand
for strengthening mainstream I&P education and responding to
the challenges of mainstream I&P education in media times [4].
)ird, it helps college students and staff to strengthen the
mainstream ideology [5]. Fourth, it improves mainstream I&P
education power of university staff [6].

At present, the academic circles make some achieve-
ments in the research of new media and ideology [7]. In

terms of the above research, western scholars undertake
earlier and make many theoretical achievements [8].
However, there are few concerning the ideas that college and
university students hold in media times from the perspective
of power education. Although the academic research in-
volves the basic theoretical issues of idea construction in
C&U in China [9], most of them are scattered in some papers
and lack targeted research works. )e main problems
existing in the current research are: it is not thorough and
comprehensive; most of the research suggestions are based
on theory and do not combine with the actual needs of
individuals and subjects; it is not from power effect, and
specific measures are not proposed.

)e purpose of ideological and political education net-
work communication is very clear, in order to promote the
overall development of college students. In a sense, on said,
college students’ ideological and political education is a
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communication process. It is to solve the spiritual and
practical problems of college students, so that college stu-
dents establish a correct world outlook, positive outlook on
life, scientific values, and noble moral outlook, and promote
their all-round development. In this educational process,
communication is everywhere.

)e methods adopted are the literature research method,
interdisciplinary method, and induction method [10–12],
and the corresponding solutions are summarized by sorting
out the literature, referring to the related disciplines, and
analyzing and inducting the problems so that the network
communication process and innovation mode of main-
stream I&P education for the new media era are established.

2. Influencing Factors of Idea Education and
Network Communication in C&U

2.1. Subjective Factors. )ere are several views on the ed-
ucational subject, such as single-subject theory, double-
subject theory, and intersubjectivity theory [13], and the
third is selected here. )e main factors affecting idea
communication in C&U are divided into two aspects: ed-
ucators and the educated.

)e ancients say, “a teacher is a model of a person.”
Teachers play an exemplary role in every aspect of life,
including C&U. Teachers’ words and deeds have a wide
range of invisible mainstream I&P education power for
students, and they influence students’ thoughts, values, or
political statement according to the teaching objectives,
plans, and organizations, showing teachers’ leading roles
[14]. In the media age, resource sharing and equal com-
munication have become the norm of education. However,
compared with teachers, students lack the ability to dia-
lectically absorb knowledge in mixed information. In this
case, the main role of teachers as educators begins to play.
According to the existing theories, teachers can use their
cognitive and analytical ability in information management
to make information choices and guide students to establish
a healthy and positive ideology in the new era.

)e educated are important participants in idea com-
munication in C&U [15], and the purpose of mainstream
I&P education and communication is to cultivate college
students to form correct ideological concepts. Under the
new media age, college students are receiving mainstream
I&P education all the time. Meanwhile, they also restrict the
publicity of mainstream I&P education. )eir ideology and
morals determine the goal setting, content selection, and
educational links of idea education.)e development of new
media will undoubtedly show the collision between various
ideologies. In such a complex new media environment,
whether college students can adhere to the mainstream
ideology appropriately is very important, and their ideo-
logical state can directly reflect the strength of college
ideology.

)rough the study of the network education platform
based on cloud computing, the activities of teachers and
students in the network education platform are optimized,
and the channels for obtaining network teaching resources

and network learning tools are broadened, so as to meet the
needs of learners with various personalities.

2.2. Mediator Factors. Educational objectives, contents,
methods, and carriers are important mediators that con-
tribute to the interaction between educators and the edu-
cated [16], which is called educational mediators, and their
importance is self-evident in mainstream I&P education and
communication in C&U.

Having a specific educational goal is the premise of
mainstream I&P education and communication because the
goal shows the essence and direction, stipulates the content,
and has a great influence on the methods and carriers. To
deal with the more complicated problems in the new media
times, the educational objective shows a trend toward
mainstream I&P education for students, which includes the
socialist ideological education, strengthening the scientific
belief of Marxism, adhering to the leadership of the CPC
(Communist Party of China), and reinforcing the political
belief of socialism with Chinese characteristics. Also, other
educational activities must focus on this goal, for it provides
strong power for mainstream I&P education and commu-
nication. )e key to mainstream I&P education and com-
munication is whether this goal is achieved or not.)erefore,
the educational goal is also an important reference to
evaluate the results of mainstream I&P education and
communication.

A comprehensive and systematic communication con-
tent of mainstream I&P education in C&U carries a good
educational ability. A specific educational content, based on
the objectives of I&P education, students’ actual needs, and
physical and mental development, is a major component of
ideological education and communication, an important
factor to achieve the goal of mainstream I&P education and
communication, and also a reference for teachers and stu-
dents to implement the mainstream ideology. In media
times, there exists mixed ideology, and only more com-
prehensive and systematic ideological education content can
help teachers to spread mainstream consciousness to stu-
dents accurately and effectively, accordingly enhancing the
attraction and affinity of mainstream consciousness.

Finally, the important conditions for the improvement of
I&P education ability are methods and carriers. Methods are
indispensable in mainstream I&P education and communi-
cation. )e common educational methods that higher edu-
cation employs are the practice method, the edification
method, and the indoctrination method. In media times, the
mainstream I&P education and communication in C&U must
be innovative and developmental, and only in this way can the
education and communication ability of the higher education
improve. Besides, the realization of educational objectives, the
construction of teaching content, and the application of the
method are dependent on carriers, which includes classroom,
activity, conference, and new media. )e carrier can make
other educational mediators play their roles.

2.3. Environmental Factors. )e educational environment of
ideology is a major factor affecting its communication [17],
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which is known as the environmental factors. )e most
important factor is the social environment, which is the
macroenvironment for the formation of mainstream I&P
education power, covering politics, culture, and social
economy. )e socialist economic system lays an economic
foundation for the formation of ideology. A good economic
environment is conducive for college students to better
identifying with the mainstream ideology. )erefore, the
development of the economic environment is essential for
exchanging ideas. )e political environment includes the
current political system and the actual state of political
development, which has a restrictive effect on mainstream
I&P education. )e continuous improvement of the edu-
cation system, which possesses Chinese characteristics, is
beneficial to the development of China’s socialist ideology.
In media times, only by strengthening the construction of
socialist democracy and legal system, can its greatest su-
periority give full play and provide a good political envi-
ronment for the education and communication of ideology.
)e cultural environment also plays an important role in the
spread of mainstream I&P education. Without a good
cultural atmosphere, people are easily lost in the complicated
ideological flow in the new times.

)e environment in C&U is the microenvironment.
C&U are the main places for mainstream I&P education and
communication [18]. )e environment directly affects the
formation of students’ mainstream consciousness, and it
includes the material environment, cultural environment,
school system, and interpersonal communication. A har-
monious campus environment can help students form a
good sense of campus culture. Good infrastructure helps
students learn effectively, campus culture leaves a deep
impression for every student, and a harmonious interper-
sonal environment can form a good campus atmosphere. A
warm and harmonious campus environment certainly
contributes to the communication of mainstream I&P ed-
ucation in C&U in the new media times.

)e virtual environment cannot be neglected. )e new
media era comes, and it changes people’s lives [19] and the
living space of students. )e education and communication
of ideology are deeply affected by it, forming a new envi-
ronment for the education and communication of main-
stream ideology. Its free and open characteristics greatly
enhance the dominant position of students, meet the de-
velopment requirements for students’ free personality, and
affect every aspect of their life and learning. )erefore, the
new media has become an important environmental factor
in the spread of mainstream I&P education.

)e influencing factors of mainstream I&P education
and network communication in C&U are shown in Figure 1.

2.4. Social Environmental Factors. )e operation of cultural
environment of ideological and political education outside
the system is carried out under the contradiction between it
and social environment and ideological and political edu-
cation, thus entering two basic fields. First, it enters into the
social environment system and exchanges information and
energy with the economic and political environment.

Second, it enters into the ideological and political education
activities and forms a two-way construction with ideological
and political education. Of course, the premise of ideological
and political education is based on people in social reality,
and “realistic people” become the logical starting point of
ideological and political education.

3. Opportunities and Challenges ofMainstream
I&P Education and Network
Communication in C&U

3.1. Opportunities of I&P Education in C&U in Media Times.
First, the new media enriches the means of education and
expands the carrier of education. In the traditional education
environment, mainstream I&P education in C&U mainly
relies on teachers’ unilateral knowledge transfer [20]. )ere
is not much time for communication and interaction be-
tween educators and the educated, which leads to the ed-
ucation of mainstream ideology becoming a boring form of
preaching. )e after-class communication between educa-
tors and students is even little, and the problems encoun-
tered in students’ life and learning are difficult to be
understood by teachers. In the process of teaching, the
carrier of education is single, and the enthusiasm of students
is low. Inmedia times, teachers can contact students anytime
and anywhere, and the educational means change from
offline mode to online and offline mode, strengthening the
exchange between teachers and students. )e application of
multimedia, social tools, platforms, and various mobile
terminals enriches the path of ideological education com-
munication and enhances the effect of education
communication.

Second, the educational resources should be rich and the
educational content should be three-dimensional. In tra-
ditional I&P education and communication, the content is
often prescribed in advance, most of which come from the
national strategies [21]. )erefore, mainstream I&P

Influencing factors

Main factor Mediator factor Envirnmental
factor

Educator

Educated

Educational
goals

Educational
content

Educational
methods

Education
carrier

Social
environment

University
environment

New media
environment

Figure 1: Influencing factors of mainstream I&P education and
network communication in C&U.
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education is very conventional in the traditional education
classroom.With the help of the carrier in the new times, I&P
education classroom is not only lively, interesting, and
humorous but also full of affinity and appeal. )e network
content is omnipresent, which greatly enriches the educa-
tional resources. Meantime, the resources are collected by
online and offline parallel access so that teachers and stu-
dents can have real-time, three-dimensional, and vivid
ideological education and communication, having an all-
round impact on students’ behavior, habits, and ideas and
making them feel the spread of mainstream ideology.

)ird, it breaks space-time restrictions and strengthens
the exchange between teachers and students. In the tradi-
tional way of education, I&P education is mostly limited to a
fixed time and place [22], while the arrival of the new media
times breaks this situation. First, under the advantage of
network timeliness, mainstream I&P education can spread
and interact in real time, to improve the timeliness of
mainstream I&P education and expand the exchanging
channels and influence of mainstream ideology. Besides, it
also expands the space for education. Under the power of
media, the exchange between educators and the educated is
enhanced, and I&P education and communication are more
affinities.

)e opportunities of mainstream I&P education in C&U
in modern times are shown in Figure 2.

3.2. Challenges of the Communication of Mainstream I&P
Education inC&UinMediaTimes. Everything has two sides,
and opportunities come along with challenges. )e old will
be replaced by the new. If the traditional concept of edu-
cation and teaching is not changed, it will take more risks. In
media times, the unified education mode in C&U must
comply with the development of the times; otherwise, the
teaching effect is deeply affected. With the opening of in-
formation resources, the relationship between teachers and
students is no longer a simple teacher-student, and it tends
to equal communication. In this case, C&U should update
their traditional education ideas. )e new media environ-
ment helps to access a huge amount of information that
cannot reach in traditional education, like the influx of
western thoughts, which has a significant impact on the
political beliefs of some college students. Besides, the virtual
characteristics of the network environment weaken their
sense of national identity and belonging, and consumerism
brings impulsion and challenge to their correct values.
What’s more, the discourse power and leadership of the
mainstream ideological education communication are also
deeply challenged in modern times [23]. Based on all kinds
of challenges, the difficulty of college network public opinion
management and emergency response is increasing. Due to
the influence of modern times, public opinions break the
limitation of time and space. Anonymous participation
makes it difficult for ideological educators to analyze public
opinions. Also, it poses new challenges to the emergency
handling of public opinions. Despite the difficulties, college

and university management should be brave enough to
actively meet the challenges, create a new mainstream I&P
education and communication mode, figure out new
countermeasures to keep pace with the times, and pave a way
for the educational communication of mainstream ideology.

)e opportunities and challenges of mainstream I&P
education and network communication in C&U are shown
in Figure 3.

3.3.NetworkCommunication Subjects Initiate and Implement
Communication. Finding the right time to initiate and
implement network communication is the premise of good
communication results. )e network dissemination of
ideological and political education for college students is a
good opportunity for freshmen to enter the university. Many
problems college students encounter in life, such as the
development of intelligence, emotional vulnerability, and
emotional instability, make them easy to accept commu-
nication from the main body of network communication.

)e construction of network communication atmo-
sphere should be combined with the specific goals of
communication and the actual situation of college students.
)e main body of network communication should strive to
create a democratic, equal, free. and lively communication
atmosphere so that college students can actively realize the
internalization and externalization of communication
content in a good atmosphere.

Network communication is a two-way interactive pro-
cess, due to the constant change of subjective and objective
conditions, inevitably producing some deviations. )ere-
fore, it is quite normal to adjust the progress, content, and
methods of communication or even completely change the
original communication process according to the actual
effect of network communication. )e subject of network
communication flexibly adjusts the communication process
on the premise of adhering to the overall goal so that it can
maximize the realization of the communication goal and
better adapt to the requirements of the network commu-
nication environment.
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Enriching 
resources, three-

dimensional 
content
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time and space 
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timeliness

Strengthen 
teacher-student 
interaction and 
improve affinity

Figure 2: Opportunities of mainstream I&P education and
communication in C&U in media times.
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4. Innovation of Network Communication
Mode of Mainstream I&P Education

4.1. Cultivating Innovative Education Concept. Innovative
ideas can maintain the advanced nature of education. )e
first step of innovating ideas is to build up the concept of
joint education, which links the whole society through the
new media of the Internet. I&P education and communi-
cation of college students are closely concerned with the
whole society. )erefore, the educational concept of family,
school, and society should be established, and their joint
force of the three in education should be made full use. )e
joint role of traditional and new media communication as
well as the joint efforts of traditional education methods and
new media technology is also needed in mainstream I&P
education and communication. Only by combining the old
with the new, and the individual with the society, can higher
education maximize the strength of all parties, promoting
the communication of mainstream ideological education.
)e second step is to establish the educational concept of
integrating education with entertainment.)is concept aims
to make use of new media technology, carrier, method, and
environment to naturally store I&P education in digital
images, entertainment games, and characters to increase the
creativity, appeal, and influence of mainstream I&P edu-
cation, carrying forward the spirit of the times and spreading
the mainstream ideology. )e third step is to establish the
education concept, with students as themain body. As one of
the main groups in the media environment, students enjoy
full liberation and freedom. In the process of mainstream
I&P education and communication, educators should

respect students’ subjectivity, change their roles, give enough
guidance, provide help for students, and stimulate their
study enthusiasm. C&U need to be in line with the law of
students’ growth, the law of mainstream I&P education, and
the law of newmedia development and communication, and
design appropriate teaching objectives and teaching plans.

)e strategies of network communication mode of
mainstream I&P education in C&U are shown in Figure 4.

I&P education direction under the new media is ensured
by strengthening the ideological guidance, consolidating the
ideological foundation and improving the mainstream I&P
education power of C&U [24]. One of the ways to strengthen
ideological guidance is to adhere to the guidance of Marxism
and improve the ability of I&P education in C&U in media
times. Marxism is the most basic theoretical guidance, and
also the first theoretical thought of China’s mainstream
ideology [25], which diversifies the theoretical knowledge of
college students’ mainstream ideology and enables them to
establish correct values and political beliefs, enrich the
minds of college students, and ultimately make them
unswervingly take the socialist road. )e second is to adhere
to the leadership of ideological work in C&U in modern
times.)e leadership of ideological work in the network field
cannot be underestimated. Strengthening the leadership of
ideological work can guide the I&P education in C&U,
ensure its development direction, find out problems in time
and solve them effectively, and deal with problems that
violate the mainstream ideology. )e third is to ensure the
discourse power of the mainstream ideology in media times,
which requires promoting the network of discourse mode
and content, and actively occupying the network position of

New media 
environment

Opportunity Challenge

Enrich 
educational 

methods

Enrich 
educational 

resources

Break through 
time and space 

control

Strengthen 
teacher-
student 

interaction

Update the 
idea of change Content hits

The right to 
speak is 

challenged

Increased 
difficulty in 

public opinion
control

Figure 3: Opportunities and challenges of mainstream I&P education network communication in C&U.
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the mainstream ideology in C&U, so that the mainstream
ideology can be integrated into students’ daily life and study.

4.2. Optimizing the New Media Environment. )e new
media era brings a new living space for human beings,
namely virtual space [26], which has a tremendous impact
on the global human society. During the process of inno-
vating the mode of I&P education network communication
in the newmedia era, much concern is given to virtual space.
)e first thing is to enhance the guidance of public thoughts
in the media times. New media reflect the struggle of various
ideological forces, follow the pace of the times, seize the high
ground of network public opinion, strengthen the guidance
of public opinion, and ensure the correct direction of net-
work public opinion. Second, it is necessary to strengthen
the supervision and regulation of the public thoughts of new
media in C&U. Improving the supervision and management
system of new media lays a foundation for strengthening
management, and it helps to improve the organization and
leadership system of new media. Also, the technical means

should be strengthened and a professional network moni-
toring system should be established. Finally, the emergency
response mechanism of new media public opinion should be
constructed in C&U because emergencies are inevitable.
C&U should accurately analyze public opinions, master the
golden rule of 24-hour handling emergencies, establish a
rapid response mechanism, improve the relevant work
programs and responsibilities of relevant departments, and
ensure that they can respond quickly in the first time when
emergencies occur, solving the problem properly and
guiding the public opinion correctly.

)e innovation of the network communication mode of
I&P education in C&U is shown in Figure 5.

A series of measures are taken to improve the power of
mainstream information processing education in the media
era, update the concept of media education, strengthen
ideological guidance, ensure the direction of mainstream
information processing education, optimize the media en-
vironment, and build a more perfect innovation mode of
information processing education.

5. Conclusions

According to the background of mainstream I&P education
and network communication in media times, its influencing
factors are analyzed in detail, and they include the main
factor, mediator factor, and environmental factor. Taking
the factors as the starting point, the opportunities and
challenges experienced by mainstream I&P education and
network communication are discussed. Challenges and
opportunities often coexist. )erefore, challenges cannot be
separated from opportunities and vice versa. Finally, in
terms of the existing problems, the innovation mode is
proposed, and it covers innovating educational ideas,
strengthening thought guidance and other innovative ideas,
and optimizing the environment of the media. )e content
can provide a theoretical basis and guidance for network
communication and the mode of mainstream I&P education
in C&U in the new times of media, helping C&U build a
more perfect mainstream I&P education system, cultivate
excellent talents, form a healthy mainstream consciousness,
and finally contribute to the development of China under the
socialist system.
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Artificial intelligence (AI) has introduced new era elements to the connotation of key competencies and professional development
of music teachers in primary schools.+e educationmanagement department in the AI era has flawed systems for the professional
development of music teachers in primary schools. To assist music teachers in primary schools fulfill the development needs of the
development of the times and enhance the quality of music education in primary schools, the status and income of music teachers
in primary schools warrant improvement, and the system should be upgraded to promote the implementation of key com-
petencies. Moreover, the related system construction of music teachers in primary schools should be reinforced by rationally
arranging teachers, workload and creating a teacher learning community, in order to guide schools to provide a suitable en-
vironment for teachers, key competencies and professional development. Furthermore, methods like strengthening teachers,
awareness of independent development and augmenting professional identity should be adopted to prompt teachers to com-
prehensively enhance their key competencies and professional development.

1. Background

Under the current background of artificial intelligence (AI)
and “Internet +” and the deep integration of education and
teaching [1, 2], key competencies [3, 4] and professional
development [5–7] of music teachers in primary schools
have garnered significant attention. AI is integrated through
robust technology, resources and ideology into teachers, key
competencies and professional development challenging
teaching practice and professional development [8, 9].
Huang believed that AI education played a very important
role in the basic stage of students, analyzed the components
of key competencies content, designed relevant question-
naires, and finally drew the conclusion that AI courses can
significantly improve students’ key competencies ability [3].
Pomsta proposed that AI as a methodology for supporting
teacher training and continuous professional development
was of great help to enhance teachers’ professional skills and
professional practice [10]. Gunawan et al. described the
competency enhancement program for science teacher that

assisted by AI in designing higher-order thinking skills
(HOTS)-based integrated science learning, which help to
improve teachers’ professional development [11]. Wu et al.
proposed that video teaching reflection was the main
method for teacher education and teachers’ professional
development. With the development of AI, information
fusion between RGB video and bone information can im-
prove the recognition accuracy and enhance teaching effi-
ciency of teachers [12]. +is study, conducts extensive
research and practice by designing questionnaires (Sojump).
Relevant data are plotted into graphs by combining Origin
software, focusing on the understanding of key competen-
cies of music education bymusic teachers in primary schools
in the AI era and the methods of teachers, professional
development of teachers in the AI era [13–15]. In addition,
this study systematically explores the ways and methods of
key competencies and professional development from the
three aspects of education management departments,
schools, and teachers in the AI era [16, 17]. Furthermore,
smart learning resources for music teachers in primary
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schools are provided through the smart learning environ-
ment, which cultivate teachers, key competencies of
teachers, and guides and promotes them to develop in a
high-quality, professional and innovative direction [18–20].

2. Methodology

2.1. Research Objects. Xinxiang City is located in the
northern part of Henan Province, which is one of the 18
prefecture-level cities in Henan Province. Xinxiang is a
crucial industrial city in the north of Henan and is one of the
significant cities that comprises the central Henan urban
agglomeration. After years of urban development and
growth, Xinxiang City has now become a key education,
economy, culture and transportation city in Henan Prov-
ince. Xinxiang City (District) has 186 primary schools and
274 music teachers which provided a large number of
analysis samples for this study.

2.2. Experimental. +is study primarily started from the
basic condition of teachers, key competencies and profes-
sional development in the AI era, as well as considered the
background of key competencies to examine the profes-
sional growth of some music teachers in primary schools in
Xinxiang from multiple aspects. A total of 120 question-
naires were issued, among which 120 were returned and 112
were valid (effective rate� 93.3%). +ese data provided real
data support for this study.

3. Results and Discussion

3.1. Basic Information. As shown in Figure 1(a), we surveyed
6 male and 106 female music teachers in primary schools,
respectively, accounting for 5.36% and 94.64% of the total
number of teachers surveyed, suggesting severe gender
imbalance. +is could be attributed to the fact that most
college students majoring in musicology are females, making
the main workforce of music teachers in schools. As shown
in Figure 1(b), 63 teachers were in the age group of 20–30
years, 41 in the age group of 31–40 years, 8 in the age group
of 41–50 years and none in the age group of 51–60 years
respectively, accounting for 56.25%, 36.61%, 7.14% and 0%
of the total number of teachers surveyed, suggesting that
young and middle-aged teachers dominated the community
of music teachers in primary schools in Xinxiang.

3.2. Understanding of Key Competencies of Music Education.
To cultivate students, key competencies, it is essential to
fortify the leadership of teachers, key competencies [21–23].
As shown in Figure 2(a), 15.18% and 80.36% music teachers
in primary schools displayed good and a little understanding
of key competencies respectively. When answering, “What
do you think is included in key competencies of music
education” (Figure 2(b)), most teachers believed that it
should include aesthetic perception, artistic expression, and
cultural understanding. Figure 2(c) shows that the ways for
music teachers in primary schools to acquire key compe-
tencies of music education are training lectures (90.18%),

peer exchanges (84.82%), online media (77.68%), and
newspapers or books (59.82%), suggesting that key com-
petencies have been documented in music teachers in pri-
mary schools to a certain extent. Nevertheless, some teachers
did not fully comprehend the content of key competencies.
By designing the question “What do you think of the re-
lationship between three-dimensional goals and key com-
petencies”, 106 teachers (94.64% of the surveyed population)
believed that the two were closely related and could promote
each other, indicating that most teachers had a certain
degree of awareness of the concepts and internal connec-
tions of these two things. However, a small number of
teachers could not recognize the correlation between the
two, which would compromise the implementation of key
competencies in the process of primary school music
teaching compromised.

Table 1 shows that 103 participants (91.96%) believe that
key competencies are essential for music teachers, profes-
sional development. +e data revealed that most teachers
could recognize the significance of key competencies for
their professional development. While answering “the un-
derstanding of connotation of key competencies of music
education”, 30.36% of teachers did not understand the
concept of key competencies of music education very well, In
addition, while answering, “Do you consciously improve
your key competencies of music education”, 33 teachers and
1 teacher, respectively occasionally and never intended to
enhance their key competencies. We observed that, some
music teachers in primary schools in Xinxiang City had an
incomplete understanding of the connotation of key com-
petencies of music education and lacked the awareness to
actively advance their own music key competencies. +us,
the width of key competencies of music education in music
education in primary schools warrants an extension. Fur-
thermore, there remains much room for improving teachers,
awareness of actively mastering key competencies of music
education.

3.3. Conditions of Teachers, Professional Development in the
AI Era. As shown in Figure 3(a), 63, 38, 11, and 0 teachers
display strong, some, average and indifferent affection to
their profession respectively, accounting for 56.25%, 33.93%,
9.82%, and 0% of the total number of surveyed teachers; this
demonstrates that most teachers like their professions of
being music teachers in primary schools, although some
teachers that think that the profession is average that cannot
stimulate more interest and enthusiasm in them, and who
only consider this profession as one’s own means of earning
a living. Figure 3(b) shows that only 50% of teachers like
their students to a great extent. In addition some teachers do
not realize the precious creativity of their work, do not fully
love their profession, and do not care for their students,
which are not conducive to teachers, professional devel-
opment under the background of key competencies.

While answering, “What is your teacher processional
pursuit”, 42.86% of teachers wanted to be national or
provincial excellent teachers, 38.39%wanted to be municipal
(district-level) excellent teachers, and 11.61% wanted to be
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school-level outstanding teachers. Only 7.14% of teachers
wanted to be ordinary teachers (Figure 4(a)), showing that
most teachers had lofty ideals and pursuits, but only a few of
them had low professional pursuits and needed to be self-
awakened or guided by others. Figure 4(b) shows that 36, 65,
11, and 0 music teachers have “seriously studied”, “have
some understanding”, “heard of” and “no understanding” of
professional standards, accounting for 32.14%, 58.04%,
9.82% and 0% of the total number of surveyed teachers,

respectively. +is demonstrated that there remain few
teachers who have a deep understanding of professional
standards, and the popularization of professional standards
warrants further enhancement and extension.

3.4. Approaches and Methods of Teachers, Professional De-
velopment in the AI Era. When examining the motivation of
music teachers in primary schools to promote their
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Figure 2: (a) Mastery of key competencies of music teachers in primary schools in the AI era; (b) reckoned contents included in key
competencies of music education; (c) the understanding of the methods of key competencies of music education; (d) reckoned relationship
between three-dimensional goals and key competencies.
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Figure 1: (a) Gender and (b) age of music teachers in primary schools.
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professional development (Figure 5(a)), 57 teachers consid-
ered it necessary for professional promotion, 99 thought that
they could continuously enhance their quality and become
better teachers, 65 thought it is the need of students, 81

claimed it is to adapt to the requirements of the times, and 43
thought it is for the schools, development. Although teachers,
professional development has an internal and active pro-
fessional improvement those with external and passive

56.25%
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9.82%

33.93%

Highly attracted
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Average
Do not care

(a)

B:Attracted:41.96%

C.Average:8.04%

D.Not attracted:0%

A.Highly attracted:
50%

(b)

Figure 3: (a) Satisfaction with their profession of music teachers in primary schools in the AI era and (b) degree of preference for students of
music teachers in primary schools in the AI era.
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Figure 4: (a) Degree of pursuit for their professions of music teachers in primary schools in the AI era; (b) degree of mastery for professional
standards of music teachers in primary schools in the AI era.

Table 1: Connotation of influences of key competencies on professional development/key competencies of music education by music
teachers in primary schools in the AI era, and whether they can consciously enhance their understanding of key competencies of music
education.

Option Counts Percentage

Influence of key competencies on professional music teachers,

Highly important 103 91.96
Important 8 7.14

Not important 0 0
Not sure 1 0.89

Understanding of connotation of key competencies of music education

Fully understand 19 16.96
Understand 65 58.04

Partially understand 34 30.36
Do not understand 0 0

Consciously mention improving key competencies of music education

Always 21 18.75
Often 57 50.89

Occasionally 33 29.46
Never 1 0.89
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professional improvement are also very common. While
answering the question “What do you think are the profes-
sional growth paths of music teachers” (Figure 5(b)), 86, 85,
94, 45, and 73 teachers claimed that the improvement of their
professional level could be attained by self-reflection and
research, teaching and research within groups, outside
training, reading and writing, and school teaching observa-
tion and communication methods respectively. Furthermore,
most teachers claimed that the ways to promote their pro-
fessional growth included outside training, independent re-
flection and research, and teaching and research within
groups.

Teacher training is not only a crucial part of a teacher’s
role but also an essential way for teachers, professional
development [24–26]. Table 2 shows that 25%, in terms of
the frequency of training organized by schools, 21.43%,
15.18% and 38.39% of teachers think respectively that the
school organizes training frequently, once or twice times a
semester, once or twice a school year, and rarely organizes.
In addition, 87, 78, 51, 49 and 22 teachers received training
through in-school lectures and seminars, sending teachers to
study abroad, expert lectures, remote lectures and other
methods.+e survey revealed that music teachers in primary
schools had fewer opportunities to participate in training
owing to the policy and funding reasons, and their

participation methods were single, resulting in poor training
effects and low enthusiasm of trainers, which is not con-
ducive to teachers’ professional development.

For training content desired by music teachers in primary
schools (Figure 6(a)), 48, 27, 3, 32, and 2 teachers selected
teaching skills, new ideas of education, information tech-
nology, professional knowledge and other methods to attain
valuable training, accounting for 42.86%, 24.11%, 2.68%,
28.57% and 1.79% of the sample, respectively. In addition, the
survey showed that music teachers in primary schools were
more lacking in teaching skills and professional knowledge,
and hoped to attain learning opportunities in these areas.
When answering “What do you think are the factors
restricting the professional development of music teachers”
(Figure 6(b)), 91, 68, 52, 52, and 67 believed that these in-
cluded reasons such as too many tasks, absence of attention
from schools, absence of communication and collaboration
among teachers, and absence of internal motivation and
expert guidance. +ese findings revealed that most music
teachers believe that the factor restricting their professional
development is extensive workload. Hence, schools should
arrange teaching tasks reasonably and provide room for the
professional development of music teachers [27, 28].

Regarding the support provided by schools (Figure 7(a)),
72, 85, 70, 65, and 91 teachers believed that it included
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Figure 5: (a) Motivation diagram for promoting their professional development; (b) diagram for motivating the professional growth of
music teachers in primary schools in the AI era.

Table 2: Training frequency and methods of music teachers in primary schools organized by schools.

Option Population Proportion (%)

Whether the school organizes training for music teachers

Frequently 28 25
Once or twice a semester 24 21.43

Once or twice a school year 17 15.18
Rarely 43 38.39

+e methods of schools, organizing training for music teachers

In-school lectures, seminars 87 77.68
Sending teachers out to study 78 69.64

Expert lecture 51 45.54
Remote teaching 49 43.75

Other 22 19.64
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construction of a supportive and harmonious campus envi-
ronment, the establishment of a growth platform, regular
teacher exchanges and discussions, the establishment of cor-
responding incentive policies, and the assistance of teachers’
outside training respectively, this demonstrates that more
teachers expected schools to provide opportunities to go out to
learn, so as to promote their own professional development.
While answering the question “What kind of evaluation do you
think is the most valuable for teachers’ professional develop-
ment” (Figure 7(b)), it is considered self-evaluation, colleague
evaluation, student evaluation, parent evaluation and school

comprehensive evaluation by 18, 6, 48, 6 and 34 teachers,
respectively. Overall, the findings revealed that teachers focus
more on the evaluation of students, making it easier to dis-
regard other effective evaluation methods.

+rough the above investigation, it is found that the
gender ratio of primary school music teachers is seriously
unbalanced, and teachers’ understanding of the core literacy
of music subject is not deep. In the era of artificial intelli-
gence, teachers should have higher career pursuit, and
teachers’ professional development approaches should be
further diversified.
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Figure 6: (a) Diagram of the training content hoped to obtain; (b) Diagram of the factors that restrict professional development of music
teachers in primary schools in the AI era.
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Figure 7: (a) Diagram of desired support from schools; (b) diagram of reckoned sense of value achievement of professional development of
music teachers in primary schools in the AI era.
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4. Methods and Countermeasures

4.1. .e Education Management Department in the AI Era
Should Strengthen theConstruction of Relative Systems for
the Professional Development of Music Teachers in
Primary Schools

4.1.1. Improve the Status and Income of Music Teachers in
Primary Schools. Evidently, the identity of music teachers in
primary schools needs to be strengthened. Compared with
teachers inmajor subjects of Chinese, mathematics and foreign
languages, music teachers are at a disadvantage in the pro-
motion of professional titles, and most are dissatisfied with
their salaries. To handle the opportunities and challenges
fronted by music teachers in primary schools in the context of
key competencies, the education management department
should enhance the protection mechanism of music teachers’
professional development in primary schools and take real and
practical action in terms of teacher identity, professional
promotion, and salary so that music teachers can transfer more
energy to music teaching and refining their qualifications.

4.1.2. Improve the Evaluation System to Promote the
Implementation of Key Competencies. A scientific and ef-
fective management mechanism guarantee improvement of
teachers’ professional development. +e education manage-
ment department should establish a robust evaluation system
for teachers to provide a basis for enhancing teachers’ pro-
fessional quality and promoting their professional develop-
ment [29–31]. +us, this study claims that the education
management department should establish a special supervision
group, which can regularly monitor the music class in primary
schools and formulate corresponding evaluation standards.
Schools that can effectively implement key competencies into
the classroom should be commended, excellent music teachers
should be rewarded, and notable lesson examples can be used
as demonstration for publicity and learning. +is not only
improves the enthusiasm of teachers, but also promotes the
development of students’ key competencies.

4.2. A Good Environment Shall be Provided by Schools for the
Professional Development of Music Teachers in Primary
Schools in the AI Era

4.2.1. Reasonably Arrange the Workload of Teachers.
School leaders should focus on the significance of the
professional development of music teachers to the cultiva-
tion of key competencies of primary school students and the
overall development of the school. It is essential to rationally
arrange the workload of music teachers, allocate teaching
tasks judiciously, and minimize other administrative tasks
other than teaching tasks. +us, music teachers can have
adequate time and energy for professional learning and
improve their professional development.

4.2.2. Form a Teacher Learning Community. In the AI era,
key competencies need teachers to fortify professional
exchanges and collaboration and enhance their

professional development. +us, schools must promote
the establishment of teacher learning communities and
create a win–win situation where teachers help each other
and complement each other’s advantages. +e so-called
“teacher learning community” is a learning group orga-
nized by teachers based on a shared goal and a sense of
belonging to the subordinate team. In this group, teachers
share their professional opinions and various learning
resources, and complete specific tasks in the spirit of
inquiry through equal communication, exchange and
discussion, finally realizing the organizational form of
their professional development.

4.2.3. Classify Training According to Needs. .e Guiding
Opinions on Deepening the Reform of the Training Model for
Primary and Secondary School Teachers and Comprehen-
sively Improving the Quality of Training states: training
should be carried out per the needs of teachers at different
stages of development, such as: pre-job training for new
teachers, professional ability improvement training for in-
service teachers, and advanced training for key teachers.
Consistent with the requirements of the document, schools
should understand the development needs of teachers from
multiple viewpoints and arrange corresponding professional
training based on different development stages. For example,
for teachers new to the job and having a short teaching
experience, some training on teaching design, class man-
agement, and after-school reflection, can be arranged; for
teachers employed for 5–10 years, some training in aspects of
innovative teaching methods and cutting-edge education
theories can be arranged; for key teachers, some training on
enhancing scientific research ability and educational re-
search ability can be arranged. In the choice of training
mode, schools should diversify training modes per the
teachers’ needs.

4.3. Music Teachers in Primary Schools in the AI Era Should
Comprehensively Improve .eir Professional
Development

4.3.1. Enhance Professional Identity. Professional identity
promotes teachers’ self-confidence and is also a driving
force for professional development. Music teachers in
primary schools must identify with their profession, devote
themselves to the career of music education in primary
schools, and be responsible for educating students. Par-
ticularly in the development of key competencies under AI,
teachers should continuously further their professional
knowledge from various aspects, augment professional
skills, and promote the all-round development of students.
Currently, many music teachers in primary schools do not
have precise professional positioning and feel that the
subject they are teaching is a sub-subject.+us, when exams
approach, they tend to give up their class to Chinese, Math,
and English teachers such deviation in understanding is not
conducive to their professional development. Hence,
music teachers in primary schools should enhance their
professional identity, affirm the subject’s professional value
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for themselves, love music from their heart, care for stu-
dents, and continue to strive for music education as their
own career.

4.3.2. Enrich Professional Knowledge. First, music teachers
in primary schools must master knowledge of music subject,
also known as ontological knowledge, it is an integral part of
key knowledge of music teachers and a prerequisite for the
development of music teaching activities. Music subject
knowledge comprises music theory, sight-singing, ear
training, harmony, song composition, vocal music, key-
boards, dance, and folk music. +en, music teachers in
primary schools must master professional theoretical
knowledge of education, also known as conditional
knowledge, including pedagogy and psychology. Teachers,
as guides of students’ learning, must master the theoretical
knowledge of education. Only when teachers understand
students’ psychological characteristics and development
rules can they start teaching according to the different stages
of students from the actual situation. Moreover, music
teachers in primary schools should reinforce the study of
basic knowledge, also known as general knowledge, which
typically implies that teachers should possess all the general
cultural knowledge that is conducive to effective teaching.

4.3.3. Improve Professional Skills. Music teachers’ profes-
sional skills in primary schools are primarily reflected in the
control of classroom teaching, and students learn and un-
derstand key competencies of music education in music
teaching activities. +us, teachers should enhance their
classroom teaching ability to better promote the cultivation
of students’ key competencies of music education.

Regarding lesson preparation, teachers can refer to the
teacher’s reference books, however, this does not imply that
teachers can copy all of them. Lessons should be redesigned
per the teaching content and students’ characteristics. +en,
in the course of teaching, teachers should focus on harnessing
the corresponding skills of students based on different types
of courses. Music classes in primary schools are primarily set
up for two types of classes: (i) listening and appreciation
classes, and (ii) singing and chorus classes. Together with a
basic connotation of key competencies of music education,
corresponding listening and appreciation classes primarily
enhance students’ aesthetic perception, while singing and
chorus classes primarily improve students’ artistic expression.
Moreover, in terms of teaching evaluation and after-class
reflection, teachers should focus on multiple evaluations and
self-reflection consciousness. Regarding the evaluation of
students, teachers should combine the training requirements
of key competencies, as well as the evaluation of teachers,
parents, and students themselves, to promote the overall
development and improvement of students’ overall quality.

5. Conclusions

With the advent of the AI era, education and teaching have
undergone profound changes, presenting the topic of the
times for the key competencies and professional

development of music teachers in primary schools. +rough
a professional investigation platform combined with the AI
analysis, this study methodically explored the problems of
key competencies and professional development of music
teachers in primary schools, demonstrating that the times
require us to reorganize the system construction and de-
velopment environment of music teachers in primary
schools. It is crucial to summarize the experience in practice
and accrue first-hand information to conduct more ex-
pensive research on key competencies and professional
development of music teachers. Accordingly, teacher
training programs that fulfill actual local conditions can be
organized to guide teachers to consciously enhance their
professional development, for improving the professional
competencies of music teachers in primary schools and
achieving the goal of nurturing key competencies in music
for primary school students. Besides, it serves as a crucial
reference for the comprehensive development of promoting
the overall development of personality and capability of
primary school students, thereby providing strong data
support and an effective model for key competencies and
professional development of music teachers in primary
schools in China. +is study will also provide better ex-
perimental methods and research models for key compe-
tencies and professional development of teachers in other
disciplines.
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Cloud computing has achieved rapid development in recent years, and the use of cloud platforms to carry various large-scale
services has become the general trend of the development of the information industry. ,is study investigates WTP of Hangzhou
residents for the recreational value of Baguatian productive landscapes based on CVM and cloud computing. In this study, we did
the related analysis on the social and economic characteristics and WTP of interviewees and made the monetization assessment
about the recreational value of its urban productive landscapes.,e result shows 62.1% of interviewees haveWTP and the average
payment intention (WTP) is $40.74 per year. Besides, the total recreational value of Hangzhou Baguatian productive landscapes is
354 million yuan; the relatively accepted payment mode is tax-paying and cash payment; the educational degree, occupational
background, and income are the main factors influencing the tourists’ WTP and the correlation between interviewees’ origin,
permanent residence, and WTP is not apparent.

1. Introduction

With the social and economic development, the demands of
urban residents on the public green land have increasingly
shown the characteristics of content diversification and
functions integration and the construction and application
of urban productive landscapes have been more and more
emphasized. ,e productive landscapes, as part of urban
green land, as well as owning the main function of the
traditional green land, can be an effective bearer of providing
village landscape appreciation, agricultural knowledge dis-
semination, and farming activity experience [1, 2]. Objective
understanding and quantitative evaluation on the recrea-
tional service value of urban productive landscape not only
deepen the urban residents’ understanding about the im-
portant functions of urban productive landscapes, but also
help the city planning, construction, and managerial

department fully recognize the important role of urban
productive landscapes. ,e recreational value of urban
productive landscapes belongs to the nonuse value and it can
be evaluated with many methods, mainly including TCM
(Travel Cost Method), REEM (Residential Environment
Evaluation Method), and CVM (Contingent Valuation
Method), etc., among which CVM is one of the most widely
used methods [3, 4]. CVM mainly uncovers people’s largest
WTP aiming at the environment improvement or smallest
WTA (willingness to accept) when the environment worsens
by constructing the imaginary market and do the moneti-
zation assessment on the people’s preference about the
nonmarket goods so as to acquire all the use value and
nonuse value related to the environmental goods [5]. Be-
cause there is no direct market deal about nonuse value, it
cannot be measured with the market price method. ,e
appearance of CVM has solved the difficult problem
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bothering people for a long time. As an agricultural science
park and historical and cultural park, the Baguatian Scenic
Area can produce fruits, vegetables, and food crops
throughout the year. It has good economic and landscape
benefits and attracts residents of Hangzhou and surrounding
areas to enjoy the scenery and pick them, an urban pro-
ductive landscape with typical and representative signifi-
cance. Research into the existence value and meaning of
Hangzhou Baguatian, a typical representative of urban
productive landscapes, is of great reference significance for
the following sustainable operation of urban productive
landscapes of similar types. ,e paper adopts CVM to ex-
plore the urban residents’ WTP and the influencing factors
about the recreational value of productive landscapes [6],
puts forward specific strategies and suggestions, and pro-
vides the scientific examples so as to offer the effective
strategy and development suggestions about the develop-
ment and preservation of productive landscapes in other
cities and provinces and even the whole country.

2. Methodology

2.1. Questionnaire Design. ,e questionnaire is based on the
related design principle of NOAA, pilot investigation results,
and received feedback and after constant modifications and
perfections, finally confirming the main content of the
questionnaire, including three parts:

(1) Main social and economic characteristics of the
interviewees, including the gender, age, occupation,
education degree, origin, permanent residence, in-
come, etc.

(2) ,e recognition degree, landscape preference, and
satisfaction degree of the interviewees about
Hangzhou Baguatian.

(3) ,e willingness to pay (WTP) of the interviewees
about the productive landscape of Baguatian. A
certain payment range is given to the interviewees to
inquire about the amount of payment the inter-
viewees would like to pay for the productive land-
scape leisure tourism function.

2.2. Investigation Process. ,e time period of this field
questionnaire investigation is from March to April in 2018.
,e questionnaire is randomly handed out in different
functional areas in Hangzhou Baguatian according to the
research’s characteristics and investigation content. To
improve the effectiveness of the questionnaire investigation
result and ensure that all the interviewees are fully aware of
the investigation purpose and questionnaire content, the
investigation method of communicating face to face before
filling in the questionnaire is adopted [7]. 400 questionnaires
are handed out to the tourists in the park and 400 ques-
tionnaires are collected on the site, thus making the recovery
rate 100%. After deleting the fault questionnaire, 365 ef-
fective questionnaires are obtained, so the effective rate is
91.25%.

,e size of samples directly affects the research cost,
time, and reliability. According to the statistics theory, the
sample number (n) of interviewed tourists can be calculated
by Scheaffer sampling formula:

n �
N

(N − 1)σ2 + 1
. (1)

In the formula, n is the number of sampling samples; N

is the annual reception number of recreation site; σ is the
sampling error, which is usually 6%. Hangzhou Baguatian
Park mainly provides the recreational function for the city
residents and the total population of Hangzhou is 8.7 million
in 2017; therefore, through the calculation by the above
formula, the sample number of research questionnaire in the
study should be 278. After reserving 25% scrap rate, at least
371 questionnaires should be issued.

2.3. Calculation Method. CVM allows for the possibility of
evaluating the use value of ecological environmental re-
sources, but as this method is based on the virtual market,
the result is likely to subjective, different investigationmodes
and places will cause huge differences, and meanwhile,
during the investigation process, the discrepancies of the
interviewees’ social and economic characteristics and psy-
chology will appear. For example, part of interviewees is
likely to make the positive answers due to the consideration
of satisfying the investigators, thus causing the deviation.
,e research adopts the median calculation method, which
chooses payment quota of 50% accumulated frequency as
the annual WTP value per person, through some rectifi-
cation, and multiplies the total number in a certain range so
as to get the recreational value of Hangzhou Baguatian
productive landscapes [8] and uses SPSS19.0 to do the
correlation and sensitivity analysis on the factors such as
WTP value, the gender, age, occupation, educational degree,
and income.

3. Statistics and Analysis on the
Investigation Result

3.1. Sample Characteristics Statistics.

(1) Gender and Age Structure. In the investigation
samples, the males account for 44.9% and the females
account for 55.1%. ,e investigation indicates that
the ages of tourists are mainly between 21 and 40,
and in this age section, there are 43.21% female
tourists, which is far higher than that of the male
tourists; the next age section is from 41 to 60, in-
cluding 17.68% and 16.02% tourists, respectively. For
female tourists, the age section below 40 accounts for
77.77%, which is obviously higher than the male
percentage of 51% in that age section. In the age
section above 41, the male tourists make up for 49%.
,e age section between 41 and 50 makes up 24% of
the total, which is evidently higher than the per-
centage the females account for in that age section.
We can see that the consumption preference of
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young females for the leisure agriculture is higher
than that of the average people and the females in the
age group between 31 and 40 account for the highest
consumption structure of leisure agriculture [9]. ,e
middle-aged men are the main consumption group
and their percentage is higher than that of the fe-
males. It can be learned that young females and
intellectual and middle-aged men have the higher
preference for the leisure agriculture.

(2) Cultural and Occupational Background Structure.
,e investigation shows that tourists visiting
Hangzhou Baguatian productive landscapes are
mainly those with higher education, stable career,
and higher income. In the sample tourists, the
percentage of tourists with college degree and above
is 65%; the percentages of junior high school edu-
cation and senior high school education are 12% and
23%, respectively. In addition to the percentage of
people with bachelor’s degree and above of 43%, the
two cover about 70% in total. From that we can see
that the interviewees can fully understand the in-
vestigation content. ,e composition of the occu-
pations nearly covers all the careers in various levels
and the percentage of ordinary company staffs is the
highest, 31.7%.

(3) Income Structure. Tourists accounting for 27.6% are
mainly those with monthly income of 4000∼6000,
17.9% of tourists’ monthly income is below 2000,
18.3% of tourists’ monthly income is between 2000
and 4000, and 36.2% of tourists’ monthly income is
above 6000. ,ese datum show that most of the
tourists have a good income and can afford to bring
the whole family to enjoy the village.

(4) Origin and Permanent Residence Structure. 72.6%
residents living in Hangzhou belong to local people
and more local people visit Baguatian mainly due to
the landscape of Baguatian. Its nature is different
from that of Hangzhou West Lake, which is a world-
renowned landscape. Baguatian is like the backyard
of Hangzhou people, where they can bring their
family to enjoy the intense picking fun. 16.9%
tourists come from the surrounding counties and
cities and 10.5% tourists are from places far away
from Hangzhou city outside Zhejiang Province
(Table 1).

3.2. Analysis onWTP and the Amount of Payment of Tourists.
As shown in Table 2, the tourists willing to pay for the
preservation of Hangzhou Baguatian recreational resources
account for 36.7%, and the largest amount of WTP is 1000
yuan per year and the smallest amount of WTP is 5 yuan per
year. From the percentage of bidding value of tourists with
WTP, 100 yuan per year accounts for the most (8.2%),
followed by the percentage of tourists willing to pay 10 yuan
per year (5.7). All in all, majority of people are willing to pay
200 and below and the percentage is 95.6%. ,ese indicate
that the percentage of tourists reduces with the increase of

bidding value and it conforms to the actual payment psy-
chology of common people. Regarding the annual average
WTP value, there is still a heated debate about “whether to
choose the median value or average value” in the current
academic circle. Considering a series of potential problems
such as the disperse tendency of interviewees’ WTP and the
changes of the average value caused by the effect of the
extremes, the paper adopts the median value method
commonly used in CVM and takes 50% of accumulated
payment quota as the annual average personal WTP value.
According to Table 2, the value closest to 50% is 49.9% and
63.3%, which is corresponding to WTP value of 40 and 50,
respectively; therefore, the median value of accumulated
quota is 40.74, meaning that personal WTP is 40.74 yuan per
year [10].

,ere are 231 tourists who refuse to pay the recreational
fee for protecting Hangzhou Baguatian. ,e reasons are
shown in the analysis which shows that 3.2% interviewees
think that protection work is the responsibility of the
country instead of the ordinary residents; 11.2% tourists
hold that the recreational resources of Hangzhou Baguatian
are good enough and do not need their protection; 22.2%
tourists believe that the recreational resources of Hangzhou
Baguatian are not rare enough and it is not worth protecting.
19.9% tourists think their income is too low to pay the fee;
10.8% tourists say they are far from there and have no
interest in protecting the park voluntarily; 15.5% tourists are
worried that the fees they pay are not truly used for the
voluntary protection of recreational resources; 17.2%
tourists refuse to pay for other reasons. ,e detailed in-
formation is as shown in Table 2.

3.3. Payment Motivation of Tourists. ,e research into the
payment motivation of use value, as one of the important
parts to measure the nonuse value, can provide the further
reference for scientific and reasonable managerial decisions
of the government and the related managerial department.
Carson recognizes the payment motivation of use value as
value type and thinks the payment motivation of nonuse
value includes heritage value, existence value, and option
value, which adds up to the nonuse value [11]. ,e statistical
result shows that, in the tourists willing to pay, 64.8%
tourists want to ensure the permanent existence of Hang-
zhou Baguatian’s recreational resources; 18.5% tourists want
to leave Hangzhou Baguatian’s recreational resources to the
future generation as heritage; 16.7% tourists want to make
themselves, the future generations, and others be able to use
Hangzhou Baguatian’s recreational resources selectively. We
can see that existence value is the main form of Hangzhou
Baguatian’s recreational resources’ nonuse value; the next is
the heritage value and the last is option value. It means that
only the permanent existence of Hangzhou Baguatian’s
recreational resources is ensured, making leaving it to the
future generation and the future selective use be possible.

3.4. Analysis on Tourists Payment Mode. Since the WTP of
interviewees is given based on the imaginary market, the
deviation of overestimation or underestimation may appear,
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but designing the reasonable payment mode can reduce such
kind of deviation to some degree. ,rough the statistical
analysis on the payment mode in the 134 “Willing to Pay”
questionnaire, it shows (as shown in Table 3) that 13.2%
tourists think that the protection fee should be delivered to
the country for the unified allocation in form of paying taxes,

and this percentage is the highest in all the payment modes.
Besides, 15.9% and 4.4% tourists hold that protection fees
should be paid in cash to the managerial institutions or to
buy the environmental protection funds or lottery ticket and
the proportion of paying to nongovernmental organizations
in cash is the lowest (2.5%) [12].

Table 1: Basic information of samples.

Factors Category Frequency Percentage Factors Category Frequency Percentage

Gender

Male 165 44.9

Occupational
background

Administrative and public
institutions 30 8.2

Female 202 55.1

Enterprises (including state-
owned enterprises, foreign
enterprises, and private

enterprises)

33 9.1

Age

20 and below 27 7.3 Other provinces in China 116 31.7
21 to 40 204 55.5 Ordinary enterprise staffs 5 1.3
41 to 60 106 28.8 Peasants 91 24.9

61 and above 30 8.1 Freelancers 91 24.9

Educational
background

Junior high
school and

below
32 8.7 Students 60 16.2

Senior high
school/college

degree
82 22.3 ,e emeritus and retired 32 8.6

Higher
vocational
college

122 33.3

Origin

Hangzhou city 265 72.6

Bachelor’s
degree 104 28.4 Zhejiang Province 62 16.9

Master’s degree
and above 27 7.3 Other provinces in China 38 10.5

Monthly
income level

2000 and below 66 17.9

Residence

Abroad 0 0
2001 to 4000 67 18.3 Urban 297 80.9
4001 to 6000 101 18.3 Suburban 64 17.4
6000 to 8000 55 14.9 Rural 6 1.6
8000 to 10000 41 11.2
Above 10000 37 10.1

Data source: investigation data.

Table 2: Frequency distribution of interviewees’ willingness to pay (WTP).

Payment value of WTP
(yuan/year) Absolute frequency (people) Relative frequency (%) Adjusted frequency (%) Accumulated frequency (%)

5 5 1.3 3.7 3.7
10 21 5.7 15.7 19.4
20 18 4.9 13.4 32.8
30 19 5.2 14.2 47
40 4 1.1 2.9 49.9
50 18 4.9 13.4 63.3
60 2 0.5 1.4 64.7
90 2 0.5 1.5 66.2
100 30 8.2 22.5 88.7
120 1 0.2 0.8 89.5
200 8 2.2 5.9 95.4
300 1 0.2 0.8 96.2
500 3 0.8 2.2 98.4
700 1 0.3 0.8 99.2
1000 and above 1 0.3 0.8 100.0
Refuse to pay 231 36.3
In total 365 100.0 100.0
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3.5. Analysis on Recreational Value. Take the WTP value of
investigated tourists as the evaluation index of Hangzhou
Baguatian recreational value and do the correlation analysis
to WTP with SPSS software. ,rough the analysis, it can be
seen that only 1 person chooses 1000 yuan and above, which
is deleted due to its unrepresentative characteristics (Ta-
ble 2). Use the accumulated frequency median valuation
method of WTP in CVM principle to deal with the inves-
tigation datum of interviewees and the calculation shows
that the average recreational value of Hangzhou Baguatian is
40.74 yuan/person. Take the latest population statistical
result of Hangzhou in 2017 as the sample and the total
population of Hangzhou is 8.7004 million, meaning that
M� 8.7004 million. ,erefore, the recreational value
of Baguatian in 2017 is 354 million yuan through
calculation [13].

,e nonuse value of recreational resources includes
option value, heritage value, and existence value. Existence
value refers to the fee people would like to pay for the
preservation and the permanent existence of Baguatian
recreational resources; heritage value refers to the protection
fee the contemporary people would like to pay with the aim
of leaving the Baguatian recreational resources to the future
generations so that they can benefit from them; option value
refers to the future use of the resources’ potential function by
the individual and society, which means people would like to
pay some fees to ensure themselves or others can explore and
use the Baguatian recreational resources selectively. In the
sample WTP, the payment motivations of tourists for the
existence value, heritage value, and option value of the
Baguatian recreational resources account for 48%, 25%, and
27%, respectively. ,erefore, the existence value, heritage
value, and option value of the Baguatian recreational re-
sources in 2018 are 170 million yuan, 89 million, and 96
million yuan.

3.6. Analysis on the Correlation between the Various Samples’
Social and Economic Characteristics and WTP and WTP
Value. ,e important methods and key steps of verifying
the effectiveness and dependability of CVM are to analyze
the effect of all the factors of the total sample on WTP and
WTP value according to the effect of personal basic con-
dition of the interviewees on the nonuse value of recreational
resources to some degree. ,erefore, the paper uses the
Pearson correlation analysis in SPSS software to verify the
correlation between the social and economic characteristics

of 365 interviewees and WTP and WTP value. According to
the personal social and economic characteristics, assign the
value in the SPSS software as follows (Table 4).

3.6.1. Analysis on the Correlation between the Samples’ Social
and Economic Characteristics and WTP. Seen from the
analysis on the correlation between the samples’ social and
economic characteristics and WTP (Table 5), it can be
concluded that there is no significant correlation between
the interviewees’ origin, permanent residence, and WTP
while there is positive correlation between the occupational
background, educational degree, and WTP. It shows the
educational degree, occupational background, and monthly
income are the main factors influencing the tourists’ WTP.
Tourists’ gender, understanding degree about Hangzhou
Baguatian Park, and the tourism-generating regions have
little effect on WTP. ,e reasons are as follows: the inter-
viewees in the study are mainly young adults and middle-
aged men between 20 and 40, whose incomes become rel-
atively stable as the age increases and WTP becomes
stronger. In the meantime, it is found that, in the investi-
gation, the higher the educational degree of the interviewees
is, the stronger their willingness to protect the recreational
resources will become; thus, WTP tends to go up. Besides,
some tourists think that Hangzhou Baguatian recreational
resources are preserved well and no extra protection fees
need to be paid. ,e main reason is the dispersed respon-
sibility caused by the fact that their residence is far from the
Hangzhou Baguatian Park and besides, the gender, origin,
and the permanent residence, etc., have no significant in-
fluence on WTP [14].

3.6.2. Analysis on the Correlation between the Samples’ Social
and Economic Characteristics and WTP Value. It can be
seen from the analysis on the correlation between the
sample’s social-economic characteristics and WTP value (as
shown in Table 5) that there is a significantly positive
correlation between tourists’ monthly income and WTP
value, but the correlation between other factors and WTP
value is not significant; therefore, paying capacity is the main
factor influencing the tourists’ WTP value. Because the
higher the tourists’ income is, the stronger the corre-
sponding paying capacity is. As long as they are willing to
pay,WTP value will be bigger. It is found in the investigation
that some tourists want to pay, but they refuse because they
are worried about the specific use of these fees and they are

Table 3: ,e modes of WTP.

Payment mode Frequency (people) Percentage Effective percentage Accumulated
percentage

Give it to the country for the unified allocation in form of
paying taxes 48 13.2 35.8 35.8

Pay the managerial institute in cash 58 15.9 43.3 79.1
Pay in the form of buying environmental protection
funds or lottery ticket 16 4.4 43.3 79.1

Give it to the nongovernmental organizations in cash 9 2.5 6.8 97.8
Other modes 3 0.8 2.2 100.0
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Table 4: Setting of independent variables in SPSS software.

Independent variables Variables and assignment
Gender Male� 1; female� 2
Age [-, 20]� 1; [20, 40]� 2; [41, 60]� 3; [60, -]� 5

Educational degree Junior high school and below� 1; senior high school or college degree� 2; higher vocational college� 3;
bachelor’s degree� 4; master’s degree and above� 5

Occupational
background

Administrative and public institution� 1; enterprises (managerial level)� 2; ordinary company staffs� 3;
peasants� 4; freelancers� 5; students� 6; the emeritus and retired� 7

Monthly income level (-, 2000]� 1; (2001, 4000]� 2; (4001, 6000]� 3; (6001, 8000]� 4; (8001, 10000]� 5; (10000, -)� 6
Origin Hangzhou city� 1; Zhejiang Province� 2; other provinces� 3; abroad� 4
Permanent residence Urban� 1; suburban� 2; rural� 3

Table 5: ,e analysis on the correlation between each sample’s social-economic characteristics and WTP.

Gender Age Educational degree Occupational background Monthly income Origin Permanent residence
Correlation coefficient −0.042 0.003 0.043 0.073 −0.025 0.013 −0.029
Level of significance 0.420 0.999 0.890 0.162 0.630 0.802 0.802
Note. ∗∗ means the correlation coefficient is significant at 0.01 level and ∗ means the correlation coefficient is significant at 0.05 level.

A. To ensure the permanent existence of Hangzhou Eight Diagrams Field’s recreational resources

B. To leave Hangzhou Eight Diagrams Field’s recreational resources to the future generation as
heritage

C. To make themselves, the future generations and others be able to use Hangzhou Eight Diagrams
Field’s recreational resources selectively.

25%, 25%

48%, 48%

27%, 27%

Figure 1: ,e selection of payment motivation.

A.Protecting the recreational resources is the country’s
responsibility,which should not be shouldered by common residents. 3%
B.Recreational environment is good enough and doesn’t need protection. 11.30%
C.This kind of resources is not rare enough and it isn’t worth protecting. 22.10%
D.Their income is too low to pay. 19.90%
E.Be far away from here and have no interest in the protection of the recreational
resources 10.80%
F. Be worried that the fees can’t be truly used in the protection of the recreational
resources. 15.60%
G.Other reasons. 17.3%

10.80%
19.90%

22.10%

11.30%
3%

17.30%

15.60%

Figure 2: ,e reasons for refusing to pay.
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unclear about the role of resources protection subjects
(thinking that it is the country or the government’s re-
sponsibility to protect the recreational resources, which
should not be shouldered by the common residents, as
shown in Figures 1 and 2). ,ere is no significant correlation
between the tourists’ origin, permanent residence, and WTP
value for Hangzhou Baguatian Park. With the development
of modern society, the income gap between the male and the
female is increasingly narrowing down; therefore, the gender
difference does not have much effect on WTP value
(Table 6).

4. Conclusion and Discussion

,e paper adopts the internationally accepted CVM to
evaluate the use value of Hangzhou Baguatian recreational
resources and does the statistical analysis on the 365 effective
questionnaires in the 400 investigation questionnaires and
the following conclusions are obtained:

(1) 62.1% of the interviewed tourists are willing to pay
for the recreational value of Hangzhou Baguatian
Park, which indicates it is of great value significance
to protect the recreational resources of Hangzhou
Baguatian. ,e average WTP value is 40.74 yuan/
person per year. In 2017, the recreational value of
Hangzhou Baguatian Park is 354 million yuan,
among which the existence value of 170 million yuan
is the main form of the nonuse value of Hangzhou
Baguatian, and next are the heritage value (89million
yuan) and option value (95 million yuan).

(2) 63.2% of tourists have no WTP and refuse to pay for
the recreational value of Hangzhou Baguatian Park,
mainly because they are unclear about the self-role of
protecting the recreational resources. ,ey are
worried that the paid fees cannot be fully used for the
protection of recreational resources or they are
unable to pay the protection fees of Hangzhou
Baguatian due to their terrible economic condition.

(3) In terms of payment mode, in the interviewees who
are willing to pay, the highest percentage of tourists
think that the protection fees should be handed in to
the country for the unified allocation in the form of
tax-paying (13.2%), the next are the percentages of
tourists who hold that protection fees should be paid
in cash to the managerial institutions or to buy the
environmental protection funds or lottery ticket
(15.9% and 4.4% respectively), and the proportion of
paying to nongovernmental organizations in cash is
the lowest (2.5%).

(4) Seen from the analysis on the correlation between the
investigated samples’ social and economic charac-
teristics and their WTP and WTP value, there is no
significant correlation between the interviewees’
origin, permanent residence, andWTP and there is a
positive correlation between occupational back-
ground, educational degree, and WTP, which means
the educational degree, occupational background,
andmonthly income are themain factors influencing
the tourists’ WTP. Tourists’ gender, the under-
standing degree about Hangzhou Baguatian Park,
and the tourism-generating regions have little effect
on tourists’ WTP. ,ere is a significantly positive
correlation between the monthly income and WTP
value and the correlation between other factors and
WTP value is not significant, which means that the
paying capacity is the main factor influencing the
tourists’ WTP value. ,e higher the income of the
tourists is, the stronger their paying capacity will
become; thus, as long as they are willing to pay, WTP
value will be bigger.

CVM is the product under the pure market economic
condition.,e research on urban productive landscapes that
cannot be fully marketized has certain limitations. ,e ac-
ademic exploratory nature of its quantitative evaluation still
has a certain value, and it needs to be continuously improved
in the process of application. 365 samples in the paper are
used to represent all the tourists of Hangzhou Baguatian,
which will bring about certain deviation.,erefore, multiple
methods should be combined to make the comparative
analysis so as to make the evaluation result much closer to
the actual value of research subjects and put forward a series
of realistic suggestions and countermeasures aiming at the
development and preservation of the productive landscapes
similar to Hangzhou Baguatian to help promote the pro-
ductive landscapes in the whole province and even the whole
country [15].
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Table 6: ,e analysis on the correlation between each sample’s social-economic characteristics and WTP value.

Gender Age Educational degree Occupational background Monthly income Origin Permanent residence
Correlation coefficient −0.005 0.076 0.080 −0.073 0.124 −0.087 0.027
Level of significance 0.929 0.147 0.125 0.165 0.524 0.096 0.605
Note. ∗ means the correlation coefficient is significant at 0.05 level.
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,is paper analyzes the impact of information interaction ability on the value co-creation businessmodel of online education enterprises
from the perspective of supply chain. Integrate the perspective of supply chain and summarize the content of supply chain capability and
performance. ,is paper analyzes the connotation and shortcomings of information interaction ability, combines the connotation of
value co-creation to maximize the advantages of information interaction, assumes the impact of information interaction on value co-
creation through questionnaire survey method, uses software to analyze the reliability and validity of data, and proves that the data are
reasonable. Information interaction has a positive impact on the value co-creation business model of online education enterprises.

1. Introduction

Online education enterprise is a new teachingmode booming in
the past two years. Under the current Internet environment and
market economy environment, it has great development space.
Although online education is mainly for the convenience of
students to receive education at home, it is still a commercial
organization with profit as the ultimate goal in the final analysis.
Under the current business model, if an online education
platform wants to be long term, it is necessary to create com-
mercial value [1–3]. At present, online education in China is still
in the initial stage. In order to attract more customers to accept
online education, many enterprises have reduced their interests
to the minimum, and more business value has not been
highlighted. In order to achieve value co-creation, online edu-
cation enterprises are also trying to explore and develop a value
co-creation business model. For online education enterprises,
the use of a co-creation value model can help enterprises create
effective value [4]. At present, online education enterprises are
facing the competitive pressure of huge student groups and
schoolwork. Under the fierce competition market environment,
independent online education enterprises cannot occupy the

dominant market [5]. Only by information interaction, sharing
industry information, and market situation can they achieve a
win-win situation. Establishing and deepening the information
exchange ability between online education enterprises and re-
ducing the information isolation between enterprises can change
the confusion encountered by enterprises in independent op-
eration (there is a certain resource information dependence
between online enterprises, and the information interaction
ability can enhance their symbiosis) and solve the work content
that enterprises cannot complete in independent operation [6].
Under the market economy, the competition among the same
enterprises is becoming more and more fierce, and the related
enterprises are gradually aware of this situation and are more
willing to strengthen contact and share industry information
with the enterprises of the same level and the same business
model [7–9].

,e supply chain is a network chain structure formed in
the process of commodity circulation, aiming at the final
receiving of goods by users. Some famous experts have
expounded in their own works the fact that in today’s
market economy, enterprises are no longer the main body,
but the supply chain is the main body. In the whole market,

Hindawi
Scientific Programming
Volume 2021, Article ID 4648814, 9 pages
https://doi.org/10.1155/2021/4648814

mailto:wang1023nan@gdou.edu.cn
https://orcid.org/0000-0002-8901-8113
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/4648814


the competition among enterprises is no longer the
competition to seize the market, but the competition be-
tween supply chains [10]. It can be seen that in the current
situation of the increasing shortage of resources, the
competition of supply capacity reflects the competition of
the supply chain, and the results of supply competition are
presented through the results of supply chain performance.
From the perspective of the supply chain, this paper studies
the evolution and development of the value co-creation
business model of online education enterprises under the
influence of information interaction ability and takes actual
enterprises as the research object to carry out the case
study.

2. Basic Concepts of Supply Chain

2.1. Integration from the Perspective of Supply Chain

2.1.1. ,e Meaning of Supply Chain Integration. ,e whole
process of a product from production to sales involves many
aspects of interest, among which the main roles include the
producer responsible for the realization of the product, the
supplier responsible for providing raw materials, the dis-
tributor responsible for the large-scale sales of goods, and the
retail retailer responsible for the small-scale sales of goods. It
is these businessmen who play different roles that form a
closely linked and comprehensive economic network to
realize the overall operation of the supply chain. Ordering,
production, and transaction are all important parts of supply
chain operation [11].

,e fundamental purpose of online education enter-
prises using a supply chain is to ensure that they can not only
obtain profits but also meet the basic needs of consumers.
Only by meeting the needs of consumers can enterprises
obtain the profit in the target. ,e fundamental operation
purpose of each link in the supply chain is to meet the needs
of consumers. Although the seller, supplier, and manufac-
turer are the key components, if subdivided, it also includes
the most critical consumer, warehousing, transportation,
and other branches. Consumers are the most critical link in
the whole supply chain. It is precise because consumers have
a demand for goods that drives the reasonable operation of
the supply chain. From this level, it can be said that con-
sumers are the inexhaustible power to drive the supply chain
from one end to the other. Consumers send out their own
demand for goods, and suppliers and manufacturers receive
such requests, making production behavior, and the
transportation department should give full play to the
convenience of transportation, realize the supply of goods to
consumers through retailers or distributors, and improve the
bottom-up supply chain structure.

2.1.2. Supply Chain Integration. ,e integration of supply
chain content can be divided into two parts, namely, external
and internal integration. For the internal integration of the
supply chain, it mainly focuses on the internal activities of
online education enterprises, in order to achieve significant
cooperation between suppliers and enterprises, and at the
same time, online education enterprises meet the needs of

consumers, coordinate and synchronize the activities of
different departments in the enterprise; the external inte-
gration of online education enterprises is to build an alliance
between external partners and online education enterprises,
realize the common business strategic objectives of several
enterprises, unify and coordinate the business operation
process and cooperative operation process of each enter-
prise, and realize the unity of cooperation strategy. It is
through this internal and external supply chain integration
to improve the upper and lower ends of the supply chain
management process and business model, and effectively
improve the business performance of enterprises.

,e purpose of integrating the supply chain is to improve
the strategic cooperation ability and information sharing
ability of online education enterprises in the operation stage.
After the adjustment, the enterprises in each link of the
supply chain cooperate with each other for common in-
terests and operation purposes and work together for the
strategic goal, so we should strengthen the deep cooperation
of similar online education enterprises. At the same time, the
deep integration of online education enterprise’s supply
chain is also to integrate and strengthen the internal and
external business processes. ,rough the integration of the
supply chain, the interests of the cooperative online edu-
cation enterprises are maximized to enhance the value of
each enterprise.

,rough the above analysis, it can be seen that each node
in the supply chain realizes the top-down integrated con-
nection through the integration and adjustment of the
supply chain. ,rough the integration and optimization of
the supply chain, it realizes the closely connected supply
chain structure, ensures that each associated enterprise can
add value in the connection of the whole supply chain,
obtains effective income, and, to a certain extent, ensures the
close connection between production and consumption, so
as to achieve the goal of all in one service.,is kind of supply
chain adjustment improves the overall economic benefits
and soft power of enterprises, promotes the overall devel-
opment of affiliated enterprises, and also improves China’s
comprehensive soft power to a certain extent.

2.2. Capability and Performance of Supply Chain.
Logistics circulation ability and managers’ decision-making
ability and management ability in the process of supply
chain operation are the embodiment of supply chain ability.
In previous studies, it has been found that when defining the
internal capability of the supply chain, the concept is
composed of multiple dimensions, and this multidimen-
sional problem is also involved in the above supply chain
integration. As long as it includes production, storage,
transportation, sales, and other links, these links together
constitute the overall process of the supply chain, and the
process also includes two levels of supply chain capabilities
[12]. One of them is the basic ability of the supply chain; that
is, the enterprise at each end of the supply chain completes
the part of the work that the enterprise needs to be re-
sponsible for according to its own work content and division
of labor content. Every link of the enterprise is concerned
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about the goal of profit as the goal; the main work is to
ensure that the enterprise can work normally, so the basic
ability of the supply chain is the ability of the basic work of
the supply chain. ,e ability of the second level is the service
ability that the supply chain can carry. ,is level needs the
supply chain to have higher ability. ,e so-called service
ability is the ability that each enterprise in each link of the
supply chain can make the best response in the increasingly
fierce market economy. ,e actual operation is more dif-
ficult, so once it starts, it will become a unique ability
[13, 14]. ,e availability of these two levels of capabilities
reflects the management of supply chain operation, which is
related to the performance of supply chain operation.

Although the management and operation process of the
supply chain is clear, it is an extremely complex process to
form a complete and effective supply chain. ,erefore, it is
necessary to evaluate the operation performance of the
supply chain. ,e relationship between the supply chain and
the enterprise is both exterior and interior, and also, they
affect each other. It has a strong guiding role to obtain the
evaluation and analysis results between the enterprise and
the supply chain. When evaluating the performance of the
supply chain, it takes the cost, quality, delivery time, and
other indicators as the standard, to modify the indicators
appropriately according to the actual situation and research
needs of the enterprise, and establish an index system to
evaluate the performance of the supply chain.

3. Description of Information
Interaction Ability

By using the mode of information interaction, enterprises
can realize the information sharing and knowledge com-
monality of enterprises at each end of the supply chain,
master the user needs and production standards, and have a
unified understanding of the laws and regulations related to
the production and transportation of related products, so as
to promote enterprises to realize value co-creation. If online
education enterprises want to develop for a long time, they
need effective management and information interaction
means to ensure the healthy competition. Information in-
teraction can improve financial performance and supply
chain performance and significantly increase user percep-
tion and emotional commitment.

One of the advantages of information interaction in
promoting enterprise value co-creation is the transforma-
tion from information interaction resources to information
interaction ability. ,e detailed process of this transfor-
mation ability is shown in Figure 1.

Online education enterprises use new information
technology to build information interaction facilities to
ensure the smooth and stable operation of online education,
so as to improve the interaction efficiency and lay a good
foundation for other content of subsequent information
interaction; talents with the ability of information interac-
tion constitute the human resource reserve of online edu-
cation enterprises, bringing advanced technology and work
experience to the enterprises. Combined with the current
high, refined, and cutting-edge information technology, the

enterprise’s information interaction resources are formed. It
is precisely because of the integration of these different
functions that the values of enterprises can be created
together.

Researchers in various fields have made preliminary
achievements in the research of information interaction, but
in the current form, there are still some problems in the
research of interactive information.

3.1. ,e Object of Interaction Is Unknown. ,e key point of
information interaction is the information interaction be-
tween enterprises at each end of the supply chain, but this
excessive attention ignores the information interaction
among information networks (companies at each end of the
supply chain), value networks (between customers and
enterprises), and customer networks (between customers).

3.2. ,e Scope of Interaction Is Unknown. Although, simply
speaking, the relationship between the enterprises at each
end of the supply chain is information interaction, the
detailed interaction content is extremely extensive. In ad-
dition to the interaction of customer information, infor-
mation interaction also needs to realize the interaction of
production technology, new learning technology, and the
interaction between scientific and technological means and
users. ,ese interactions are complex and changeable. ,ere
are many contents involved, and the boundary is often
unclear in practical research [15].

3.3. ,e Level of Interaction Is Chaotic. At present, the in-
teraction of basic production information and sales infor-
mation between enterprises is a relatively basic content in
the research field, but the most profound and core infor-
mation is needed to achieve the healthy development of
enterprises. In recent years, with the rapid development of
cloud technology, Internet technology, and big data tech-
nology, a lot of information content can be obtained without
going out of the house.,is form has changed the traditional
way of human communication and the management and
distance between people, people and things, and things and
things, breaking through the traditional restrictions. ,ere
are huge differences between the transmission frequency and
privacy of information.

In the actual operation process of enterprises, in addition
to the basic way of information interaction, continuous and
in-depth information characteristics are all new character-
istics of information interaction. It can be seen that the study
of information interaction needs to start from the overall
perspective of the enterprise. From the current research
perspective and from the perspective of supply chain, in-
formation interaction is not only a simple technical ability,
but also a core ability from the perspective of overall strategy.
,e application of information interaction in the value co-
creation business model of online education enterprises will
bring great benefits to the development of enterprises.

,is section studies the basic concept of information
interaction in detail; that is to say, under the background of
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the new economic environment, enterprises adjust and
apply the content of information interaction. ,e funda-
mental purpose of interaction is to realize the value of
enterprises, co-create business models, and help enterprises
gain more competitive advantages in the fierce competitive
environment. ,e communication principle of information
interaction is shown in Figure 2.

Information interaction capability includes various
concepts. Firstly, information interaction technology can
provide more massive information interaction technology to
online education enterprises under the rapid development of
emerging information technology, so as to build more
reasonable information interaction tools, help enterprises
obtain more benefits in the business process, lay a favorable
foundation for online education enterprises to achieve
business value co-creation, and provide a reference for
online education enterprises. ,e competitive development
of enterprises brings necessary material resources support
[16]. ,e other is that the guiding goal of information in-
teraction is the value co-creation of enterprises. In recent
years, the rapid development of all kinds of new information
technology has led to the surplus of information resources in
most online education enterprises. When the value co-
creation is directly related to the user experience, the ad-
vantages of these new information technologies can be
brought into full play.

4. Connotation and Classification of
Value Co-Creation Model

4.1. Connotation of Value Co-Creation Model. Taking the
individual as the center is a new means of value creation
under the perspective of market economy and supply
chain. ,e creation of this kind of value is no longer solely

dependent on the creation of enterprises but needs the
joint creation of enterprises and customers. Value co-
creation business model and information interaction
share the enterprise’s work tasks with customers who buy
goods. ,e identity of customers has changed signifi-
cantly. ,at is to say, under the same supply chain,
customers and suppliers and manufacturers and sellers
form a direct connection, which is also one of the links of
enterprise value pursuit [17]. Customers not only create
their own value, but also help enterprises reduce the
consumption of human costs and create more value for
enterprises. ,is proves that, from the perspective of
supply chain, co-creation of value is not created by en-
terprises, but by customers’ participation.

Information exchange
facilities: cloud computing

platform, application
so�ware, hardware
facilities, big data

Human resources for
information exchange:

operation team, external
human resources and

management team

Intangible resources for
information exchange:

business model,
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business process

focus configuration application integration
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interaction for
mobile devices

User-oriented
information
interaction

Information
interaction for
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networks

Information
interaction for

R&D and design
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information
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Supply chain
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Figure 1: ,e transformation process from information interaction resources to information interaction capabilities.
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Figure 2: Principle of information interaction and transmission.
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From the perspective of supply chain, enterprises and
customers are closely connected in each link. Customers
change from passive consumption to active participants in
interest activities. ,ere is an interactive and cooperative
relationship between them, and the value is created together.
In other words, under the information interaction tech-
nology, in order to achieve the common goal, customers and
enterprises continuously transfer information and exchange
their own resources so as to ensure customers’ good con-
sumption experience and obtain more information content,
realizing the common creation of interests with enterprises.
To study the specific performance of this kind of value co-
creation is that customers participate in product design, or
directly carry out consumer behavior to bring value to
enterprise development, which is the most intuitive inter-
action and value co-creation between the two.

From the above research and analysis, we can see that the
cooperation between enterprises and customers is mainly
the demand for each other’s resources. ,at is to say, cus-
tomers need the products produced by enterprises, while
enterprises need the demand information of users. Such
resources need to cooperate between customers and en-
terprises under the information interaction technology so as
to obtain a lot of information and make rational use of it to
maximize benefits. Generally speaking, information inter-
action is the basis of value co-creation, and value acquisition
is the ultimate goal of value creation from both the per-
spective of customers and enterprises. ,e key point of value
co-creation is to realize the value experience of customers
and enterprises. It can be seen that enterprises at each end of
the supply chain are not the main body to obtain value, and
customer participation is also the key step to realize value co-
creation. ,e closer the relationship between customers and
enterprises is, the more harmonious the value can be
maximized, and this kind of information interaction runs
through all links of the supply chain in every step of every
enterprise.

4.2. Value Co-Creation Classification. For value co-creation,
previous studies have divided it into two categories in detail,
one of which is the value jointly generated by the enterprise
and the customer, with the enterprise as the leading and the
customer as the cooperator; the other is the value creation
method with the enterprise and the customer as the main
body, with the customer as the leading, and the enterprise as
the cooperator. ,e following is the specific analysis process.

4.2.1. Production Field. In the field of production, the value
co-creation of online education enterprises is carried out
from the perspective of enterprises. From the perspective of
supply chain, each end enterprise puts its own type resources
and intangible information into the value creation system.
Customers put forward value requirements according to
their own needs and mix the resources invested by cus-
tomers so as to integrate the resources of customers and
enterprises in the supply chain and cooperate with each
other to create business value. ,is kind of value co-creation
can effectively improve the performance and business

performance of each enterprise, create a good business
image for the enterprise to a certain extent, inject fresh blood
into the enterprise, enable the enterprise to continuously
create new value, and ensure that a more harmonious re-
lationship can be built between the enterprise and cus-
tomers. Although under this classification, customers are not
the main body of value production, they still play an im-
portant role in the process of value co-creation: because
customers put forward demands for their own needs, en-
terprises can make a way conducive to value co-creation
according to their needs; as a crucial link in the supply chain,
customers also invest their own resources in information
interaction, which enriches the level of resources and helps
enterprises achieve value creation faster and better; cus-
tomers and enterprises actively interact with each other to
help each other and create business value together [18]. ,e
value co-creation of any commodity in the field of pro-
duction is dominated by the enterprise, which provides
space for customers and takes the enterprise as the leading
role. It is necessary to grasp the value creation and pro-
duction all the time, and at the same time, it is also necessary
to improve the level of enterprise management.

4.2.2. Consumption Field. In the field of consumption, if we
want to realize the value co-creation, we need to take the
customer as the main body, the customer fully considers
their own interests, put their own information and
knowledge resources into the information interaction,
readjust and match the resource information, and use the
interactive way to connect the customer and the enterprise
so that the resources of the two can be effectively integrated
and infiltrated into each other. It is the realization of value
co-creation between enterprises and customers. In other
words, when customers have demand for goods, enterprises
will put forward their own value proposals according to the
needs of enterprises. If customers are satisfied with this
proposal, they will reach a consensus on value. With the
assistance of information interaction, resources can be ex-
changed, and value co-creation between enterprises and
customers can be realized under the supply chain. In order to
realize the stable value co-creation, enterprises also need to
make support to ensure the realization of value co-creation.
It is because of the realization of value co-creation that
customers can get good business experience and meet their
demand for goods. ,e main focus of value co-creation
under the category of consumption field is the integration of
resources between enterprises and customers. Customers
take themselves as the main body to create business value,
but also need to invest their own resources and make an
accurate evaluation of the value created.

,e above two kinds of value co-creation classification
are from the perspective of different subjects, mainly aiming
at the particularity of different subjects to explain co-crea-
tion value. Although enterprises and customers have dif-
ferent performance in value pursuit, the demand for value
maximization is consistent. Under the information inter-
action technology, both of them integrate their own in-
formation content. However, whether it is production or
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consumption, the pursuit of value co-creation is consistent.
Customers and enterprises in the supply chain make their
own contributions to the realization of value co-creation.

5. Case Analysis

,is paper takes an online education enterprise as a case
sample to analyze the impact of the company’s enterprise
development from the perspective of supply chain and the
value co-creation business model of school education en-
terprise under the influence of information interaction
technology. Detailed analysis of practical examples is carried
out by using the information interaction technology and the
basic theory of value co-creation introduced.

5.1. Research Methods and Strategies. ,ere are still many
deficiencies in the research of information interaction. In
this paper, the research is carried out from the perspective of
supply chain. Information interaction technology has the
characteristics of organization and strategy. ,is paper fo-
cuses on the analysis of the impact of the use of information
interaction technology on the co-creation business model of
enterprises. ,erefore, specific research is carried out for the
enterprises that have made remarkable achievements in the
field of online education. ,is paper analyzes the reasons
behind the achievements of the enterprise. In this paper, we
believe that information interaction technology can bring
high-quality value co-creation effect for enterprises and
ensure enterprises to obtain absolute enterprise advantage in
similar enterprises. ,e detailed theoretical framework is as
follows:

(1) ,e resources in the process of information inter-
action mainly include three aspects: intangible re-
sources, human resource information, and basic
information.,ese three types of information will be
generated and applied in the normal business pro-
cess of enterprises, but not all types of enterprises can
be used in general. Online education enterprises use
this kind of interactive form to complete information
interaction and realize enterprise value co-creation.

(2) In fact, value co-creation is not a specific concept.
Generally, related activities are used to carry out this
abstract concept, so if it is needed to carry out the
research of value co-creation, the perspective of
components should be used.

(3) In the process of research, it needs to pay attention to
the measurement of enterprise competitiveness. ,e
research dimension includes two aspects, namely,
long-term and short-term competitive advantage.
,e detailed indicators will be studied in the
following.

5.2. CaseOverview. ,e example selected in this paper is the
enterprise that has achieved considerable results in the
current online education enterprise: enterprise A. ,e en-
terprise started early for online education, and also, it plays
an important leading role in the industry. In this field, the

enterprise has been in a leading position. It is precisely
because of the excellent business situation of the enterprise
the use of information interaction technology can achieve
good value and co-create efficiency. ,e enterprise was
founded in 2010 and has developed rapidly in the past
decade, which has a great influence in the industry and
related industries.

5.3. DataAnalysis. ,e questionnaire survey method is used
to collect the data of the online education enterprise, that is,
the hypothesis of the impact of information interaction on
enterprise value co-creation.,e analysis software SPSS 22.0
is used to analyze the data, and the observation variables are
set. ,e content of the scale includes value co-creation,
partnership, service concept, and service complexity. On this
basis, the reliability and validity of the scale are analyzed, as
well as other data. ,e results are as follows.

5.3.1. Reliability Analysis. ,e reliability and validity of each
scale are evaluated and analyzed. Internal stability, internal
consistency and equivalence are the indicators to measure
the reliability of waiting room. ,e purpose of evaluation is
to verify the reliability of measurement. In order to avoid the
problem of measurement similarity, Cronbach’s coefficient α
is used to express the degree of homogeneity. 0-1 distri-
bution interval is the value range of Cronbach. α-value of
0.64–0.69 is acceptable; that is, the value is reliable. If α value
is 0.69–0.79, the reliability is moderate. If α value is above
0.79, the reliability is excellent.

,e reliability analysis of information interaction
influencing value co-creation is shown in Table 1.

It can be seen from Table 1 that the reliability analysis of
the scale of value co-creation shows that each value is above
0.79. ,e results of reliability analysis show that the internal
consistency of the scale is very high, which indicates that the
scale constructed in this paper has good reliability. At the
same time, it also shows that information interaction has a
positive impact on the business model of value co-creation of
online education enterprises.

5.3.2. Validity Analysis. Validity analysis is recognized as a
factor to measure the quality of the sample scale in research.
,e scale used in this study belongs to the high maturity
scale, so its validity is acceptable. ,e composite reliability
(greater than 0.69), mean variance (greater than 0.49), and
standardized factor (greater than 0.49) are used to measure
the aggregate validity of the scale. ,e results of variable
factor analysis are shown in Table 2.

It can be seen from Table 2 that the aggregation effect of
the scale is good. It can be concluded that each variable
factor has reached the specified range, which indicates that
the scale constructed in this paper has good reliability. At the
same time, it further indicates that information interaction
has a positive impact on the value co-creation business
model of online education enterprises.

,e purpose of data analysis is to verify the impact of
information interaction on the value co-creation business
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Table 1: Reliability analysis of the scale.

Project Content Correlation with the
total score

,e coefficient
of α

Signal communication

Information exchange between enterprises 0.855

0.883,e upstream enterprises of the supply chain can clearly
understand the opinions of the downstream enterprises 0.848

Information exchange between enterprises and customers 0.842

To obtain

Ensure that customers receive detailed product information 0.851

0.895
Customers can obtain the information of commodities

through the Internet and other ways 0.813

Customers are able to accept goods from enterprises along the
supply chain 0.757

Risk-taking
Inform customers of possible risks of the product through

information exchange 0.742 0.831
,e customer shares the risk with the enterprise 0.817

Transparency

Companies do not use information asymmetry to deceive
customers 0.852

0.831Customers have absolute trust in the enterprise and ensure the
transparency of information between them 0.677

,ere is no information deception between enterprises and
between enterprises and customers 0.759

Information interaction
enterprise relationship quality

Companies do not harm each other’s interests 0.868

0.889Aim to maximize profits 0.862
Consistent cultural strategies between enterprises and between

enterprises and customers 0.839

Cooperative innovation
performance

Improve product quality through innovation 0.813
0.855Accelerate the commercialization of goods 0.788

Businesses make profits from the sale of goods 0.818

Table 2: Variable factor analysis.

Project Content Normalized factor
coefficient

,e
mean

,e standard
deviation

T-
statistic

Signal communication

Information exchange between enterprises 0.853 0.858 0.044 25.719
,e upstream enterprises of the supply chain can
clearly understand the opinions of the downstream

enterprises
0.848 0.851 0.053 19.881

Information exchange between enterprises and
customers 0.864 0.866 0.045 24.894

To obtain

Ensure that customers receive detailed product
information 0.869 0.869 0.042 27.582

Customers can obtain the information of
commodities through the Internet and other ways 0.888 0.881 0.042 28.888

Customers are able to accept goods from
enterprises along the supply chain 0.918 0.918 0.028 47.677

Risk-taking
Inform customers of possible risks of the product

through information exchange 0.865 0.867 0.031 28.584

,e customer shares the risk with the enterprise 0.898 0.898 0.035 36.748

Transparency

Companies do not use information asymmetry to
deceive customers 0.784 0.798 0.076 12.273

Customers have absolute trust in the enterprise and
ensure the transparency of information between

them
0.923 0.921 0.038 34.113

False information of all units 0.886 0.887 0.039 30.862

Information interaction
enterprise relationship
quality

Companies do not harm each other’s interests 0.828 0.3827 0.045 24.331
Aim to maximize profits 0.789 0.789 0.059 16.599

Consistent cultural strategies between enterprises
and between enterprises and customers 0.821 0.821 0.054 19.118

Cooperative innovation
performance

Improve product quality 0.812 0.763 0.085 12.342
Accelerate the commercialization of goods 0.873 0.866 0.052 21.158

Product revenue 0.811 0.788 0.054 18.932
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model of online education enterprises from the perspective
of supply chain. ,rough the above data analysis, this paper
obtains the verification results through a series of analysis
methods such as questionnaire survey, proving that infor-
mation interaction has a positive impact on enterprise’s
value co-creation.

From the perspective of supply chain interpretation,
online education enterprises use information interaction in
many aspects to achieve value co-creation between enter-
prises and between enterprises and similar enterprises.
Table 3 shows the comparative analysis results of the two.

From the perspective of supply chain, online education
enterprises use information interaction to continuously
optimize and improve the content, reduce the possibility of
information distortion, enhance the value of information
interaction, effectively realize enterprise’s value co-creation,
meet the needs of enterprise development, ensure the
consistency of production information and enterprise
production information, and reduce the information gap
between enterprises and customers caused by poor
communication.

6. Conclusion

,is paper analyzes the impact of information interaction
ability on the value co-creation business model of online
education enterprises from the perspective of supply chain.
,rough the research, the following conclusions can be
obtained:

(1) For the scale of value co-creation, the reliability
analysis is carried out, and each α value reaches more
than 0.79. ,e reliability analysis results show that
the internal consistency of the scale is very high,
which shows that the reliability of the scale con-
structed in this paper is good. At the same time, it
also shows that information interaction has a posi-
tive impact on the value co-creation business model
of online education enterprises.

(2) ,e verification results are obtained by a series of
analysis means, such as questionnaire survey. ,e
data analysis results show that information inter-
action has a positive impact on the value co-creation
business model of online education enterprises.

(3) From the perspective of supply chain, online edu-
cation enterprises continuously optimize and im-
prove the content when using information
interaction, reduce the possibility of information

distortion, enhance the value of information inter-
action, effectively realize enterprise value co-crea-
tion, meet the needs of enterprise development,
ensure the consistency between production infor-
mation and enterprise production information, and
reduce the information gap between enterprises and
customers caused by poor communication.
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'e purposes are to use the Internet technology to innovate the ideological and political (IAP) classroom teaching mode, take full
advantage of the mobile platform under big data (BD), improve the effectiveness of IAP education, and deeply grasp the internal
needs of students for the IAP classroom. First, the specific meaning and implementation process of mobile cloud teaching (MCT)
under the Internet are deeply studied, as well as the connotation of the IAP course. Second, some suggestions are proposed. A
theoretical analysis of the synergy between MCT and IAP classroom is conducted, and the teaching situation of cloud teaching
classroom from the basic construction and operation mode of MCTplatform is discussed. Finally, a case study on blue-ink cloud
class is carried out. 'e results show that to realize the innovation of the IAP classroom teaching mode, it is considered that the
IAP classroom has a strong dependence on the information. 'e MCTplatform has wide access to information, which can well
connect with the IAP classroom. 'e teaching methods of the cloud teaching platform tend to be diversified and interesting, and
the overall teaching pattern is different from the traditional classroom teaching mode. 'e teaching effect is greatly improved
based on the MCTplatform. To achieve the synergy of the Internet and the MCTplatform, the advantages of the cloud teaching
platform should be expanded, the online communication between teachers and students should be strengthened, and the channels
for information acquisition should be opened up. Blue-ink cloud class fully utilizes the advantages of the cloud teaching platform,
which provides a great reference for IAP classroom teaching. Its flexible teaching method and intelligent management are helpful
to the reform of IAP classroom teaching in the future.

1. Introduction

'e world enters big data (BD), and Internet technology
greatly affects people’s learning, work, thinking mode, and
so on. With the development of Internet technology, the
teaching of teachers extends from classroom to network,
from students to all who want to receive education,
expanding the scope of work and the target being able to
work according to their own interests and hobbies, free
from time and place constraints, free from development
space constraints. 'rough search engine technology,
screening on the network of words, sounds, images:
through hypertext, hyperlinks technology, and effective

access to information and use. Self-centered information
acquisition is more accurate and timely, which greatly
improves learning and work efficiency. On the web, people
can switch between tasks at any time, reading, writing,
watching videos, and chatting and making friends at the
same time. People can enter keywords and get all kinds of
information through search engines; people are not only
the receiver of information but also the sender and dis-
seminator of information, which makes people become the
media of information, and they are in the network of in-
formation without a center and edge. In the network age,
people’s thinking mode must also have the “nonlinear”
characteristic of hypertextualization. Meantime, a series of
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reforms are carried out in various fields, such as artificial
intelligence, smart city, cloud computing, and cloud
teaching [1]. “Cloud teaching” with its rich educational
resources, convenient use, diversified information content,
and unique and fashionable education methods wins the
favor of the vast majority of students [2], which also ap-
parently impacts the thinking mode of contemporary
students [3]. 'e rapid development of Internet technology
around the world has changed the way of thinking again,
and people have put forward the concept of “network
thinking.” As the latest form of the modern mode of
thinking, the network thinking mode has the above
“openness,” “diversity” and “creativity.” At the same time,
it has made new breakthroughs in the horizontal, vertical
and spatial structure, with an unprecedented “divergence.”
With the gradual growth of the students, the traditional
teaching mode is unable to attract the students who live in
the diversified information environment: (1) the teacher-
centered school education will ignore the existence of
students as learning subjects; (2) school education focuses
on books, and teachers will only faithfully implement
textbooks, which will become an obstacle to students’
creation and innovation; (3) the teaching method of
schools is monotonous, and teachers only treat students as
containers to receive knowledge; and (4) in the learning
process, students have problems such as single method,
single goal, single problem, single evaluation, single pro-
cess, and so on. Building a multidimensional learning
environment with pictures and texts through the “cloud
teaching” mode will be welcomed by more students [4].
Ideological and political (IAP) education is correlated with
the future of the motherland and social development, and it
is a compulsory course for every student in all growth
stages. 'erefore, how to carry out IAP education is a very
important issue for schools [5]. Especially during the two
sessions in 2019, national leaders make important in-
structions on school IAP theory, that is, the tradition of IAP
work advantages and information technology are highly
integrated to enhance the sense of the times and attrac-
tiveness. 'is fully reflects that the Party attaches the
importance to IAP education, points out the direction for
the reform of IAP curriculum, and provides an action guide
for the construction of information classroom [6]. 'e
combination of IAP education and Internet technology
adapts to the development trend of the times, uses the
thinking mode of the Internet to deepen the effectiveness of
IAP education, strengthen educational achievements, and
improves the overall level of IAP education [7]. In the
“Internet” era, the acquisition of knowledge is no longer
limited to the classroom as it used to be. Diversified in-
formation channels make it easier for knowledge to be
learned. However, the focus of IAP education is not on
knowledge, but on the cultivation of students’ psycho-
logical quality [8]. Search, recommendation, and adver-
tising are the three most important ways to obtain
information in the Internet age. Search, recommendation,
and advertising are essentially solving the problem of in-
formation overload. 'e means and goals are different, and
they are born in different stages of the product life cycle so

that the system realization is different. 'e issues are that
the academic circle concerns are how to guide students to
study actively through the Internet-based MCT and help
them establish a correct outlook on life, values, honor and
disgrace [9], becoming worthwhile members of the society
while realizing their values.

To realize the substantial innovation of the IAP classroom
teachingmode in the Internet era, the cloud teaching platform
is analyzed and discussed by searching for the literature,
combination of practice and theory, and case analysis, es-
pecially the analysis of the teaching advantages and devel-
opment potential of the blue-ink cloud class, which has great
significance to the current IAP education in schools.

2. Cloud Teaching and IAP Course

2.1. Overview of MCT. In a broad sense, MCT is a kind of
behavior of learning activities anytime and anywhere
through mobile electronic devices [10]. 'e emergence of
cloud teaching brings interest to learning, enriches the
channels to acquire knowledge, liberates students from the
boring classroom, makes up for the shortcomings of offline
learning, and improves the efficiency of learning. In recent
years, with the large-scale popularization of smartphones,
MCT gradually develops and matures. It optimizes the
course content and opens up practical functions, like online
question answering and real-time interaction. With diver-
sified tutoring materials such as short videos, audios,
graphics, and PPT, students’ interest in learning is greatly
aroused [11]. In addition, there are abundant course re-
sources, all stored in the cloud for the different needs of
students. Moreover, they can directly connect with teachers.
Open topics can also be discussed in groups. 'is learning
mode stimulates the enthusiasm of students, promotes the
interaction between teachers and students, and greatly
improves the teaching quality [12]. Its speed is fast and clear,
to avoid a large number of teachers not only save a lot of
classroom teaching time, increase the amount of classroom
information, and the teaching content is lively and lively,
improve the efficiency of classroom teaching efficiency. It
not only enriches the teaching content but also broadens the
knowledge scope of the students.

MCT is a modern education method based on Internet
technology and mobile devices for network information
teaching. It skillfully combines mobile devices with BD, and
establishes a cloud teaching platform with cloud storage,
cloud computing, cloud data and cloud website.'rough the
visual teaching mode, the mobile cloud constructs a plat-
form to transform students’ thinking mode and guide the
students to learn autonomously [13,14]. 'e basic structure
of cloud teaching is shown in Figure 1:

'e MCT platform based on Internet BD promotes the
reform of the teaching mode. Besides, in the process of
establishing the platform, the platform aims to facilitate
students to quickly grasp the operation methods of the
platform and master various functions. Hence, it starts from
students and centers on serving students to meet students’
need and enhance the ability and the effectiveness of cloud
teaching.
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2.2. Overview of the IAP Course. 'e content of the IAP
course mainly includes the introduction to the basic prin-
ciples of Marxism, the outline of modern Chinese history,
the Mao Zedong 'ought, and the theoretical system of
socialism with Chinese characteristics, ideological andmoral
cultivation and legal basis, and formal policies [15]. It is the
embodiment of the national core values, and a vital part of
the national ideological and spiritual civilization construc-
tion. Every student needs to understand the theoretical
system of socialism with Chinese characteristics and es-
tablish correct core values [16]. 'e IAP course has a lofty
mission that other courses do not have to cultivate students’
patriotic feelings, be loyal to the party and the country’s
beliefs, be good at using a dialectical perspective to look at
problems, be good at observing the essence of things through
phenomena, do well in grasping the main contradictions of
things, always care about national affairs, devote themselves,
repay the society, and grasp the direction of life in the tide of
the times to realize the value of life. Because the IAP courses
is extraordinary important, it is not easy to do a good job in
IAP education. Although for many years, the party and the
state emphasizes the construction of IAP education, often
organize educators to carry out seminars on IAP education,
and give targeted guidance [17]. However, as the science and
technology and economy develop fast, the traditional IAP
classroom is gradually unable to meet the needs of con-
temporary students. A new teaching mode should be
established to optimize IAP class and improve students’
interest in learning. In March 2019, national leaders hold a
forum for teachers of IAP theory course in Beijing, which
points out the need to “innovate classroom teaching” and
realize “all staff, whole process and all-round” education.

2.3. Innovation of the TeachingMode of the IAP Course under
the Internet. 'e IAP course helps students understand
themselves, society, and the world and establish a healthy
and positive attitude toward life. 'e IAP course is a
compulsory course for every student. Under BD, the di-
versity and explosive information resources of the Internet
promotes the innovation and development of IAP educa-
tion. As for how to realize the perfect combination of the
Internet and the IAP classroom, the problems to be

considered are as follows: first, the IAP classroom is highly
dependent on information and needs information with high
authenticity and timeliness as the basic content; second, the
essential characteristic of the Internet is the fast speed of
information dissemination, and it has a more intuitive and
broad vision to excavate information. 'e Internet utilizes
media to represent social problems and ideology, which is
the most advanced function currently, and needs to establish
a good connection with IAP education; second, the Internet
combined with mobile devices can achieve learning activities
anytime and anywhere. Compared with traditional class-
room learning, the cloud teaching mode has several
prominent characteristics: (1) the teaching methods tend to
be diversified and interesting; the teaching pattern is
completely different from the traditional classroom teach-
ing; and it includes language form, the content, learning
media [18].'e effect of IAP education is improved based on
Internet technology. 'e key concepts and the overall
pattern of cloud teaching are shown in Figure 2:

(2)'e Internet technology deepens the communication
between teachers and students, and their relationship is
closer. Online answering and discussion make the learning
effect significantly improved, achieve the objectives of
strengthening IAP education, and fully show the Internet’s
connectivity function. (3) 'rough the mobile platform,
students can fully express their ideas and opinions, and
teachers can be informed of the specific learning situation of
students and teach them in accordance with their aptitude.
(4) Internet technology contributes to the centralized
management of students, which is a very convenient
management method for schools, teachers and students. In
general, Internet technology provides a new teaching mode
for IAP education and is vital in improving the effectiveness
of IAP education [19].

2.4. Synergy of MCT and the IAP Classroom. 'e Internet-
based cloud teaching system and the IAP teaching system
need to cooperate with each other to produce synergy. Only
in this way can the advantages of cloud teaching give a full
play and optimize the IAP classroom greatly.

2.4.1. Magnifying the Advantages of MCT. Education is a
process of value embodiment and the value output of ed-
ucators to learners. 'e traditional teaching mode only
focuses on the output form of educators and neglects the
acceptance of knowledge by learners. 'e establishment of
the mobile platform and the use of Internet technology can
analyze BD and make the IAP educators fully understand
students’ dynamics, interests, problems, and opinions on the
course. 'us, they can have a deep understanding of stu-
dents’ learning needs and guide students to form a right-
thinking mode and correct their learning methods.

2.4.2. Increasing Online Communication between Teachers
and Students. 'e inheritance of knowledge is a process of
mutual recognition, and the MCT platform strengthens the
interaction between teachers and students through the real-

�e teaching
of cloud

Cloud
computing

Cloud
storage

Cloud data

Cloud web
site

Figure 1: 'e basic structure of the cloud teaching.
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time teaching mode and one-to-one online answering. It
takes individual students as the center; promotes the contact
between teachers and students, teachers and parents, be-
tween students, and between teachers; and helps establish a
comprehensive teaching system on a quid pro quo basis. 'e
system can make teachers get feedback on students’ learning
status at the first time, and help them select the teaching
content and make a teaching plan for the next period,
improving the teaching quality.

2.4.3. Opening Up Information Access Channels. 'e biggest
advantage of the MCT platform is its wide range of infor-
mation sources. However, this information is highly frag-
mented and inconsistent, which posts an obstacle for
students to collect more professional information.

2.4.4. Strengthening the Integration of Cloud Teaching and
the IAP Education Classroom. 'e teaching mode is in line
with the development of the times, which is a new experience
for both students and teachers. 'e content of the classroom
teaching becomes rich and interesting because of the di-
versity of media. 'e most important difference between the
mobile platform and the traditional teaching method is that
each student is the main body of the classroom, and students
can seize the initiative of the classroom by sending barrage,
comments, and praise. In addition, the interaction between
teachers and students is conducive to grasping the rhythm of
the classroom for teachers because teachers can appropri-
ately add the beginning and ending, which makes the
teaching process more complete [20].

2.4.5. Grasping the Core Idea and Making the Collaborative
Progress. In the new era, with the development of the
country and society, the demand for talents is increasing.
While imparting knowledge, educators also need to pay

special attention to students’ IAP education. Schools and
teachers must cultivate students’ socialist core values and
patriotism and guide students to have the right self-un-
derstanding, realize their values and have a lifelong goal.'is
requires that the MCT classroom must maintain a serious
and lively style and does not put the cart before the horse
while adding interesting elements to the learning process.
'e original intention of intelligent teaching is to educate
students to have a correct worldview, values, and
philosophy.

2.5. Significant Advantages of MCT

2.5.1. Diversified Teaching Methods. 'e MCT platform
based on the Internet has the potential to improve the
teaching mode of IAP courses because it has unique and
wide dissemination of information, rich information access
channels, and interactive platform. It conforms to the di-
vergent and open characteristics of the IAP classroom. With
the universality of mobile intelligent devices in society, more
and more colleges and universities utilize its advantages of
fast-speed and wide-coverage to strengthen their IAP
teaching. 'e MCTenriches the traditional teaching modes,
and students can get the latest information anytime and
anywhere and learn knowledge from practice instead of
learning from books alone, making them profoundly un-
derstand the knowledge. 'e knowledge acquisition chan-
nels of cloud teaching are major social platforms, such as
MicroBlog and WeChat, official websites, various profes-
sional knowledge forums, academic papers, and journals
database. Furthermore, some of these resources are inter-
active and still some can be shared with each other, which
meet the demand for more information resources and ex-
tend the in-class knowledge to the practice, greatly im-
proving the learning efficiency, imperceptibly guiding
students to form a right-thinking mode [21].

2.5.2. Digitalization of the Teaching Process. 'e advantage
of the MCT platform lies in the application of data cloud
disk. On the one hand, it is reflected in the acquisition and
update of teaching resources. 'e powerful functions of BD
and cloud disk enable the platform to obtain massive re-
sources anytime and anywhere, truly realize mobile teach-
ing, and break the limitations of traditional classroom and
knowledge database. Especially for the IAP classroom, the
acquisition of real-time resources can cultivate students’
habit and ability to pay attention to national affairs,
strengthen students’ ability to analyze and capture hot issues,
guide students to treat things objectively, calmly and cor-
rectly in real life, and change their thinking mode imper-
ceptibly. Besides, through the storage function of cloud disk,
the course can be broadcasted or replayed, and they can
review the key points and difficult knowledge repeatedly,
which greatly improves the efficiency of the classroom and
solves the problem of students’ uneven ability level, so that
every student can get a full education. On the other hand,
online learning belongs to face-to-face teaching. Students
and teachers can interact in real-time, which is convenient
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Figure 2: Key concepts and the overall pattern of the cloud
teaching.
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for teachers to know students’ learning situations, and is
conducive to creating a lively classroom atmosphere. More
importantly, based on the digital teaching and management
mode, students’ learning situations can be intelligently
evaluated and tested, and the targeted training and intelli-
gent management can greatly help improving the effec-
tiveness of classroom teaching. Specifically, students’
classroom performance can form historical data to upload to
the cloud, and the cloud system can make timely feedback,
aided by strong support BD analysis and Internet intelligent
computing technology. Each student’s learning ability is
intelligently graded. 'is reduces the burden on teachers,
and the results are accurate and effective. 'e MCTplatform
collects and analyzes the collected student data, continu-
ously optimizes and upgrades the curriculum, brings more
perfect curriculum and teaching experience for teachers and
students, promotes the organic unity of teaching and
learning, and improves the teaching quality in the process of
continuous integration of cloud teaching and IAP classroom
[22].

2.6. Case Analysis. Currently, there are MCTplatforms with
similar functions in the market, and their operation modes
are almost the same, but they have their advantages in
teaching mode and operation management mode. 'e blue-
ink cloud class is selected because it has research value. It is a
MCT platform developed by the Beijing Blue-Ink Big Data
Technology Research Institute, and its core competitiveness
lies in the teachers’ groups-building and students’ partici-
pation in the class. Students can watch the content released
by the teacher in each group for the preview before the class.
Since the launch of the blue-ink cloud class, its powerful
mobile teaching function wins the unanimous praise of
teachers and students and is widely recognized by many
scholars. Nearly 10 million teachers and students benefit
from the blue-ink cloud class. To further investigate the real
use of blue-ink cloud class, a satisfaction questionnaire is
designed and 500 copies are randomly distributed to pri-
mary and secondary school students in a city. 'e results of
the questionnaire are shown in Tables 1 and 2.

3. Analysis of theTeachingModeof theBlue-Ink
Cloud Class

3.1. Analysis of the Results of the Survey on Satisfaction of the
Blue Ink Cloud Class. 'e results of the questionnaire are
shown in Figure 3:

According to the results of the questionnaire, 72% of the
students are very satisfied with the use of blue-ink cloud
class, 14% of the students are basically satisfied, and also 14%
of the students are not satisfied.'erefore, the satisfaction of
the blue-ink cloud class is high, but it still needs continuous
improvement. In terms of the operation mode of the blue-
ink cloud class, 57% of the students think that the classroom
teachingmode is themost attractive, and 22% of the students
hold the idea that its after-class management is advanced,
and its online clock out and comprehensive evaluation
functions can improve the management efficiency; finally,

68% of the students argue that they will introduce the use of
the blue-ink cloud class APP to their friends, which shows
the APP has strong attraction and user stickiness, and the
classroom effectiveness is guaranteed as well.

3.2. 4e Realization of the Teaching Mode. 'e classroom
teaching mode of the blue-ink cloud class is very innovative.
It is mainly divided into three parts: before-class, in-class,
and after-class. 'e learning modes of different parts are
shown in Figure 4:

3.2.1. Autonomous Learning before Class. Teachers assign
preview tasks and send them to the cloud system of blue-ink
cloud class in the form of computer files, and students
download and complete the tasks on their mobile devices to
understand the core content of the course in advance.

3.2.2. Teacher-Student Interaction in Class. 'e teacher
divides the difficult points according to the content of the
course. For the more important knowledge points, the
multifunctional equipment can be used for teaching. Be-
sides, the teacher can solve the problems with the students
through questions, tests and other interactive links, grasp the
rhythm of the classroom, reassign study enthusiasm, and
ensure that the students actively participate in the classroom.
'e specific implementation of the interaction with students
in class is shown in Figure 5.

Generally, interactive teaching can be divided into three
modules:

'e first is the “questioning.” Teachers set questions
based on the course content to guide students to think and
answer, using the “Questionnaire” function of the blue-ink
cloud class.

'e second is “communication.”'e teacher inspires the
students around the difficulties and key points of the course,
divides the students into groups and discusses them sepa-
rately. 'rough the “Question answering and discussion”
function of the blue-ink cloud, the discussion results of each
group are summarized and analyzed to understand the
students’ thoughts, which then guide and correct them
pertinently.

'e third is “evaluation.” Before class, the teacher reg-
isters the students’ attendance through the “blue-ink as-
sistant.” In class, the teacher checks the students’
understanding and memory of knowledge through the
classroom test provided by the cloud class. Finally, the re-
sults of the group discussion are added and summarized for
comprehensive evaluation. In addition, other functions, like
questionnaire surveys and extracurricular videos, can be
used to get grade the growth value and acquire the
attributions.

3.2.3. Sharing after Class. 'e function of “brainstorming” is
set up after the end of the course in the blue-ink cloud class.
'e purpose is to guide students to actively discuss the
problems that students encounter in the learning process
and suggestions about the course and extend them to
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extracurricular knowledge application to realize the collision
of thinking sparks, improve students’ independent thinking
ability and finally, share the completion of the course to the
social platform to gain learning experiences.

3.3. Advantages and Potentials. 'e advantages of the blue-
ink cloud class teaching mode over the traditional teaching
mode in the teaching practice are shown in Table 3:

'e first is the acquisition of rich learning resources:
with the help of blue-ink cloud mobile database, it can
provide rich and diverse massive materials for classroom
teaching; the second is the optimization of teaching

methods: blue-ink cloud class adheres to the actual needs
of teachers and students, strives to create a lively and
relaxed classroom atmosphere, sets up a scientific and
reasonable multifunctional classroom management
mode, and realizes the transformation of the teaching
mode from the traditional “a teacher to the whole
classroom” to “face-to-face,” which promotes the inter-
action between teachers and students; third, it is close to
life, convenient and fast: it breaks the traditional way of
learning in schools, realizes the learning anytime and
anywhere, helps students break through the restrictions,
and enhances students’ sense of achievement and
acquisition.

Table 1: Basic information of samples.

Grades Primary school Junior middle school Senior high school
Distributed number of the questionnaire 200 200 100

Table 2: Questions on the questionnaire.

Questions Options
Frequencies of using the APP of blue-ink classroom teaching A. Never B. Occasionally C. Often
Satisfaction with the APP of the blue-ink classroom teaching A. Not satisfied B. General C. Very satisfied
Favorite module in the APP of blue-ink classroom teaching A. Classroom teaching B. After-class management C. Others
'e intention to introduce the blue-ink classroom A. Not B. Maybe C. Definitely
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Figure 3: Results of the questionnaire of the blue-ink cloud class: (a) user satisfaction (b) the attraction of different modules to users.
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4. Conclusion

'e rise of MCTplatforms based on the Internet is the need
of the development of the times, and it also meets the needs
of students and teachers. With the popularity of electronic
devices, mobile teaching is gradually becoming one of the
main teaching methods. Especially in the classroom of IAP
education, real-time data updates and cloud data resources
storage make IAP education no longer as dull as before. In
addition, the synergy of MCTand the IAP classroom arouses
students learning enthusiasm, reduces their addiction to
mobile phones and also changes students’ thinking and
learning methods, promoting the integration of IAP courses
and cloud teaching.

'e shortcomings are as follows: the MCT platforms
have their advantages and disadvantages, and only the
blue-ink cloud class platform is selected, neglecting other
MCT platforms. 'e advantages and potentials of cloud
teaching still need further research. 'e Internet-based
MCTplatform possesses the capacity for development. 'e
problems need to be further studied: how to correctly
guide students to transform from “passive learning” to
“active learning”; how to transform teaching structure
from “teacher-centered” to “teacher-student centered”;
how to make full use of the diverse teaching functions to
achieve effective collaboration with modern teaching
technology and IAP classroom; and how to improve the
teaching effect with new teaching methods, which has
great significance for reforming the teaching methods of
IAP education.
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Informatization teaching has become an important method of physical education. Especially with the support of big data and
cloud computing technology, physical education teaching pays more attention to the use of information technology to provide
rich data information, focusing on the development of physical education under the rich virtual reality environment, targeted
scene atmosphere layout, and abundant learning resources. -e reform and practical research of college aerobics teaching mode
has gradually become an important topic in college aerobics teaching and research, and it has gradually attracted wide attention
from teachers and students in colleges and universities. -is article explores the status quo of sports aerobics teaching under the
conditions of informationization and explores the application methods and methods of information technology in aerobics
teaching, practically applies microclass and MOOC resources to physical education, and strives to organize and develop sports
teaching intelligence with the help of information technology. In order to improve the quality of physical education and training
with the help of information technology, it can meet the needs of students’ independent learning and growth and optimize the
efficiency of physical education.

1. Introduction

With the development of society, the degree of informati-
zation is getting higher and higher, and people have a new
understanding of information resources. Sports information
resources in colleges and universities are an important part
of the information resource database, covering new direc-
tions for the development of sports science at home and
abroad, new achievements in sports scientific research, new
technologies for training competitions, and so on. In ad-
dition, the comprehensive level of college sports is closely
related to the collection and management of sports infor-
mation resources to some extent. -e rapid development of
information technology has brought new opportunities and
challenges to the construction of college sports information
resources. -e emergence of cloud computing technology
has opened up new ways for the management and utilization
of sports information resources. With the increase in the

application of cloud computing, with the help of cloud
computing technology, less investment can be used to solve
the current problems to further improve the capacity of
resource construction and information resource services and
to promote sports teaching, sports promotion, sports sci-
entific research, and other activities. -is article is about the
construction of sports information resources in colleges and
universities. -e current situation is analyzed, and new ideas
for the construction of college sports information resources
under the cloud computing environment are put forward.
-e innovation and change of teaching mode are the key to
the college aerobics education meeting the needs of today’s
social development. -e development of college aerobics
education also needs to rely on the innovation and reform of
the teaching mode to provide inexhaustible motivation.
With the introduction of aerobics projects into the teaching
of college physical education, aerobics began to be loved by
college students, and the number of students participating in
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aerobics elective courses is increasing every year. -e ap-
plication of innovative education in the teaching of aerobics
in colleges is conducive to promoting students to fully seize
the techniques and skills of aerobics and improving the
overall teaching quality and efficiency. Judging from the
current status of aerobics teaching in colleges [1, 2], the
curriculum resources and curriculum system are not perfect.
Different schools have different teaching equipment. Some
schools even do not invite professional aerobics teachers, but
are replaced by physical education teachers. In this case, the
resources invested by colleges cannot satisfy the teaching
needs of aerobics, causing many students to learn passively.
In order to change this situation, colleges must keep up with
the times, actively use the Internet, and integrate traditional
teaching with the Internet. On the basis of building a net-
work teaching platform, more network teaching resources
have been developed [3–5]. In the era of Internet +, the
aerobics teaching reform should make use of Internet
technology, strengthen the integration of aerobics infor-
mation teaching and traditional teaching, satisfy the actual
learning needs of students, solve the problems in traditional
teaching methods, and make the integrated education form
of “Internet + education” play a greater role [6]. Under the
circumstances of “Internet +,” in-depth analysis of the ef-
fective countermeasures of network aerobics teaching in
colleges is of great importance to promote the development
of aerobics teaching in colleges and stimulate the students’
sports potential.

2. Characteristics of Aerobics Teaching Mode

In college aerobics teaching activities, the existing teaching
problems are mainly concentrated in the following several
aspects. First, the students’ enthusiasm for participating in
aerobics is not high. Because the teaching content of aerobics
is relatively boring, and the teaching knowledge is mainly
based on movements, students must practice basic move-
ments again and again, coupled with the similarity of each
movement, leading to a gradual decrease in the initiative of
college students to participate in aerobics. Under this
teaching mode, aerobics teachers do not attach great im-
portance to students’ learning interests and learning needs,
resulting in students passively accepting knowledge for a
long time [7], which greatly affects the play of students’
subjective initiative and even leads to the gradual loss of
students’ innovation ability and creativity, and a sense of
weariness for aerobics learning. Under the influence of
cramming teaching form, many students believe that aer-
obics and broadcast gymnastics have the same nature and
their movements are basically the same, so they do not have
enthusiasm for aerobics registration in the process of
physical education course selection. First of all, some
teachers are deeply influenced by the traditional teaching
philosophy and still use the traditional thinking to teach in
the aerobics practice course [8–10]. -ey one-sidedly em-
phasize the essentials of movements and the smooth com-
pletion of movements and ignore the coordination of
students’ limbs and the difficulty of some movements. -is
greatly affects the cultivation of students’ innovative

thinking and innovative ability. Secondly, in the teaching
process, much concentration is paid to teaching, and the
teachingmethod is too simple. Because the aerobics course is
extra-curricular teaching, it is difficult for some students to
concentrate in class when teaching. At the same time, for
some students who are far away from the teacher [11], it is
difficult to hear the teaching content of the teacher, so it is
difficult to attract students’ concentration.

In the process of carrying out teaching activities,
teachers’ teaching concepts can influence their under-
standing and choice of new teaching methods to a large
extent. At present, most aerobics teachers in colleges in my
country generally have the problem that their teaching
concepts are too old. -ey still have obvious conservative
psychology in the attempts of new teaching methods. -ey
cannot adapt and accept the new teaching form well, which
is bound to produce their teaching process, as shown in
Figure 1. Although aerobics teaching in my country’s col-
leges has comprehensively promoted the reform and in-
novation in recent years, the traditional teaching concepts
and methods have not been completely abandoned. In order
to gain the goal of teaching reform, aerobics teachers will
focus on improving the teaching form and regard it as the
core content of aerobics teaching [12, 13]. However, in the
actual teaching practice process, teachers still take dem-
onstration teaching as the leading factor. Teachers’ teaching
concepts have not kept pace with the development of the
times, whichmakes it difficult for students to fully exert their
dominant position in the classroom teaching process. In the
teaching content, teachers often pay attention to the culti-
vation of students’ aerobics skills. -erefore, teachers carry
out teaching in strict accordance with the content of the
textbook and require students to exercise in their spare time
to ensure that the task is completed on time. Because
teachers only teach knowledge in class but do not let stu-
dents practice in class, students cannot achieve better results
in learning, and there is no chance to express their ideas and
innovation of aerobics, which leads to the phenomenon that
the teachers teach the course content unilaterally and do not
interact with the students effectively [14, 15]. Secondly, in
the teaching process, teachers usually teach students the
essentials and basic movements of this lesson, and then let
students practice by themselves [16]. -ey pay less con-
centration to the continuity and standard of students’
movements, which leads to the problems of students’
nonstandard movements and differences in movement or-
der, which greatly affects students’ cooperative learning.

Although some colleges in our country use the network
teaching form in aerobics teaching, they usually only eval-
uate some traditional indicators in the process of investi-
gating the teaching situation [17]. -erefore, for students,
only through the traditional way of learning, they can
successfully complete the learning task. -e current network
teaching evaluation of aerobics in colleges is mainly based on
the students’ examination results, and less concentration is
paid to other factors, so the application of network teaching
form is greatly limited [18]. Most of the time, it is not the
teachers’ outdated teaching concept, but the traditional
teaching form has to be adopted because of the constraints of
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teaching evaluation form and exam-oriented education
mechanism. -erefore, in the process of using the network
teaching form in aerobics teaching, most teachers do not
combine the actual situation of students to carry out truly
effective application, resulting in that their teaching form
still does not really get rid of the shackles of traditional
teaching form, and it is difficult to give full play to the
advantages of network teaching form.

3. Cloud Computing in Aerobics

Efficient sports information resources are integrated based
on cloud computing technology. -e aerobics education is
placed on the system client through cloud computing
technology for system users to manage and integrate sports
information resources. -e spatial structure of the cloud
computing technology of the system is shown in Figure 2.
-e application of innovative education in college aerobics
teaching is conducive to promoting students to master
aerobics technology and skills and improving the overall
teaching quality and efficiency. In the current teaching
process, there are still some problems such as backward
teaching concept, passive learning, and low teaching effi-
ciency. -e main reason is that the lack of innovation in
curriculum teaching leads to low interest in learning, which
affects the practical effect of aerobics teaching in colleges.
-erefore, the application of innovative education to pro-
mote the reform and development of college aerobics
teaching is of great significance.

Cooperative teaching is one of the critical forms of
physical education classroom teaching; aerobics teaching
can also make full use of this teaching measure. Teachers can
choose the way of cooperative learning. -is not only can
better enrich the training methods of aerobics but also can
effectively stimulate students’ enthusiasm in aerobics
training. In the specific training, we can first create the
situation, according to the actual situation of students,
provide sports situation and reasonable grouping, maintain
the similarities and differences between groups, and carry
out heterogeneous grouping in the way of helping and
guiding, so as to stimulate the atmosphere of classroom
activities, as shown in Figure 3, and then carry out diversified
interactive teaching; the teaching of “practice before
teaching” should start from the form of cooperation and
interaction and stimulate students’ enthusiasm for partici-
pation in the classroom in the form of rich sports. Most
students like interactive activities. At this time, teachers can
make full use of everyone’s needs to carry out cooperative

teaching in the way of demonstration, group confrontation,
pass test, and group evaluation, so as to enhance students’
enthusiasm for classroom participation. In view of the lack
of cooperative learning atmosphere for students, colleges
need to build a strong cooperative learning atmosphere and
create a good learning environment. According to the
teaching content, online teachers can upload the relevant
teaching materials of the course to the online teaching
platform, clarify the learning tasks, and require students to
study independently in groups. Offline can further enhance
the relevant teaching equipment required for the course
development and create good conditions for students’ co-
operative learning. For example, we can add the pedal,
fitness, and other equipment for exercise. At the same time,
teachers should be aware of the importance of students’

Students learn passively

Backward teaching concept

The teaching evaluation form is single

Figure 1: -e current problems in college aerobics teaching mode.
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Figure 2: System space composition of the cloud computing
technology.
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Figure 3:-e construction of innovative teachingmode of aerobics
in colleges.
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cooperative learning. In specific teaching, students can be
required to practice in groups and supervise each other, so as
to promote students to maintain a high enthusiasm for
learning. Teachers can also use collective training to give
students more opportunities to play freely, so as to digest
what teachers teach.

In the practical application of innovative education in
college aerobics teaching, the most critical problem is to
change the traditional education concept. If the teaching of
aerobics in colleges still adheres to the conventional edu-
cation concept, pays attention to the coordination and
standardization of aerobics movements, and takes the tra-
ditional teaching materials as the overall teaching frame-
work and all teachers use the same teaching system and each
student needs to master the same teaching content, then the
innovation education will not be able to achieve the ideal
effect in the teaching of aerobics in colleges. -erefore, the
teaching of aerobics in colleges must innovate the traditional
education concept, truly integrate into the concept of talents,
realize the transformation from exam-oriented education to
quality-oriented education, construct innovative teaching
mode, guide students from traditional passive receiving
knowledge to active discovery and exploration, and strive to
cultivate College students’ innovative awareness of aerobics.
Aerobics teachers must have the ability to develop and create
and tap the individual value of students. Aerobics has the
characteristics of diversity and complexity. Students have
more freedom in the learning process, which can reflect the
students’ physical function and learning ability in real time
and lay a solid foundation for carrying out innovative ed-
ucation. Aerobics teachers must abandon the teaching idea
of teaching material as the core and have the teaching ability
of teaching students in accordance with their aptitude.

“Online” teaching resources should be purposefully
prepared, the content should be vivid, clear, and easy to
understand, should be in line with the teaching content of
each class, and make good preparation so that students can
easily and happily accept the online knowledge of each class
and fully prepare for the “offline” class psychologically.
“Online” teaching can adopt heuristic teaching methods and
they can independently think about problems and find
solutions to problems in the stage of students’ preparation
for learning. At the same time, “online” discussion and
evaluation are also a critical means to consolidate students’
mastery of aerobics. -rough “offline” learning and practice,
questioning, discussion, summary, and evaluation are the
sublimation of “online” and “offline” learning in each class.
Figure 4 shows the innovative construction of teaching form
of aerobics in colleges. From “preparation process result,”
teachers teach clearly and students learn clearly, which re-
alizes the optimization of teaching. In general, colleges will
not arrange too many class hours for aerobics teaching, and
most students will not spend time to exercise after class.-is
phenomenon is mainly due to the lack of full mobilization of
students’ enthusiasm. -erefore, in order to better cultivate
and enhance students’ ability of independent thinking and
independent innovation, teachers should make more efforts
in the arrangement and design of homework after class.
Students can arrange their own time and homework design,

and teachers are only responsible for reviewing the specific
feasibility and results of the design. In this way, students can
not only master specific theoretical knowledge more deeply
in practice but also play a positive role in improving stu-
dents’ independent thinking ability and innovation ability.
In the daily teaching process of aerobics, we should pay
concentration to the cultivation of students’ enthusiasm.We
should not only enhance students’ innovative consciousness
and curiosity but also be good at discovering students’
advantages and enhancing students’ self-confidence so that
each student’s thinking ability can be greatly developed. In
the process of implementing aerobics teaching, teachers
need to consider the students’ needs of dynamic develop-
ment and make reasonable innovation from the aspect of
evaluation. Teachers should actively practice the incentive
teaching idea, conduct in-depth research on students’
learning needs in aerobics, give students effective emotional
incentives, and praise and affirm excellent students so that
the students can have self-confidence in their own sports
performance and show more vitality and enthusiasm in the
process of participating in aerobics training in the future. At
the same time, in the process of evaluation, teachers can
emphasize that students actively participate in it, commu-
nicate with each other on the matters needing concentration
in football through interactive communication, and also
promote the effective sharing of experience between each
other. In the evaluation, teachers need to strengthen the
implementation of innovation from the specific level of
technology carrier and give play to the role of microclass in
guiding and guiding students’ self-correction in the evalu-
ation field. According to the specific presentation in the
microvideo, teachers should guide students to think, pro-
mote the in-depth implementation of reflective learning, and
let students make progress in reflection and grow up in error
correction.

4. Results

For the integration of sports information resources, the
application of cloud computing technology to design a
sports information resource integration system based on
cloud computing can not only effectively integrate and

Building
a high quality

teaching
platform for

network
courses

Setting
up rich
network
courses

Arranging
homework
for online

courses
flexibly

Figure 4: Practical application of aerobics network course con-
struction in the era of Internet +.
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manage sports information resources but also ensure that
sports information can be shared in cloud computing and
improve actual sports information. -e quality of resource
integration management and active application value are
worthy of popularizing and applying this technology in
practice. Aerobics teaching in colleges, as a vital physical
education discipline, has a positive significance for college
students to strengthen their physique and realize the de-
velopment of physical and mental health. Under the cir-
cumstances of “Internet +” era, the development and
construction of aerobics network course in colleges are not
only the realistic need of aerobics teaching reform but also
the objective requirement of meeting the students’ diver-
sified learning needs. Colleges in the construction of aerobics
network course should be close to the aerobics teaching
reform and the practical needs of college personnel training.
Teachers should actively apply the network teaching form,
promote students to better learn aerobics knowledge, en-
hance students’ sports comprehensive quality, and promote
students to achieve all-round development.

5. Conclusion

In order to continually enhance the teaching quality of
aerobics in colleges, teachers must reasonably apply and
innovate the teaching skills of aerobics. According to the
actual learning situation of students, teachers should adopt
various effective teaching strategies to build an experiential
teaching concept. In view of the current situation of stu-
dents’ sports, teachers can design the aerobics education
system and teaching links and use multimedia technology in
the classroom teaching of physical education and constantly
enhance the comprehensive learning effect of college stu-
dents so that the sports ability of college students can be
sustainable development.

To integrate innovative education into college aerobics
teaching practice, we can innovate education environment,
create a high-quality sports atmosphere, innovate education
concept, strengthen the cultivation of innovative ability,
innovate education objectives, carry out hierarchical and
classified teaching, innovate education methods, enrich
curriculum organization form, innovate education evalua-
tion, and realize comprehensive teaching assessment. -ese
ways can achieve the breakthrough of traditional aerobics
teaching mode and promote the healthy and sustainable
development of aerobics teaching.
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Assessing seismic risk is an essential element of urban risk management and urban spatial security work. In response to the issues
posed by the complexity and openness of urban systems, the nonlinearity of driving factors, and sudden changes in geological
processes that affect urban seismic research, this paper is based on a variety of intelligent algorithms to develop a hybrid intelligent
model that integrates probability and vulnerability to evaluate and quantify the difference in the urban spatial units distribution of
earthquake risk.We applied this model to Hefei, one of the few superlarge provincial capital cities on the “Tancheng-Lujiang” fault
zone, one of the four major earthquake zones in China, which suffers frequent earthquakes. Our method combined the genetic
algorithm (GA), particle swarm optimization (PSO), and backpropagation neural network methods (BP) to automatically
calculate rules from inputted data on known seismic events and predict the probability of seismic events in unknown areas. +en,
based on the analytic hierarchy process (AHP), spatial appraisal and valuation of environment and ecosystems method (SAVEE),
and EMYCIN model, an urban seismic vulnerability was evaluated from the four perspectives of buildings, risk of secondary
disasters, socioeconomic conditions, and urban emergency response capabilities. In the next step, the overall urban seismic risk
was obtained by standardizing and superimposing seismic probability and vulnerability. Using the hybrid intelligent model,
earthquake probability, seismic vulnerability, and overall seismic risk were obtained for Hefei, and the spatial characteristics of its
overall seismic risk were examined.+is study concludes that areas with very high, high, low, and very low earthquake risk in Hefei
account for 8.10%, 31.90%, 40.94%, and 19.06% of its total area, respectively. Areas with very high earthquake risk are concentrated
in the old city, the government affairs district, Science City, and Xinzhan District. +is study concludes that government au-
thorities of Hefei should target earthquake safety measures consisting of basic earthquake mitigation measures and pre- and
postearthquake emergency measures. In the face of regional disasters such as earthquakes, coordinating and governing should be
strengthened between cities and regions.

1. Introduction

+e Center for International Earth Science Information
Network of Columbia University found that 450 of the
world’s 633 megacities are exposed to at least one disaster
risk [1]. Earthquakes, which occur suddenly and are hugely
destructive, involve a series of chain reactions, resulting in
secondary disasters and induced seismicity [2–4]. +ey se-
riously impact the development of cities and the safety of
urban residents. China is located at the intersection of the
circum-Pacific and Alpide seismic belts, which means it is

subject to highly frequent and intense seismic activity. China
accounts for 7% of the world’s landmass, but it has the most
severe earthquakes in the world, having suffered 33% of the
world’s recorded strong earthquakes [5, 6]. With the ac-
celeration of urbanization in China, urban economic output
and structures are becoming increasingly complex, which
means urban seismic risk is increasing exponentially [7, 8].
Strengthening our ability to appraise the overall risk of urban
seismic activity and explore the spatial characteristics of that
risk holds important practical significance for determining
the social and economic impacts of earthquake damage,
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improving resilience in urban construction, and achieving
sustainable urban development.

Due to the nonlinear nature of earthquake related factors
and the complexity of geological processes, seismic research
has long been an important and active topic among scholars
[9, 10]. Past research has largely focused on analyzing the
probability of earthquake occurrence and assessing the
vulnerability of cities to earthquakes and the overall
earthquake risks.

(1) Analyzing probability to earthquake: After the es-
tablishment of the California Earthquake Authority
in 1994, the UCERF3 earthquake rupture forecast
model was built, which has been continuously op-
timized and upgraded since. It integrates the time
independent model for calculating long-term seis-
micity, the time-dependent model for calculating the
probability of an earthquake considering the elapsed
time since an earthquake, and the epidemic-type
aftershock sequence spatiotemporal cluster model
[10, 11]. Due to the shortcomings of the UCERF3
model, other scholars have researched earthquake
probability forecasting. For example, Wang et al.
(2019) calculated the long-term occurrence rate of
earthquakes of different magnitudes by collecting
seismic geology, geodesy, and seismology data in the
Sichuan-Yunnan area [12]. Khan et al. (2018) pro-
posed a practical event-based probabilistic seismic
hazard assessment method that uses data on mea-
sured seismicity, available historical seismicity, and
geological structure to simulate and predict the
probability of earthquakes in regions where limited
data is available [13]. Murray et al. (2015) proposed a
new deep learning method called Focal Mechanism
Network, which learns global waveform character-
istics from theoretical data to predict the source focal
mechanism [14]. Alarifi et al. (2012) proposed the
application of an artificial intelligence prediction
system to predict the magnitude and probability of
earthquakes in various regions through adjustments
to the neural network structure and different con-
figurations of parameters [15].

(2) Assessing vulnerability to earthquakes: Earthquake
vulnerability refers to the vulnerability of a city’s
society, economy, and physical environment to
seismic activity [16, 17] (Rashed et al., 2003; Han
et al., 2021). Noriega et al. (2012) explored the
variations in demographics and socioeconomic
characteristics associated with earthquake losses
taking into consideration natural systems, the so-
cioeconomic system, the built environment, and
geospatial processes [18]. Joseph and Jacquleen
(2013) constructed a seismic vulnerability assess-
ment model of urban spatial, social, and economic
systems [19]. After comparing the limitations of the
different evaluation methods, Khan (2012) proposed
amethod to explore internal factors andmechanisms
of earthquake vulnerability and, based on this,
proposed relative solutions [20]. Mosen et al. (2018)

on the other hand used Analytical Network Process
(ANP) and Artificial Neural Network (ANN) models
to construct a vulnerability index to measure the
vulnerability of urban social and economic systems,
geological conditions, and physical environments
[21].

(3) In disciplines such as economics, engineering, and
disaster science, the definition of risk mainly focuses
on the possibility and consequences of a disaster
[22, 23]. +erefore, the risk of an earthquake can be
represented by the expected value of consequences,
that is, the probability and scope of the occurrence of
an earthquake, and whether the earthquake’s in-
tensity will exceed a city’s safety threshold [24].
Based on analysis of the randomness and intensity of
earthquakes, Zhong and Yu proposed a method of
predicting earthquakes as a fuzzy random event [25].
Davidson et al. proposed the earthquake disaster risk
index, which can measure the earthquake disaster
risk in major cities and describes the relative con-
tributions of various factors to overall earthquake
risk [26]. Jena et al. (2020) developed an integrated
model using the artificial neural network-hierarchy
process (ANN-AHP) model to quantify urban
population caused by impending earthquakes [27].
Mili et al. (2018) developed a model for assessing
urban earthquake risk based on probability,
vulnerability, and response capacity to explain the
safety level of urban structures about earthquakes
and assess the impacts of preventive measures on
risk [28].

Scholars have conducted useful research on seismic risk,
using various methods and models, including mathematical
modeling, spatial analysis, and quantitative evaluation.
Given the complexity and openness of urban systems, the
nonlinearity of driving factors, and sudden changes that can
occur to geological processes, however, existing models and
algorithms, as well as assessment methods, need to be more
rigorous. As for the measurement and quantification of
earthquake risk, it is affected by different disciplines and the
scale of the research object. Its evaluation indicators are
limited to the level of regional elements, engineering fa-
cilities, or building units, without considering the interin-
fluencing factors at different scales, mutual feedback
relationship. In particular, quantify the level of earthquake
risk unilaterally based on the probability of earthquake
occurrence or vulnerability assessment.

Because of this, this paper proposes a hybrid intelligent
model and empirically applied it to Hefei, one of the few
superlarge provincial capital cities on the “Tancheng-
Lujiang” fault zone, one of the four major earthquake zones
in China. Multiscale nested evaluation indicators and
models are constructed from the three scales of Hefei City
area, central city area, and block, as well as possibility and
vulnerability. +e model is based on the existing evaluation
path system in the existing disaster science, urban man-
agement, computer engineering, and other disciplines
[29, 30]. It combines the perspectives and advantages of
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multiple disciplines and is more targeted and adaptable to
the complex nonlinearities of earthquakes. +e hybrid in-
telligent model includes three aspects: First is to create a
better GA-PSO-BP neural network model to predict the
possibility of earthquakes by automatically calculating rules
from data on known earthquake events to forecast earth-
quakes in unknown areas. Second, given the complex
nonlinear characteristics of urban seismic vulnerability, an
AHP-SAVEE-EMYCIN integrated algorithm is introduced
to evaluate vulnerability to earthquake damage from four
aspects: building vulnerability, risk of secondary disasters,
socioeconomic vulnerability, and urban emergency response
capabilities. In the next step, the overall urban seismic risk
was obtained by standardizing and superimposing seismic
probability and vulnerability. +ird, the possibility of
earthquake and the vulnerability of earthquake damage are
unified and standardized to obtain the comprehensive urban
earthquake risk, and the difference in the distribution of
earthquake risk in urban spatial units is discussed, which
provides new ideas for earthquake risk assessment and
earthquake prevention management.

2. Materials and Methods

2.1. Study Area. Hefei is the provincial capital of Anhui
Province. +e city has experienced sustained social and
economic development thanks to rapid urbanization, op-
timization of its industrial structure, and continuous in-
frastructure construction. Between 2009 and 2019, Hefei’s
urbanization rate and GDP growth rate both ranked first in
China. Population growth and improvements to its indus-
trial structure and infrastructure have promoted the pe-
ripheral expansion of the city, and Hefei’s urban framework
has continued to expand. Urban space has expanded from a
small circle around the city and three wings to a multicenter
city cluster, with an increasingly complex economy [31].
Hefei’s rapid development has elevated it from among the
middle and lower ranks of Chinese provincial capitals to
among the top ten most successful, becoming a subcenter of
the Yangtze River Delta City Cluster and home to one of
China’s four comprehensive national science centers.

Hefei is located in the hilly region between the Yangtze
and Huai rivers, which is a complex geological environment
[32]. +e Tancheng-Lujiang fault zone in which Hefei City is
located is the largest fault zone in eastern China, spanning
2,400 km of central Anhui Province (Figure 1(a)). +e fault
zone has undergone intensive transformations as a result of
many tectonic movements over a long period and across a
large area, leading to its current complex structural pattern.
+e Tancheng-Lujiang fault zone has experienced one
earthquake of magnitude 8.5, six earthquakes of magnitude 7
or higher, and three earthquakes of magnitude 5 or higher in
Anhui Province, as well as frequent smaller earthquakes.
Hefei and its surrounding areas entered a new period of
seismic activity in the 1990s. In 1996 and 2006, the State
Council identified Hefei as a key national earthquake
monitoring and defense city and noted that Hefei faces a
great threat from earthquakes [33]. Because of the rapid
development of Hefei and its location in the Tancheng-

Lujiang fault zone, the city must pay attention to the danger
of earthquakes.+is paper selects the city of Hefei as its study
area (Figure 1(b)), with the aim of comprehensively and
systematically assessing the risk of an earthquake disaster
and providing important support for improving the city’s
disaster prevention and mitigation capabilities, improving
urban resilience, and building a high-quality human
settlement.

2.2.Materials. +e research data for this study largely relates
to two areas: earthquake disasters and urban earthquake
vulnerability. Hefei’s earthquake disaster data consists of
information on historical earthquakes, topography, and
tectonics.+e historical earthquake information includes the
location and alignment of faults and the time, location, and
magnitude of previous earthquakes. +is is taken from the
website of the Hefei Geological Bureau (http://dzj.hefei.gov.
cn), and ArcGIS was used to carry out Euclidean distance
analysis and kernel density analysis on seismic points and
fault zones, giving the distribution of historical earthquakes
in Hefei. Urban topography data is mainly from the geo-
spatial data cloud (http://www.gscloud.cn), with analysis of
slope and aspect in the elevation data revealing the topog-
raphy of Hefei. Plate tectonic information includes peak
ground acceleration (PGA) and rock and soil stability, which
is obtained from the China Earthquake Administration
(https://www.cea.gov.cn).

Earthquake vulnerability data includes building condi-
tions, location of secondary disasters, socioeconomic con-
ditions, and urban emergency response capabilities. Data on
building conditions includes the profiles and heights of
buildings in 2020 obtained from Baidu Maps, as well as
building structures and ages obtained from historical sat-
ellite images and on-site investigations. Secondary disaster
data mainly consists of information on floods, fires, pol-
lutant leakages, and landslides caused by earthquakes. Data
on fires and pollution sources are mainly from obtaining the
geographic coordinates of gas stations, chemical plants, and
heavily polluting factories and then performing Euclidean
distance analysis. Data on flood disasters is based on the
danger posed by large reservoirs on the north side of Hefei
and low-lying places along rivers, which was combined with
digital elevation models and reservoir water capacity in-
formation to conduct flood inundation analysis. Landslide
data is based on the analysis of areas with a slope greater than
20°. Socioeconomic conditions include population distri-
bution and economic strength. Population data is based on
the number of people in each city district and total building
area taken from the Hefei Statistical Yearbook, which was
used to deduce overall population distribution. +e distri-
bution of the vulnerable population is based on Euclidean
distance analysis of nursing homes, primary and middle
schools, and elderly apartments using Python. Economic
intensity is measured using NPP-VIIRS nighttime light data.
Light data is from the Group on Earth Observations, with
noise reduction performed and monthly data for 2020
combined into composite annual images. +e city’s emer-
gency response capability is mainly based on the number of
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fire stations, hospitals, and shelters it has. +is data was used
to gather geographic coordinates using Baidu Maps. After
collecting data on earthquake disasters and urban seismic
vulnerability, preprocessing including vectorization, stan-
dardization, and normalization of relevant data was com-
pleted using ArcGIS to create an earthquake disaster
database.

3. Methods

3.1. A Hybrid Intelligent Model. Given the complexity and
openness of urban systems, the nonlinearity of driving
factors, and sudden changes in geological processes involved
in urban seismic research [10, 34], this paper develops a
hybrid intelligent model that integrates probability and
vulnerability by integrating multiple intelligent algorithms
(Figure 2).

+e probability of urban seismic activity was evaluated
based on the GA-PSO-BP neural network model. +e main
steps were as follows: First, seismic probability research in
China and overseas was systematically sorted, selecting data
in the three areas of earthquake history, topography, and
geology. Data was then collected, vectorized, and pre-
processed to create an earthquake disaster database for
Hefei. +e study area was divided into grids using ArcGIS,
and the values of various factors were extracted to grid
points to establish a data set. Based on historical seismic

data, four known points of very high, high, low, and very low
seismic probability were identified and imported into
MATLAB as initial samples. Repeated training and simu-
lation of the GA-PSO-BP integrated model were conducted
and laws were automatically obtained from known earth-
quake events that could predict the probability of earth-
quakes in other areas. Finally, we simulated the probability
of earthquakes in the entire study area.

An urban seismic vulnerability was evaluated using the
AHP-SAVEE-EMYCIN method. +e main steps were as
follows: (1) Indicators that reflect the essential characteristics
of vulnerability, such as the state of urban buildings, the risk
of secondary disasters, socioeconomic conditions, and urban
emergency response capabilities were selected, collected, and
preprocessed to establish the Hefei earthquake disaster
vulnerability database. (2) Based on the AHP method, an
evaluation system from the perspective of vulnerability
influencing factors and evaluation objectives was estab-
lished, and the average weights of several experts were
calculated. (3) +e SAVEE algorithm was applied to stan-
dardize the value of factors and convert all values to between
-1 and 1. (4) Using the EMYCIN formula, an evaluation
result of urban seismic vulnerability was obtained by
combining the value of influencing factors. Finally, the
urban seismic probability and urban seismic vulnerability
results were normalized and superimposed to obtain the
final urban seismic risk result.

Boundary of Hefei
Metropolitan Area

Provincial Boundaries

(a) (b)

�e Boundaries of
Cities and Counties
Tancheng-Lujiang
Fault Zone

Boundary of Hefei
Metropolitan Area

seismic location
Seismic fault

Hefei Downtown
�e Boundaries of
Cities and Counties

Figure 1: +e location and earthquake situation of the study area. (a) Anhui Province; (b) Hefei metropolitan area.
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3.2. Forecasting Model of Seismic Probability Based on GA-
PSO-BP

3.2.1. Algorithms. Earthquakes are huge, complex systems,
and the relationship between each influencing factor is
intricate, with extremely significant spatial nonstationarity.
+e backpropagation (BP) neural network model is a
nonlinear dynamic system with strong nonlinear mapping
ability, high fault tolerance and robustness, and a strong
ability to deal with nonlinear problems. Using the BP neural
network algorithm, laws are automatically generated from
the entered data of known earthquake events, and the
possibility of earthquakes in other areas can be predicted
based on quantitative analysis of those laws as well as sta-
tistics and probability theory, which avoids errors caused by
human predictions of seismic events [35]. Particle Swarm
Optimization (PSO) is a population-based stochastic opti-
mization technique in which population particles continu-
ously evolve to find their optimal position and speed [36]. A
genetic algorithm (GA) is an iterative optimization algo-
rithm for solving search problems [37]. GA converts spatial
parameters of a problem into strings of binary digits called
chromosomes and performs techniques inspired by natural
evolution, such as selection, inheritance, crossover, and
mutation, using an iterative method to evaluate the quality of
chromosomes in the new population and finally screen the
best chromosomes.

+e learning process of the BP algorithm involves op-
timization and learning the two types of parameters of
network connection weights and thresholds. If the initial BP
parameters are not properly selected, the BP algorithm can

fall into a local optimal solution, and the default gradient
descent iterative algorithm tends to slow the convergence
speed of the neural network. +is study used the mapping
ability of the BP neural network in a nonlinear model and
combines the learning ability of the GA and PSO-optimized
parameter models to create an integrated GA-PSO-BP al-
gorithm (Figure 3). +e integrated algorithm uses GA to
determine the initial parameters of the BP network and uses
PSO to change the connection weights and thresholds in the
training iterations, thereby accelerating the convergence
speed of the network.

VCi d � w
∗VCi d + C1rand1 Pi d − Zi d( 

+ C2rand2 Pg d − Zg d ,

Zi d(t + 1) � Zi d(t) + VCi d(t + 1).

(4)

3.2.2. Algorithm Steps

(1) Collecting and preprocessing data: In terms of
influencing factors and assessment objectives of
earthquake probability, we selected data from the
three areas of seismic history, topography and
geomorphology, and tectonics. Historical seismic
data includes fault zone density, fault zone distance,
earthquake density, and distance to the epicenter.
Given the prolific nature of earthquakes, seismic
activity is likely to occur repeatedly near the epi-
center [38]. Topography and geomorphology, in-
cluding elevation, slope, and tortuosity, are closely
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Figure 2: Research method.
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related to earthquake disasters and are the main
causes of secondary geological disasters [39]. Tec-
tonics include peak ground acceleration and rock
and soil stability, which reflect the exposure of cities
to earthquakes and are the material basis for de-
termining the development of earthquakes [38, 40].
ArcGIS created a grid and extracted various stan-
dardized factor values. Four known probability
points (very high, high, low, and very low) were
selected from historical seismic data and imported
into MATLAB as the initial sample.

(2) Determining the structure of the initialized BP
neural network: +e next step is to determine the
number of neurons in the input layer, hidden layer,
and output layer. Nine neural units x1–x9 were set as
the input layer n, corresponding to nine influencing
factors, including the density of the fault, distance
from the fault, earthquake density, distance from the
epicenter, stability of rock and soil, and elevation.
+e output layermwas set as four neural units y1–y4,
corresponding to the four levels of earthquake
probability: very high, high, low, and very low.

(3) Calculating the initial connection weights and
thresholds based on GA: After GA model training,
maximum personal accommodation can be deter-
mined. Each component is then decoded into cor-
responding parameters, that is, the initial connection
weights and thresholds of the network. It is then
determined whether optimal fitness has been
reached. If it is reached, the chromosome undergoes
related calculations in the next step; otherwise,
further selections, crossovers, and mutations are
performed.

(4) Using PSO to calculate optimal connection weights
and thresholds: In the iterative process, PSO is used
to update the initial connection weights and
thresholds obtained in the third step. Using the PSO
algorithm, we set the population size to 30 and the
maximum number of iterations to 100. Determine
whether the new particle swarm generated by the
iteration has reached optimal fitness to determine
whether the algorithm has reached the preset error
or reached the maximum number of iterations. If
optimal fitness is reached, the global optimal solution
is generated, and the simulation result of the
probability of an earthquake in Hefei is obtained.+e
relevant formulas involved in the calculation process
are as follows.

Fitness function: +is affects the convergence speed of
the genetic algorithm and judges whether the optimal so-
lution is reached, wherein Et is the sum of the errors of each
unit, Ct

k is the actual output, yt
k is the target output, and T is

the number of test samples. +e smaller the value of the
objective function, the larger the fitness function.

Et �
1
2



m

k�1
C

t
k − y

t
k 

2
,

E �
1
2



T

t�1


m

k�1
C

t
k − y

t
k 

2

� 
T

t�1
Et.

(1)

Calculate particle fitness And
update Individual extreme value

And global optimum

Initialize particle position, velocity
and Individual extreme value and

global optimum

Initialize connection weights and
thresholds of BP network

Whether it is less
than the optimal chromosome

error

Calculate the fitness of
chromosome

Standard normalize the training
data and encode

Mutation

Crossover

Selection

N

Y

Update velocity and position of
particles

Whether it is less than the
pre-set error

Output result

Y

N

Figure 3: Operational flowchart of GA-PSO-BP.
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Designing the crossover operators: +e two crossover
operators are set as hi

A and hi
B, and crossover operations are

performed on them, and two new individual sums h
(i+1)
A and

h
(i+1)
B are created; a is random number distributed between 0

and 1.

h
(i+1)
A � ah

i
B +(1 − a)h

i
A,

h
(i+1)
B � ah

i
A +(1 − a)h

i
B.

(2)

Designing the mutation operator:+emutation operator
adopts a unified mutation strategy. Set an individual to
H � h1h1 . . . hkhj, wherein hk is the mutation point, and its
value range is (Hk

man − Hk
min). After uniform mutation of H

at this mutation point, a new individual H � h1h1 . . . hk
′hj is

obtained. +e new gene value of the mutation point is hk
′,

where β is a random number distributed between 0 and 1.

hk
′ � H

k
min + β H

k
man − H

k
min . (3)

Update the velocity and position of the particles: XX and
XX are the speed and position of the particles, respectively,
which represent the best position of each particle, and rand()
is a random number between (0, 1).

3.3. Urban Seismic Vulnerability Measurement Model Based
on AHP-SAVEE-EMYCIN

3.3.1. Relevant Algorithms. +e analytic hierarchy process
(AHP) is a multiobjective decision-making analysis method
that combines qualitative and quantitative analysis. It can
help decision-makers observe and analyze problems and
goals. It is widely used in urban operation management,
disaster risk analysis, site selection, and other applications
[41, 42]. +e spatial appraisal and valuation of environment
and ecosystems (SAVEE) methodology is a comprehensive
method of evaluating value from multiple perspectives,
which can reflect the influences of multiple driving factors. It
features simple measurement analysis and strong opera-
bility. It is widely used in many fields, such as land valuing,
landscape ecology, and natural resource planning [43, 44].
+e EMYCIN algorithm is a model used to iteratively cal-
culate the value of influencing factors and is an extension of
reasoning under uncertainty based on the concepts and
practical methods of probability theory [41]. Urban seismic
vulnerability refers to the overall impact of an earthquake’s
intensity exceeding the safety threshold that the city can
bear, which involves multidimensional influences such as
the natural environment, engineering conditions, and social
and economic activities.

Due to the spatial imbalance of urban seismic vulner-
ability, this article attempts to build an AHP-SAVEE-
EMYCIN integrated model that combines the AHP, SAVEE,
and EMYCIN formulas. +e integrated algorithm uses the
AHP method to establish the evaluation system and index
weights, the SAVEE algorithm to standardize the values of
influencing factors, and the EMYCIN calculation to su-
perimpose the roles of various factors to obtain seismic
vulnerability.

3.3.2. Calculation Steps

(1) Establish an evaluation system: Having studied
previous seismic research by Chinese and overseas
scholars, we selected evaluation indicators that re-
flect the essential features of seismic vulnerability
and created a logical evaluation system that con-
siders influencing factors and evaluation goals. +e
initial system consisted of 17 initial evaluation in-
dicators, which were revised and improved following
interviews and surveys with experts. Finally, we
created a comprehensive vulnerability assessment
index for urban seismic activity (Table 1) consisting
of 13 evaluation indicators in the four criteria cat-
egories of building vulnerability, secondary disaster
risk, socioeconomic vulnerability, and urban emer-
gency response capabilities [45–49].
+e vulnerability of buildings is largely a reflection of a
city’s exposure to earthquakes. Casualties and property
losses caused by the collapse of buildings account for
most of the total losses of an earthquake. +e risk of
secondary disasters, which include floods, fires, pol-
lutant leakages, and landslides, mainly reflects the
sensitivity of a city to an earthquake, which often causes
losses that are several-fold higher than the initial
earthquake. Compared with rural areas, secondary
disasters and induced seismicity in urban areas are
more serious. Socioeconomic vulnerability also reflects
the sensitivity of a city to an earthquake and refers to
the likelihood of seismic activity causing long-term
damage such as social and psychological burdens as
well as paralysis of the economic structure. It is mainly
connected to the overall density of the urban pop-
ulation, the distribution of vulnerable populations, and
the pattern of urban economic strength. Urban
emergency response capabilities are mainly related to a
city’s own defense and resilience after an earthquake to
meet the needs of residents for postdisaster emergency
relief as well as rescue and treatment.

(2) Use AHP to calculate indicator weights: +e rela-
tionship between the factors in the evaluation system
is analyzed to establish a systematic hierarchical
structure and compare the importance of each pair,
and a consistency test is conducted to obtain the
indicator weights of experts. To make the index
weights of urban seismic vulnerability evaluation
indicators even more rational, this study invited
three experts in the fields of natural disasters, urban
planning and management, and construction engi-
neering safety to undergo interviews and provide
scores, and the average weights of the three experts
were used as the final weights (Table 1).

(3) Standardize the element values using the SAVEE
algorithm: To assess the seismic vulnerability of Hefei,
the SAVEE algorithm can be used to perform dif-
ferent standardized equation calculations on various
types of seismic vulnerability influencing factors. For
negative seismic vulnerability factors that increase as x
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increases, such as the coverage of fire stations, hos-
pitals, and shelters, the standard calculation is carried
out using formula (5), and the boundary value (A) is
1000m. Positive vulnerability factors that increase as
x increases, such as population distribution density,
vulnerable population distribution, building age, and
building height, are calculated using formula (6), and
the boundary value is 2000m. For positive vulnera-
bility factors that decrease as x increases, such as flood
risk, fire risk, and pollution leakage risk, formula (7) is
used, and the boundary value is 2000m. For negative
vulnerability factors that decrease as x increases,
formula (8) is used. +e formula for the SAVEE al-
gorithm is as follows:

V � − exp
− (x + 1)

|A|
  

5

, x≤A, − 1≤V≤ 0,

(5)

V � 1 − exp
− (x + 1)

|A|
  

5

, x≤A, 0≤V≤ 1,

(6)

V � exp
− (x + 1)

|A|
  

5

, x≤A, 0≤V≤ 1,

(7)

V � exp
− (x + 1)

|A|
  

5

− 1, x≤A, − 1≤V≤ 0, (8)

where in V is the standardized value of seismic
vulnerability; x is the value of each influencing
factor, and A is the boundary value.

(4) Calculate seismic vulnerability with the EMYCIN
model: EMYCIN is an extension of reasoning under
uncertainty based on the concepts and methods of
probability theory. Based on evaluation data from
the SAVEE model, the iterative algorithm is used to
calculate the various pairwise standardized seismic
vulnerability driving factors, until all the factors are
analyzed and the seismic vulnerability of the study

area is obtained. +is will provide a visualization of
seismic vulnerability at the spatial level. +e EMY-
CIN formula is as follows:

Iab � Ia + Ib − Ia × Ib, Ia > 0, Ib > 0,

Iab � Ia + Ib + Ia × Ib, Ia < 0, Ib < 0,

Iab �
Ia + Ib( 

1 − min Ia


, Ib


  

, else.

(9)

Ia and Ib are the standardized values of seismic
vulnerability of influencing factors a and b, and Iab is
the superimposed value of factors a and b.

4. Results

Earthquake risk assessment has become an effective means
of government disaster risk management and resilient city
construction. In order to predict and analyze earthquake
disasters more accurately, scholars have conducted a lot of
discussions, mainly using expert scoring method, multi-
variate statistical method, geostatistics, time series analysis,
fuzzy comprehensive evaluation method, gray system the-
ory, analytic hierarchy process, complex system theory,
backpropagation (BP) neural network, and other methods
[22–28]. Geographic Information System (GIS) technology
is widely used because it can objectively reflect the distri-
bution characteristics of earthquake risk. However, how to
choose a reasonable earthquake risk assessment model has
become an urgent problem to be solved. In order to solve the
abovementioned difficulties and shortcomings, this paper
proposes a hybrid intelligence model from the perspective of
possibility and vulnerability. +e evaluation results and the
superiority of the algorithm are as follows.

4.1. Predicting SeismicProbability. +e rapid development of
computer technology represented by machine learning
provides new ideas for the detection of seismic events. +e
main content of machine learning research is to let the
machine generate a model from the input data, that is, a
learning algorithm, and the generated model can provide
corresponding judgments when facing new data. Machine

Table 1: Seismic vulnerability evaluation index.

Objective Criteria Factor Weight

Evaluation of urban earthquake vulnerability

Building vulnerability
0.3300

Building age 0.0646
Building structure 0.1628
Building height 0.1026

Secondary disaster risk
0.3300

Flood risk 0.0982
Fire risk 0.0927

Pollution leakage risk 0.0581
Landslide risk 0.0810

Socioeconomic vulnerability
0.1404

Population distribution 0.0436
Vulnerable pop. dist. 0.0693
Economic strength 0.0275

Emergency response capability
0.1996

Fire station coverage 0.0499
Hospital coverage 0.0499
Shelter coverage 0.0998
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learning and seismic historical data can help us further
improve the detection accuracy under the premise of
existing computing capabilities and algorithms and maxi-
mize the capabilities of the algorithm. For example, Jiang
and Ning (2019) will combine features selected by manual
experience with support vector machines [50], and Liu et al.
(2020) combined Taiwan array strategy with deep learning
[51]. +e combination of multiple algorithms is also a new
idea. For example, Witsil and Johnson (2020) combined
GAN with K-Means [52], and Mousavi et al. (2019) com-
bined CNN with LSTM network [53]. Semisupervised and
unsupervised learning can avoid problems such as insuffi-
cient manual labeled data sets. +erefore, this paper pro-
poses the GA-PSO-BP neural network model, which
combines historical seismic data and geological plate con-
ditions to predict the possibility of earthquakes.

Given the accuracy of prediction results and the limited
earthquake related data for downtown Hefei, this paper
expanded the scope of its earthquake probability assessment
to the Hefei metropolitan area. ArcGIS was used to create a
500m∗500m fishnet that divided Hefei into 45,745 grids.
Various data was extracted into the grids, which was im-
ported into MATLAB as the initial sample for simulation
and prediction using the GA-PSO-BP integrated algorithm.
+e prediction results of earthquake probability in the
metropolitan and downtown urban areas of Hefei were
depicted using ArcGIS (Figures 4(j) and 4(k)). +e analysis
results show the following: Areas within the city with high
earthquake probability are mainly concentrated in Feidong
County and Lujiang County, with a few also in Hefei City,
Feixi County, and Chaohu City. +e reasons for their higher
seismic probability are the high density of faults and epi-
centers, short distance to active faults and epicenters, poor
geological stability, and complex topography. Areas of
Changfeng County, Feixi County, and Chaohu City have
lower earthquake probability. Of Hefei’s main urban areas,
the High-Tech Zone in the east, southern Shushan District,
central Yaohai District, and northeastern Luyang District, as
well as northern and southern parts of Xinzhan District,
have a higher earthquake probability, whereas, Baohe Dis-
trict, the Economic Development Zone, the northern part of
Shushan District, central Luyang District, and central
Xinzhan District have lower earthquake probability.

Due to the advantages of the BP algorithm for solving
nonlinear problems, GA was used to calculate the initial
connection weights and thresholds, and PSO was used to
optimize the connection weights and thresholds in each
iteration, which eventually provided the seismic probability
assessment result and algorithm efficiency for each grid in
the Hefei metropolitan area. +e performance index of
neural network training is the average error between its
predicted output value and the expected output value. +e
smaller the average error and the smaller the fitness value,
the smaller the system error of the neural network. +e GA
model has the highest individual fitness value after 3 stop
iterations. +e GA-PSO-BP model has the lowest fitness
after 25 stop iterations. +e PSO model has 25 stop itera-
tions, and its fitness is in between the other two (Figure 5(a)).
Of the three earthquake probability prediction models, the

GA-PSO-BPmodel has the highest prediction accuracy, with
a rate of 82.50%; GA has a prediction accuracy rate of
81.25%, and PSO has a prediction accuracy rate of 79.37%
(Figure 5(b)). It can be seen that the GA-PSO-BP integrated
model combines the advantages of multiple algorithms and
benefits from fewer calculations, fast convergence, and good
global convergence.

4.2. Assessing Seismic Vulnerability. +e AHP-SAVEE-
EMYCIN is a method of reasoning under uncertainty that
uses mathematical formulas and models to express various
probabilistic reasoning. It can transform qualitative de-
scriptions of influencing factors into quantitative values and
combines the two in the assessment, making it useful in
determining spatial imbalances in urban seismic vulnera-
bility. +e AHP method was used to determine the index
system and weights. +e SAVEE method standardized the
impact factors of each type of seismic vulnerability
(Figures 6(a)–6(m)), and pairwise iterations were performed
using the iterative EMYCIN equation until all factors were in
the calculation, which finally produced the results of the
seismic vulnerability assessment for downtown Hefei
(Figure 6(n)).

Areas with high seismic vulnerability are mainly con-
centrated in the old city, the area around Hefei West
Railway Station, the government affairs district, Science
City, and the East New Center. +ey are also distributed on
a small scale in Xinzhan District, Gangji Town Industrial
District, the Economic Development Zone, and Binhu New
District outside the city’s second ring road. +ese are areas
of Hefei with more complex social and economic activities,
higher building-related risks, more secondary disasters,
and higher sensitivity and exposure to earthquakes. Low
fire risk areas include Shushan Park, the Economic De-
velopment Zone, Science City, and the disused Luogang
Airport, which are mainly used for scientific research and
ecological and recreational functions, and their seismic
vulnerability is low.

4.3. Assessing Overall Seismic Risk. Seismic risk is a com-
bination of the probability of an earthquake and the effect of
an earthquake that exceeds the safety threshold that a city
can bear. Using ArcGIS, the seismic probability and vul-
nerability were superimposed after being standardized, and
the composite result of the two provided overall seismic risk
results (Figure 7(a)). Areas with high, higher, lower, and low
seismic risk in Hefei accounted for 8.10%, 31.90%, 40.94%,
and 19.06% of its total area, respectively. High risk areas are
mainly concentrated in the old city, government affairs
district, Science City, and Xinzhan District. +ese areas are
closer to the seismic belt and are more vulnerable to
earthquake damage. Low and lower risk areas include the
disused Luogang Airport, the urban periphery, Gangji Town,
Hefei Station, and Science City.

To investigate the differences in seismic risk in various
areas of downtown Hefei, statistical analysis was carried out
to determine the proportions of various levels of risk by land
area and the proportions of various levels of risk by building
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area (Figures 7(b) and 7(c)). +e area proportions reflect the
overall seismic risk levels of each geographical area. +e
High-Tech Zone and Luyang District have the largest
proportions of high risk areas, followed by Luyang District,
Shushan District, and Xinzhan District, whereas, the Eco-
nomic Development Zone and Baohe District have the
smallest proportions. +e Economic Development Zone has
the lowest overall seismic risk, and Yaohai District and the
High-Tech Zone have the highest overall seismic risk. +e

proportions of risk by building area reflect the level of
seismic risk to a district’s social and economic activities. +e
High-Tech Zone and Yaohai District have the largest pro-
portions of high risk areas, followed by Luyang District,
Shushan District, and Xinzhan District. +e Economic
Development Zone and Baohe District have the smallest
proportions of high risk areas. +e Economic Development
Zone has the lowest building earthquake risk, and Yaohai
District has the highest building earthquake risk.
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Comparative analysis of the proportions of various risk
levels by land area and building area shows that the High-
Tech Zone and Yaohai District have high proportions of
high risk districts by land area and by building area, so
earthquake risk prevention measures in those districts
should be strengthened to reduce potential losses caused by
earthquakes. Hefei’s future development should be con-
centrated in areas with lower seismic risk.

5. Discussion

5.1. Innovation and Application Scope of Urban Earthquake
Risk Assessment Model. Established under the existing
evaluation system in the disciplines of disaster science,
construction engineering, and urban management, the
hybrid intelligent model integrates the perspectives and
advantages of multiple disciplines [22–24]. +is model is
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more suited and adaptable to the complex nonlinearity of
earthquakes. +e hybrid intelligent model includes three
parts: a GA-PSO-BP integrated algorithm to predict the
probability of earthquakes; an AHP-SAVEE-EMYCIN
integrated algorithm to measure urban vulnerability during
earthquakes, and an assessment of overall seismic risk after
earthquakes occur. (1) +e GA-PSO-BP algorithm used GA
to determine the initial parameters of the BP network and
used PSO to change the connection weights and thresholds
in the training iterations, thereby speeding up the con-
vergence of the network and avoiding falling into the local
optimal solution. GA-PSO-BP automatically generated
laws from inputted data on known earthquake events, and
the possibility of earthquakes in other areas was predicted
based on quantitative analysis of those laws as well as
statistics and probability theory, which avoided errors
caused by human predictions of seismic events. (2) +e
AHP-SAVEE-EMYCIN algorithm used the AHPmethod to
establish an evaluation system and index weights. +e
SAVEE algorithm standardized the value of the impact
factors, and the EMYCIN iterative calculation super-
imposed the roles of various factors to obtain seismic
vulnerability. +e AHP-SAVEE-EMYCIN is a method of
reasoning under uncertainty that uses mathematical for-
mulas and models to express various probabilistic rea-
soning. It can transform qualitative descriptions of
influencing factors into quantitative values and combines
the two in the assessment, making it useful in determining
spatial imbalances in urban seismic vulnerability. (3) In the
next step, earthquake probability and vulnerability were
unified and standardized using ArcGIS and then super-
imposed to obtain a composite result of the two, namely,
overall seismic risk, which can provide new ideas for
seismic risk assessment and urban earthquake prevention
and management.

+e hybrid intelligent model focuses on measuring a
relative value of risk and comparing the spatial distribution
characteristics of earthquake risk in different areas of cities,
to guide government prioritization of disaster prevention
and mitigation measures. +is model is not only suited to
assessing seismic risk in Hefei. +e parameters of the in-
telligent model and its related weights can be adjusted
according to the characteristics of a study area and the
differentiation of a problem so that it is suitable for areas and
cities with similar conditions.

5.2. Strengthen the Innovation of Cloud and Fog Computing in
Earthquake Risk Assessment. From an analytical point of
view, the hybrid intelligence still has limitations, in-
cluding the need for high-quality data, a time-consuming
process, and the need for the integrated model to perform
a large volume of probability mapping training data
points. Seismology is a data-driven science, and research
progress and breakthroughs often come from observa-
tions by seismic stations [27, 28]. In addition, the basic
data in the existing seismic business system has a wide
variety and huge amount, and the model and the orga-
nization relationship between the models are

complicated. +e establishment of an earthquake disaster
loss assessment system requires the purchase and es-
tablishment of a spatial geographic database and an
earthquake basic data database and the development of
corresponding technical systems to achieve other specific
functions. In recent years, the development of cloud
computing and fog computing can solve the waste and
idleness of a large number of resources caused by re-
peated construction.

According to the definition of the National Institute of
Standards and Technology (NIST), cloud computing is a
computing model that uses the Internet to realize anytime,
anywhere, on-demand, and convenient access to a shared
resource pool [54]. +rough cloud computing and fog
computing, users can quickly obtain services that meet their
own business needs, improving service quality while re-
ducing operation and maintenance costs. As a major in-
novation in the information industry, the cloud and fog
computing have been widely recognized by industry and
academia. +rough cloud computing and fog computing,
software and hardware resources and seismic information
can be shared, providing various users with different levels of
services, enabling users to quickly customize their own
services on demand, thereby overcoming the problems of
long construction period and high cost of seismic business
systems in the past.

5.3.DiscussiononStrengthening the SeismicRiskManagement
System under Different Scales. Existing research on earth-
quake risk measurement and quantification is affected by
different disciplines, research object scales, historical disaster
data, and index data availability, etc. +e evaluation indi-
cators are too simplified to select individual indicators to
characterize or are limited to areas, engineering facilities, or
the level of the building itself, without considering the in-
terrelationship and influence between different scale factors
[29]. In addition, in urban disaster risk research, the ac-
curacy of small scale index data such as streets and com-
munities will also affect the rigor of the final risk assessment
results.

Factors of different scales do not exist independently but
are interrelated and influenced and are related to the
characteristic boundary of a specific area [30]. +is paper
constructs a multiscale evaluation system from the three
aspects of Hefei’s metropolitan area, downtown, and
neighborhoods. Among them, the city scale mainly uses
historical seismic data, topography, and geological plate
conditions to construct earthquake probability prediction
models; the central city scale and block scale are used to
evaluate the vulnerability of the city, and the central scale
includes the city’s secondary disasters, social economic
strength, and urban emergency response capabilities, etc.;
block scale main design and building vulnerability condi-
tions such as building height, structural strength, and
construction year. +is article only draws on the concept of
multiscale from the perspective of earthquake risk assess-
ment and should emphasize the multiscale coordinated
management of disaster risk.
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In recent years, following the orderly advancement of
China’s urban agglomeration planning, metropolitan area
strategy, regional integration, and other policies, the de-
velopment of various cities and regions has become in-
creasingly interwoven. Nevertheless, regional public crises
often occur unexpectedly and can seriously damage the
interests of society and individual citizens. Seismic fault
zones often span multiple cities and even provinces, and
differences in magnitude and focal depth of earthquakes
mean that potential economic losses and social trauma are
extremely difficult to estimate [4, 5]. +e complexity and
interconnectivity of crises caused by earthquakes these days
are increasing, so the degree of coordination between
government and social entities has a direct bearing on the
effectiveness of earthquake crisis management [55, 56].
Follow-up research can explore the diverse ways social
entities can participate in governance from the perspective of
disaster management at multiple scales, including clarifying
rights and responsibilities, strengthening policies and reg-
ulations, and optimizing the development environment of
social entities, to build empirical and efficient mechanisms
for coordinating and governing diverse entities during re-
gional public crises.

For Hefei, the case of this paper, the seismic risk results
from the hybrid intelligent model can be combined to
implement earthquake defenses in two areas: basic measures
to mitigate urban earthquake damage and emergency
measures before and after earthquakes. Basic measures in-
clude moving essential infrastructure, such as energy,
transportation, and communication facilities, away from
areas with higher seismic risk; improving earthquake re-
sistance or proofing in areas with higher earthquake risk;
developing areas with less harmful construction, including
more open spaces and protecting ecological spaces; seismic
reinforcement of new construction projects as well as
seismic retrofitting of old structures; and ensuring the city
develops with earthquake resistance and disaster prevention
in mind. Emergency measures mainly consist of accom-
modating Hefei’s existing conditions by adopting temporary
remedial measures and rationally deploying and organizing
disaster relief to reduce losses and casualties caused by
earthquakes.

6. Conclusions

+e preearthquake risk assessment to determine the possible
scope and spatial distribution of the earthquake can effec-
tively promote the disaster prevention and mitigation work
of the city against the earthquake and its induced disasters.
+is article aims to develop a new urban earthquake risk
assessment model and conduct an empirical study on Hefei.
Combining the definition of risk and the attributes of natural
disasters, through the composite result of earthquake
probability and urban vulnerability, the earthquake risk is
quantitatively described, and the spatial distribution of
urban earthquake risk is obtained. Our main conclusions are
as follows.

+e GA-PSO-BP model has an accuracy rate of 82.5% in
predicting the probability of earthquakes. +e model has the

advantages of fewer calculations, fast convergence, and good
global convergence. +e simulation results indicate that
areas with higher earthquake probability within the mu-
nicipal area of Hefei are mainly in Feidong County and
Lujiang County, with a small number scattered throughout
Hefei City, Feixi County, and Chaohu City. +ese areas have
a higher probability because they are located near the seismic
fault and plate stability is poor. +e High-Tech Zone,
southern Shushan District, central Yaohai District, northeast
Luyang District, and northern and southern parts of
Xinzhan District have a relatively high probability of seismic
activity.

+e AHP-SAVEE-EMYCIN method was used to
evaluate vulnerability to earthquake damage from four
aspects: building vulnerability, secondary disaster risk,
socioeconomic vulnerability, and emergency response
capabilities. Our research showed that areas with high
seismic vulnerability are mainly concentrated in the old
city, the area around the Hefei West Station, the gov-
ernment affairs district, Science City, and the Hefei East
New Center. +ese are large areas of Hefei with complex
social and economic activities, higher building risks, more
secondary disasters, and higher sensitivity and exposure to
earthquakes.

Earthquake probability and vulnerability were stan-
dardized and then superimposed, to obtain a composite
result of the two, which we call overall seismic risk.+e areas
with very high, high, low, and very low overall seismic risk
accounted for 8.10%, 31.90%, 40.94%, and 19.06% of the total
area of Hefei, respectively. Very high risk areas are mainly
located in the old city, the government affairs district,
Science City, and Xinzhan District. +ese areas are close to
the seismic belt and are more vulnerable to earthquakes. In
the future, targeted earthquake protection measures are
required in the following two areas: basic measures to
mitigate urban earthquake damage and emergency measures
for before and after earthquakes.
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Social responsibility, sustainability, and public policy: the
lessons of debris management after the manabı́ earthquake in
Ecuador,” International Journal of Environmental Research
and Public Health, vol. 18, no. 7, p. 3494, 2021.

[48] J. Yin, S. Xu, Y. Jing, Z. Yin, and B. Liao, “Evaluating the
impact of fluvial flooding on emergency responses accessi-
bility for a mega-city’s public services: a case study of
emergency medical service,” Journal of Geographical Sciences,
vol. 73, no. 9, pp. 1737–1747, 2018.

[49] L. Ceferino, J. Mitrani-Reiser, A. Kiremidjian, G. Deierlein,
and C. Bambarén, “Effective plans for hospital system re-
sponse to earthquake emergencies,” Nature Communications,
vol. 11, no. 1, p. 4325, 2020.

[50] Y. R. Jiang and J. Y. Ning, “Automatic decision of semic body-
wave phases and dermination of their arrival times based on
support vector machine,” Chinese Journal of Geophysics,
vol. 62, no. 1, pp. 361–373, 2019, in Chinese.

[51] F. Liu, Y. Jiang, J. Ning, J. Zhang, and Y. Zhao, “An array-
assisted deep learning approach to seismic phase-picking,”
Chinese Science Bulletin, vol. 65, no. 11, pp. 1016–1026, 2020.

[52] A. J. C. Witsil and J. B. Johnson, “Analyzing continuous
infrasound from Stromboli volcano, Italy using unsupervised
machine learning,” Computers & Geosciences, vol. 140, Article
ID 104494, 2020.

[53] S. M. Mousavi, W. Zhu, Y. Sheng, and G. C. Beroza, “CRED: a
deep residual network of convolutional and recurrent units
for earthquake signal detection,” Scientific Reports, vol. 9,
no. 1, 2019.

[54] P. Mell and T. Grance, :e NIST Definition of Cloud Com-
puting, National Institute of Standards and Technology,
Gaithersburg, MD, USA, 2011.
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Entrepreneurial intention is a necessary prerequisite for prospective entrepreneurs to start a new business, and today’s college
students are the potential entrepreneurs of the future. How to improve students’ willingness to start a business is an important
topic that a large number of scholars continue to pay attention to..e purpose of this work is to disentangle how college students’
previous innovative behavior affects their entrepreneurial intention from the view of social psychology. Survey data from a
vocational college in China indicate that college students’ previous innovative behavior facilitates flow, which in turn affects their
entrepreneurial intention. Our empirical findings flourish the research on antecedents of college students’ entrepreneurial
intention, make contributions to the research on flow in entrepreneurship, and provide useful recommendations and suggestions
in entrepreneurship teaching.

1. Introduction

One of the most significant factors of economic growth is the
creation of new enterprises [1]. A considerable consensus
exists about the significance of accelerating entrepreneur-
ship to technological innovation and employment genera-
tion [2, 3]. It is not surprising that entrepreneurship has
received more attention in emerging economies. To be
specific, in China, with the advent of the new era of “mass
entrepreneurship, mass innovation,” entrepreneurship
among college students is actively encouraged and sup-
ported by the state and local governments at all levels be-
cause today’s students are tomorrow’s aspiring
entrepreneurs. According to the 2019 College Student En-
trepreneurship Report survey, more than 75% of the sur-
veyed college students have entrepreneurial intention, and
more than 25% of them have a strong entrepreneurial
intention.

How to improve students’ commitment to start a
business is an important topic that a large number of
scholars continue to pay attention to. .ere has been a lot of

research done on entrepreneurial intention. Existing studies
on the antecedents of college students’ entrepreneurial in-
tention focus on individual traits, demographic character-
istics, and environmental factors [4–6]. According to our
observation in practical teaching over the past few years,
students’ entrepreneurial intention could be influenced by
their previous innovation behavior to some extent. However,
there is little research being done on it. Besides, previous
studies mostly used cross-sectional data to verify the rela-
tionship between antecedents and entrepreneurial intention,
while longitudinal studies are still lacking.

To address the limitations mentioned above, the
present research adopts longitudinal research to investi-
gate the relationship between college students’ previous
innovative behavior and entrepreneurial intention and
introduces the flow as a mediator from the social psy-
chology perspective to disclose the “black box” of how
students’ innovative behavior affects their entrepreneurial
intention (see Figure 1). Combined, we offer two main and
novel contributions to the existing literature. First, we
enrich the research on the antecedents of college students’

Hindawi
Scientific Programming
Volume 2021, Article ID 4872108, 6 pages
https://doi.org/10.1155/2021/4872108

mailto:15205511072@163.com
https://orcid.org/0000-0002-9621-2213
https://orcid.org/0000-0001-7568-0395
https://orcid.org/0000-0002-6416-1714
https://orcid.org/0000-0002-6822-0187
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/4872108


RE
TR
AC
TE
Dentrepreneurial intention. Second, we expand our

knowledge of the role that flow shaping plays in affecting
entrepreneurial intention.

2. Experimental Details

2.1. Literature Review

2.1.1. Entrepreneurial Intention. Entrepreneurial intention
is “a self-acknowledged conviction by a person that they
intend to set up a new business venture and consciously plan
to do so at some point in the future.” [7]. .is has been
viewed as the first step of entrepreneurship since new
venture creation stems from this variable [8]. It is also the
most appropriate predictor of entrepreneurial behavior
[9, 10]. Existing studies on the antecedents of college stu-
dents’ entrepreneurial intention pay more attention to in-
dividual traits, demographic characteristics, and
environmental factors. Rasli et al. [11] demonstrate that
gender, work experience, conviction, education environ-
ment, and general attitude are positively related to college
students’ entrepreneurial intention. Furthermore, Gelard
and Saleh [12] reported that structural, educational support,
and formal and informal networks affect university students’
entrepreneurial intentions. However, there is little research
on the relationship between college students’ previous in-
novative behavior and their entrepreneurial intention.

2.1.2. Innovative Behavior. According to Scott and Bruce,
innovative behavior is a process of value creation supported
by the generation of new thoughts, solutions, and appli-
cations [13]. Konermann also defined innovative behavior
as a process that incorporates the following components:
generation, development, application, execution, and
modification of novel ideas to improve the performance of
an organization [14]. In other words, innovation behavior
is a complex process that includes the generation, pro-
motion, and practice of thoughts.

Based on social cognitive theory, college students’ pre-
vious innovative behavior helps to improve their analytical
ability and identification ability. .at is, innovative behavior
would have a positive impact on opportunity identification.
Low and MacMillan [15] concluded that the ability to
identify opportunities is one of the main psychological
characteristics that influence entrepreneurial intention. It
can be seen that college students’ innovative behavior has a
critical influence on their entrepreneurial intentions with the
improvement of their own ability in recognizing opportu-
nity. Hence, we propose the first hypothesis:

Hypothesis 1: innovative behavior is positively related to
entrepreneurial intention

2.1.3. Flow. Csikszentmihalyi, an American psychologist,
found that when an individual is engaged in his favorite work,
he is completely immersed in it, even forgetting to eat and sleep.
.is unique psychological experience produced by an individual
is defined as flow [16]. On this basis, Bakker [17] developed the
concept of work-related flow, referring to an individual’s flow
experience while working, which mainly includes three ele-
ments: absorption, work enjoyment, and intrinsic work moti-
vation. .e flow has been studied in a variety of fields, but
entrepreneurship has received less attention.

Flow, as a positive emotion, can motivate individuals to
pursue more challenging goals to constantly improve their
abilities and ultimately achieve substantial personal growth.
Different from traditional extrinsic motivation, flow is an
internal self-motivation mechanism that enables individuals
to immerse themselves in tasks over and over again and
maximize their talents and abilities. A number of studies
have shown that intrinsic motivation contributes to more
creativity, greater cognitive resilience, and improved well-
being as compared to extrinsic motivation [18]. .e com-
plexity and challenge of innovation bring them a unique
mental experience, known as flow. A continuous flow state
resulted from innovation behavior makes individuals want
to be more innovative in many regards, which consolidates
an individual’s positive attitude towards entrepreneurship
and thus improves the level of entrepreneurial intention.
.at is, an individual has entrepreneurial enthusiasm and
vitality [19]. .erefore, we believe that the key mediator in
accounting for the relationship between college students’
innovative behavior and their entrepreneurial intention is
flow. Hence, we put forward the second hypothesis:

Hypothesis 2: the positive relationship between inno-
vative behavior and entrepreneurial inten-
tion is mediated by flow

2.2. Sample and Data Collection. To test the proposed hy-
potheses, we carried out a questionnaire survey of 226
students at a vocational university in China.We designed the
questionnaire based on the previous measurements which
have been proved to have high reliability and validity
[9, 13, 17]. In order to ensure the representativeness of the
sample, we selected research teams with different academic
backgrounds. .e questionnaire was filled out separately by
the respondents in three rounds (before, during, and after
class) to avoid the influence of common method variance.
Firstly, each interviewee filled in and described his or her
previous innovation experience and entrepreneurial inten-
tions. Secondly, teachers were asked to evaluate the entre-
preneurial intention and flow state of team members one by
one, and then, the relevant researchers collected the infor-
mation directly on the spot. .irdly, according to the
questionnaires filled by the research members, we asked the
corresponding team members to evaluate their entrepre-
neurial intention and mental state, i.e., flow, and these
finished questionnaires were also collected by the re-
searchers. Finally, these paired questionnaires were sorted
out and counted.We established dynamic panel data. Table 1
shows the characteristics of research sample.

Innovative behavior Flow Entrepreneurial intention

Figure 1: Research framework.
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2.3.Measurements. Weused back-translation to render them
in Chinese because the items were originally written in En-
glish and applied a 5-point Likert scale for the measures
(1� strongly disagree; 5� strongly agree). We adopted the
entrepreneurial intention scale developed by Krueger et al. [9]
(alpha� 0.901, CR� 0.903, and AVE� 0.699). For innovation
behavior, we followed the six items measurement from Scott
and Bruce [13] (alpha� 0.943, CR� 0.944, and AVE� 0.736).
We assessed flow from three dimensions including absorp-
tion (alpha� 0.884, CR� 0.891, and AVE� 0.673), work en-
joyment (alpha� 0.961, CR� 0.962, and AVE� 0.964), and
intrinsic work motivation (alpha� 0.914, CR� 0.916, and
AVE� 0.687) with a scale developed by Bakker [17].

We controlled for gender, class, and weeks because of
their potential effects on entrepreneurial intention. Table 2
shows the constructs and measurements in this study.

3. Results

3.1. Reliability andValidity. We used SPSS 26.0 and Mplus 7
to check construct reliability and validity. All of the con-
structs’ Cronbach’s α surpassed the recommended mini-
mum of 0.70, suggesting adequate reliability [20–22]. As
shown in Table 2, our scale also has good construct reliability
and sufficient convergent validity because the composite
reliability and average variance extracted were, respectively,
greater than 0.60 and 0.50 [23]. Meanwhile, all factor
loadings were greater than 0.70 [24]. Each construct’s
“square root” of AVE was higher than the correlations
among the constructs, indicating that the three constructs
had strong discriminant validity [24]. Table 3 shows the
descriptive statistics and correlations of all key variables.

3.2. Hypothesis Testing. To verify our hypotheses, we used
hierarchical regression analysis. Before the regression
analysis, we made several relevant checks. When VIFs ex-
ceed 10.0 or even 5.0, the model may have a multicollinearity
problem [25]. So we calculated the average VIF, and it was
1.12. Besides, the maximum of VIFs was lower than 2.0,
indicating that multicollinearity was not evident in our
research. We looked for violations of normality assumptions
and outliers as well, and no distinct violation was found, so
the data could be used for regression analysis. Table 4
presents our regression results.

H1 proposed that college students’ innovative behavior is
positively related to entrepreneurial intention. As shown in

Model 4, the coefficient is positively significant (β� 0.786,
p< 0.01). .us, H1 is strongly supported. To test the flow as a
mediator between innovative behavior and entrepreneurial
intention, we conducted Baron and Kenny’s [26] three-stage
multiple regression analysis. In the first stage (model 5), in-
novative behavior is positively related to entrepreneurial in-
tention (β� 0.786, p< 0.01), while in the second stage (model 2
and model 6), innovative behavior is positively related to flow
(β� 0.772, p< 0.01) and flow is positively related to entre-
preneurial intention (β� 0.736, p<0.01). In the last stage
(model 7), innovative behavior is significantly related to en-
trepreneurial intention (β� 0.641, p< 0.01). Our results suggest
that flow plays a partial mediator between innovative behavior
and entrepreneurial intention. .erefore, H2 is supported.

4. Discussion

.is study examined the relationship between college stu-
dents’ innovative behavior and entrepreneurial intention.
Most studies on the antecedents of college students’ en-
trepreneurial intention focus on individual traits, demo-
graphic characteristics, and environmental factors [4–6].
According to our observation in practical teaching over the
past few years, students’ entrepreneurial intentions could be
influenced by their previous innovation behavior. However,
there is little research on it.

We propose that college students’ innovative behavior is
positively related to their entrepreneurial intention. In de-
tail, this study adopted longitudinal research and tested the
mediating mechanism of flow from the view of social
psychology. .e empirical findings from 226 college stu-
dents support our hypotheses, which suggest that innovative
behavior does not directly lead to entrepreneurial intention.
Instead, flow acts as a partial mediator that transforms
students’ previous innovative behavior into entrepreneurial
intention. In the state of flow, an individual’s actions are
integrated with their consciousness. .at is, they are in a
state of positive psychological and emotional experience.
Based on intrinsic motivation theory, this state can con-
tinuously consolidate the individual’s positive attitude to-
wards entrepreneurship so as to keep improving their
entrepreneurial intention.

.e findings make a contribution to literature in two
aspects. First, this study examined the relationship between
college students’ prior innovative behavior and their en-
trepreneurial intention. It enriches the existing research on

Table 1: Characteristics of research sample (N� 226).

Frequency Percentage

Gender Male 104 46.0
Female 122 54.0

Class

Architectural engineering 36 15.9
Finance 28 12.4

Municipal administration 80 35.4
Investment 82 36.3

Weeks
1 week 75 33.2
6 weeks 68 30.1
12 weeks 83 36.7
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Table 2: Constructs’ measurements, reliability, and validity.

Constructs and measurements Cronbach’s
α Loading AVE CR

Flow 0.822 0.932
Absorption 0.884 0.781 0.673 0.891
When I take entrepreneurship classes, I think about nothing else 0.771
I get carried away by my entrepreneurship classes 0.716
When I take entrepreneurship classes, I forget everything else around me 0.837
I am totally immersed in my entrepreneurship classes 0.941
Work enjoyment 0.961 0.942 0.864 0.962
My entrepreneurship classes give me a good feeling 0.874
I take my entrepreneurship classes with a lot of enjoyment 0.941
I feel happy during my entrepreneurship classes 0.961
I feel cheerful when I am taking entrepreneurship classes 0.939
Intrinsic work motivation 0.914 0.984 0.687 0.916
I would still take entrepreneurship classes, even if I received less pay 0.907
I find that I also want to consider entrepreneurship classes in my free time 0.727
I take entrepreneurship classes because I enjoy them 0.893
When I am taking entrepreneurship class, I am doing it for myself 0.760
I get my motivation from the entrepreneurship class itself and not from the reward for it 0.843
Innovation behavior 0.943 0.736 0.944
I always search out new technologies, processes, techniques, and/or product ideas 0.826
I always generate creative ideas 0.874
I always promote and champion ideas to others 0.898
I always investigate and secure funds needed to implement new ideas 0.863
I always develop adequate plans and schedules for the implementation of new ideas 0.839
Generally, I am a person with innovative spirit 0.846
Entrepreneurial intention 0.901 0.699 0.903
I think I will start my own business in the future 0.892
I once considered running my own company 0.822
If I have the opportunity and I have the freedom to make a decision, I will choose to start my own
business 0.852

Considering my current real situation and various limitations (such as lack of funds), I will still
choose to start my own business 0.775

Note: AVE refers to average variance extracted; CR refers to composite reliability.

Table 3: Means, standard deviations, and correlations (N� 226).

Variables Means SD 1 2 3
1. Innovative behavior 3.645 0.855 0.858
2. Flow 3.786 0.816 0.813∗∗ 0.907
3. Entrepreneurial intention 3.434 0.963 0.629∗∗ 0.703∗∗ 0.836
Note: ∗p< 0.05;∗∗p< 0.01; n� 226.

Table 4: Regression results.

Variables
Flow Entrepreneurial intention

M1 M2 M4 M5 M6 M7
Control variables
Gender 0.177 0.097 0.276∗∗ 0.195∗∗ 0.146 0.177
Class 0.039 0.018 0.064 0.042 0.035 0.039
Weeks −0.017 −0.009 −0.008 0.000 0.004 0.001
Independent variable
Innovative behavior 0.772∗∗∗ 0.786∗∗∗ 0.641∗∗∗

Mediator
Flow 0.736∗∗∗ 0.187∗
ΔR2 0.014 0.006 0.014 0.009 0.011 0.011
R2 0.016 0.665 0.022 0.505 0.404 0.514
F 1.186 109.696 1.631 56.447 37.485 46.501
Note: N� 249; ∗∗∗p< 0.01,∗∗p< 0.05, and ∗p< 0.1.
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the antecedents of college students’ entrepreneurial inten-
tion. Second, introducing the flow as a mediator variable not
only helps further analysis of the “black box” of innovation
behavior affecting entrepreneurial intention, but also serves
as a supplement and breakthrough to the existing research
on flow.

5. Conclusion

In conclusion, the main purpose of this research is to figure
out the relationship between college students’ prior inno-
vative experience and their entrepreneurial intention from
the view of social psychology. .e study results show that
students’ innovative behavior is positively related to en-
trepreneurial intention and that flow mediates the positive
relationship between innovative behavior and entrepre-
neurial intention.

.is study has two potential practical implications. First,
universities could set more relevant innovative and entre-
preneurial courses, and companies could offer more in-
ternship opportunities to college students to inspire and
promote their innovative behavior, which facilitates in-
creasing their entrepreneurial intention. Second, our find-
ings provide useful guidance to recognize students who are
potential entrepreneurs.

However, there are two research limitations that point to
prospective research directions to some extent. First, the di-
versity of this research sample needs to be improved..ere are
some differences between the characteristics of universities and
enterprises [27]. .is study especially chose vocational college
students as our research sample to solve this problem to some
extent. How to further promote the quality education of higher
vocational college students? Let the students have the ability to
adapt the modern production structure and the fast pace of
enterprise competition, which is an important topic that a large
number of colleges, experts, and scholars are exploring con-
tinuously. .us, vocational college has a close connection with
enterprises in many regards [28]. After all, the complexity of
the real context in enterprises cannot be reflected by students in
vocational colleges. Future research should continue to collect
enterprise samples to verify the effectiveness of this model and
increase the diversity of samples to increase the external validity
of research conclusions.

Second, our empirical findings suggest that there is a
partial mediating impact between students’ innovative be-
havior and entrepreneurial intention. However, innovative
behavior may have different influences on entrepreneurial
intention for different individual traits, which indicates that
there may be other possible mechanisms at work. Future
studies could investigate other mediating mechanisms from
different perspectives to further explain the relationship
between students’ innovative behavior and their entrepre-
neurial intention.
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As a new generation of information technology, artificial intelligence and wireless sensor network are of great significance in
promoting the development of “smart pension” and improving the quality of life of the elderly. -is paper expounds the ap-
plication of existing relevant artificial intelligence and wireless sensor network in smart pension, including the daily life of the
elderly, health care, and spiritual comfort. -is study further puts forward corresponding improvement measures for the existing
problems in order to provide ideas for the application of wireless sensor network in smart pension and improve the quality of life
of the elderly.

1. Introduction

Internationally, the population aged 65 and over accounting
for 7% of the total population is generally regarded as the
country’s entry into an aging society, and China’s population
structure has moved towards an aging society since the 1990s
[1]. Since the 21st century, the problem of population aging
in China has becomemore andmore serious. Figure 1 shows
the trend of the number and proportion of the elderly
population in China from 2013 to 2019. According to the
survey data of the National Bureau of Statistics in 2020, the
population aged 60 and over in China reached 240.9 million,
accounting for 17.3% of the total population in China;
China’s population aged 65 and over is 158.31 million,
accounting for 11.4% of China’s total population [2].
According to the prediction of China’s population devel-
opment report, in 2050, China’s elderly population aged 60
and over will reach 35% of the total population, while the
empty-nest elderly population will account for more than
54% of the total elderly population [3]. -ese figures show
that the degree of population aging in China is becoming
more and more intense, and the trend is very serious.

Under the background of China’s aging society, tradi-
tional pension is difficult to meet the severe situation. Smart
pension has become an important measure to alleviate

China’s population aging. Artificial intelligence and wireless
sensor network are of great significance in promoting the
development speed of “smart pension” and improving the
quality of life of the elderly. -is paper expounds the ap-
plication of existing relevant artificial intelligence and
wireless sensor network in smart pension, uses artificial
intelligence and wireless sensor network to obtain the needs
of the elderly at different levels (mainly including the daily
life, health care, and spiritual comfort of the elderly), and
gives corresponding feedback in time through information
processing. It is superior to the traditional pension mode in
efficiency and accuracy. -is study further puts forward
corresponding improvement measures for the existing
problems in order to optimize the application of artificial
intelligence and wireless sensor network in smart pension,
further optimize resource allocation, reduce resource waste,
and improve the quality of life of the elderly.

2. Traditional Pension and Smart Pension

2.1. Traditional Pension Conceptualization. Maslow’s hier-
archy of needs theory was proposed by Maslow in 1943,
including the five-level model of human needs. From low
level to high level, human beings can be divided according to
five needs: physiological needs, security needs, social needs,
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respect needs, and self-realization needs. Physiological needs
and safety needs are the primary-level needs of human
beings and the most basic needs of human beings for the
safety of themselves and the surrounding environment.
Social needs, respect needs, and self-realization needs are
human’s high-level needs, including human’s high-level
spiritual needs such as social emotion, social self-esteem, and
self-realization. After the primary level needs are met, the
high-level needs will become the main needs of individuals.

China’s traditional way of providing for the aged has
improved the material living conditions of the elderly, which
also ensures the primary-level needs of the elderly pop-
ulation. However, the government and society often ignore
the senior-level needs of the elderly population at a certain
level. For example, due to children’s work, family contra-
dictions, age generation gap, and other reasons, children are
unable to take care of the elderly 24 hours. Most children
give economic subsidies to the elderly at home to meet the
needs of the primary level. In addition, a large number of
disabled elderly in China can only meet the needs of primary
level by means of institutional pension and need 24-hour
care workers. According to Huang’s survey data, there is an
imbalance between supply and demand in China’s home-
based elderly care and social institutional elderly care, and
there is still a gap in meeting the primary-level needs of the
elderly population under the traditional elderly care [4].

-ere is a phenomenon of empty nests in some areas of
China. Children tend to send their parents to social pension
institutions for care, which leads to the shortage of social
pension institutions. In some rural areas, the phenomenon
of family empty nest is more serious, but because the elderly
care services and elderly care knowledge are not fully
popularized, the vast majority of rural elderly can only
provide for the elderly at home, which leads to the over-
supply of social elderly care institutions. In addition, the
current social pension institutions also have problems such
as poor service quality and poor structure, such as the in-
ability to meet the daily needs of the elderly, the inability to
respond in time to emergencies, the direct inability of so-
ciety, children, and the elderly to form a channel for timely
information sharing and feedback, and the problems of low
quality and untimely information transmission in the tra-
ditional way of pension [5]. -e aging situation of China’s
social population is very serious, which has brought great

unprecedented challenges to China’s economic and social
security. -e traditional way of providing for the aged has
been difficult to deal with the problem of aging. It is urgent
to develop new ways of providing for the aged.

2.2. Smart Pension Conceptualization. -e Fifth Plenary
Session of the 19th CPC Central Committee put forward the
“implementation of the national strategy to actively respond
to population aging,” which is closely related to the estab-
lishment of the national sustainable development strategy
and is related to the harmonious development of people’s
society. We should deeply understand and implement the
directive. Smart pension is a new type of pension service by
introducing emerging information technology into the
traditional pension mode to connect living homes, com-
munities, and even pension institutions [6]. Using emerging
information technologies such as the wireless sensor net-
work to improve the quality of life of the elderly is one of the
important measures to alleviate the problem of population
aging in China [7]. With the development of artificial in-
telligence and wireless sensor network technology, its ap-
plication has also been integrated into the life of the elderly.
By improving the quality of elderly care services and the
supervision efficiency of elderly care services, it not only
improves the quality of life of the elderly but also promotes
the continuous development of related technologies. At this
stage, the continuous accumulation and development of
emerging information technology provides a driving force
for various industries. -e development speed of artificial
intelligence and wireless sensor network technology is ac-
celerating. -e traditional pension mode is embedded in
emerging information technology. Smart pension is the
general trend of pension in the future [8].

3. Wireless Sensor Network
(WSN) Conceptualization

Based on the development of wireless network, hardware,
and sensing equipment, Bill Gates first put forward the
concept of wireless sensor network in 1995 [9]. In the
subsequent development of the wireless sensor network, it
underwent the naming of standardized definition bodies
such as IFFF, ITU, 3GPP, and IETF. Ultimately, the wireless
sensor network is defined as “a technology by which things
or devices can provide users with richer value through their
connection to the Internet”. In short, the wireless sensor
network realizes the information interconnection between
things and between people and things through sensors,
control chips, action mechanisms, wired or wireless net-
works, and relevant platform software. Specifically, the
wireless sensor network is a network that connects any item
with the Internet for information exchange and commu-
nication through information sensing equipment such as
radio-frequency identification, infrared sensor, Global Po-
sitioning System, and laser scanner according to the agreed
protocol, so as to realize intelligent identification, posi-
tioning, tracking, monitoring, and management. -e ar-
chitecture and key technologies of the wireless sensor
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Figure 1: Trend of proportion of elderly population in China from
2013 to 2019 (http://www.stats.gov.cn/).
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network mainly include RFID technology, sensor technol-
ogy, network communication technology, and cloud com-
puting. -e basic characteristics of the wireless sensor
network can be summarized as comprehensive perception,
reliable transmission, and intelligent processing. -rough
the wireless sensor network technology, objects become
intelligent, which can realize the transmission of informa-
tion with users and provide corresponding services [10] (see
Figure 2 for details).

Many Chinese scholars divided China’s pension model
into family pension, institutional pension, and community
pension. At the same time, most scholars believe that the
traditional pension service has limitations. -e supply
methods of artificial intelligence and wireless sensor network
in smart pension applications include home life, commu-
nities, elderly care institutions, and social organizations. -e
rapid development of wireless sensor network and other
technologies will bring new ideas to traditional elderly care
and elderly care services [11]. With the development and
application of emerging information technology, artificial
intelligence and wireless sensor network will generate a new
industrial chain and bring a lot of market value. -e
informatization level of China’s traditional elderly care
service system is relatively backward as a whole, but the
elderly care service system platform based on artificial in-
telligence and wireless sensor network technology uses
wireless sensor network technology to collect data through
terminal equipment and upload relevant information data to
the cloud, so as to make the daily life of the elderly in a
remote monitoring state. On the one hand, this technology
can reduce the cost of elderly care; on the other hand, it can
make intelligent elderly care more accurate [12].

4. AI and WSN in Smart Pension

4.1. In Daily Life. With the development and shaping of
intelligent elderly care, artificial intelligence and wireless
sensor network technologies have made the elderly, families,
and society enjoy the greatest dividends [13]. China’s
wireless sensor network technology is used in the daily life of
intelligent elderly care, mainly focusing on intelligent home,
community service, positioning system, and other services,
as shown in Figure 3.

Since the 21st century, in order to enable the elderly to
enjoy intelligent services at home, the introduction, devel-
opment, and application of smart home in China have been
maturing. At present, it mainly includes intelligent electrical
appliances, lighting control, and other intelligent electrical
equipment. -e audio and behavior of the elderly are col-
lected through the intelligent terminal device, these data are
uploaded to the cloud for analysis and processing by wired
or wireless network, and then the feedback information is
transmitted to the client. Smart home can also actively
monitor and adjust the environmental indicators of the
elderly, create an optimal environment for the elderly to live,
and reduce the health risk of the elderly.

In the community, artificial intelligence and wireless
sensor network technology are used to monitor the infor-
mation data of the elderly in the community in real time

through wearable terminal devices or residential installed
terminal devices, upload the data to the network environ-
ment for analysis and processing, and provide community
door-to-door service or remote service through the feedback
information to solve the problems of the elderly in the daily
life of the community [14]. For example, installing envi-
ronmental monitoring devices at home and using wireless
sensor network technology to transmit real-time monitoring
information with the network environment can ensure the
home safety of the elderly on the one hand and provide
corresponding feedback through identification information
on the other hand. When there is abnormal information
such as water leakage, air leakage, and fire at home, the
information is uploaded to the network processing system
and fed back to the client in real time and the elderly are
provided timely assistance through alarm and relevant
personnel. At the same time, in case of abnormal data such
as water fee, electricity fee, and network fee at home, the
information can be fed back to the client for online payment
and other convenient services.

-e positioning system is mainly to timely and accu-
rately capture the location and behavior information data of
the elderly, which is of great help to the elderly group with
memory decline and behavioral impairment. At present, the
location of the elderly is located in real time through portable
intelligent terminal equipment, and the collected location
information is uploaded to the network environment. When
the environment of the elderly is abnormal and lost, the
abnormal data can be analyzed and processed and fed back
to the client, and the location of the elderly can be found in
time. When an elderly is suspected of falling down, his
mobile phone or wearable device or monitoring device can
quickly identify whether he has fallen and can automatically
complete the call for an ambulance and notify his family.

4.2. Health Care. -e empty nest of families and the im-
balance between supply and demand of elderly care insti-
tutions put the health of the elderly at great risk. -e
integration of resources in families, medical institutions, and
other aspects through artificial intelligence and wireless
sensor network technology can reduce the probability of the
elderly falling into health risk. China’s artificial intelligence
and wireless sensor network technologies are used for health
care in intelligent elderly care, mainly for real-time self-
monitoring of the body, disease, and living environment.
Intelligent terminal devices are used to collect the body,
living condition, disease, and other information data of the
elderly in real time, then the data are uploaded to the
network environment for analysis and processing, and fi-
nally the information data are fed back to the client [15] (see
Figure 4 for details).

-rough the terminal equipment, the health data of the
elderly are monitored in real time and uploaded to the
network environment for analysis and processing. When the
health data of the elderly are abnormal, they are fed back to
the client, enabling timely dialing 120, notifying children in
the form of information, and providing community door-to-
door rescue and other services. For example, a portable wrist
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watch has built-in infrared pulse sensor, 3D gravity sensor,
and GPS sensor. -e collected data are transmitted to the
network through wired or wireless network for data pro-
cessing and analysis, and the feedback results are sent to the
client.

In medical institutions, wireless sensors are installed in
the living environment of the elderly, the video images and
audio of the elderly are monitored in real time and uploaded

to the network environment for processing and analysis, and
a remote care system is established. Once the collected data
are abnormal, they will be warned in time. Especially for the
elderly suffering from heart disease, hypertension, and other
diseases, they can get the remote escort of medical staff and
timely treatment, so as to ensure the health status of the
elderly and realize the accurate implementation of medical
treatment [16].
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Figure 2: Basic framework of wireless sensor network system.
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4.3. Spiritual Comfort. Empty nests of families have
appeared in some areas of China. Due to living habits, in-
tergenerational education, children living in different places,
and other reasons, the elderly lack spiritual comfort. China’s
artificial intelligence and wireless sensor network technol-
ogies are used for spiritual comfort in intelligent elderly care,
mainly through the elderly and psychological counseling,
chatting, promoting hobbies, making friends, contacting
children, etc., as shown in Figure 5.

-e audio and behavior of the elderly are identified
through the intelligent terminal equipment, and the col-
lected information data are uploaded to the processing
system for analysis and processing. -e processing system
should input the emotional algorithm in advance, so as to
feed back the corresponding information to the elderly,
including chatting with the elderly, psychological consul-
tation, and promoting their hobbies andmaking friends.-e
intelligent device has the ability to continuously learn,
continuously input the emotional behavior information of
the elderly, and learn psychological knowledge, so as to
facilitate real-time and accurate spiritual comfort. For ex-
ample, the smart speaker in our life is an intelligent terminal
device, which can send feedback by identifying audio.
However, as a special vulnerable group, the elderly need a
more targeted identification and feedback system. At
present, the spiritual comfort of artificial intelligence and
wireless sensor network technology applied to intelligent
elderly care is generally based on face recognition and audio
recognition. First, face and audio information is collected
and uploaded to the processing system with similar thinking
mode to human beings, emotional information is analyzed
and processed, and finally the emotion needed by the elderly
is fed back to the elderly. At the same time, the processing
system needs to constantly learn new knowledge, store more
useful emotional information of the elderly, and train re-
peatedly to improve the accuracy [17].

5. Discussion and Conclusion

China’s living standards andmedical standards are gradually
improving, and the average life expectancy of the people is
also increasing. Under this background, the aging of the
population has become a serious social problem. -e tra-
ditional way of providing for the aged is difficult to meet the

severe situation. Intelligent elderly care has become an
important measure to alleviate China’s population aging.
-is paper expounds the application of artificial intelligence
and wireless sensor network in intelligent elderly care, uses
artificial intelligence and wireless sensor network technology
to obtain the needs of the elderly at different levels, gives
corresponding feedback in time through information pro-
cessing, which is superior to the traditional elderly care
methods in efficiency and accuracy, further optimizes re-
source allocation, and reduces resource waste. Although the
application of artificial intelligence and wireless sensor
network technology in intelligent elderly care is conducive to
alleviate the tense situation under the background of China’s
aging population, open up a new market for intelligent
elderly care, and improve the quality of life of the elderly
population, there are still some deficiencies.

(1) In the daily life of the elderly, intelligent home,
community service, and positioning system are the
main ways in which artificial intelligence and
wireless sensor network technology are applied to
intelligent elderly care. Real-time monitoring is
carried out through positioning, home feedback,
community service feedback, and emergency help.
However, the positioning system is easily affected by
other signals. As long as it is disturbed by other
signals, real-time positioning monitoring will have
errors. In the real-time monitoring of the daily life of
the elderly, the model used by the positioning system
cannot achieve 100% accuracy, which makes the
cloud unable to give the most efficient and accurate
feedback when the elderly live at home and en-
counter individual actions and emergencies. -is
needs to complement with a variety of positioning
models in order to achieve the highest accuracy.

(2) In the health care of the elderly, artificial intelligence
and wireless sensor network technology are applied to
intelligent elderly care, mainly for real-time self-
monitoring of the body, living conditions, disease and
other information data of the elderly in real time, for
uploading them to the network environment for
analysis and processing, and to feed back the infor-
mation data to the client. However, health monitoring
depends on the performance of the terminal sensor.
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Figure 5: AI and WSN in spiritual comfort of the elderly.
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-e sensor has some problems, such as time loss, and
the elderly cannot maintain it, which will lead to
errors in health monitoring. -is requires the use of
high-performance sensors in the intelligent terminal
health monitoring equipment and the provision of
regular door-to-door maintenance services, so as to
ensure the accuracy of the information and data
collected by the intelligent terminal health monitor-
ing, so as to achieve accurate health and medical
feedback. At the same time, in terms of health
monitoring, the whole process of government su-
pervision shall be implemented to make medical and
nursing services transparent and open, so as to protect
the rights and interests of the elderly.

(3) In the emotional comfort of the elderly, artificial
intelligence and wireless sensor network technolo-
gies are mainly through collecting video images and
audio from the elderly, and then the recognition
system converts them into data that the system can
understand. Finally, the emotion recognition system
generates corresponding images and voice according
to the emotion preference algorithm and outputs
them to the elderly. However, due to the unclear
emotional expression of the elderly, especially the
disabled elderly, there are some difficulties in
identifying the emotional behavior and action in-
formation of the elderly by artificial intelligence
products, and there are also difficulties in analyzing
and processing the emotional action information of
the elderly in the cloud.-is requires regular input of
the daily information of the elderly in the processing
system of artificial intelligence products. At the same
time, combined with the knowledge of psychology to
comprehensively analyze the emotional state of the
elderly, intelligently communicate with the elderly,
so that the elderly has a better grooming effect and
chaperoning effect on the spirit. With the further
development of technology, the realization will be
more and more accurate for the recognition of
emotion, language, expression, and other states of
the elderly and finally reach the machine and the
elderly to communicate without difficulty.

Under the background of the increasingly serious
problem of aging in China and the guidance and encour-
agement of national policies, we should optimize AI and
WSN to maximize its effectiveness in smart pension, con-
stantly improve the smart pension service mechanism, and
improve the quality of life of the elderly.
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+is article describes the power train design specifics in Formula student race vehicles used in the famed SAE India championship. To
facilitate the physical validation of the design of the power train system of a formula student race car category vehicle engine of 610 cc
displacement bike engine (KTM 390 model), a detailed design has been proposed with an approach of easing manufacturing and
assembly along with full-scale prototype manufacturing. Many procedures must be followed while selecting a power train, such as
engine displacement, fuel type, cooling type, throttle actuation, and creating the gear system to obtain the needed power and torque
under various loading situations. Keeping the rules in mind, a well-suited engine was selected for the race track and transmission
train was selected which gives the maximum performance. Based on the requirement, a power train was designed with all con-
siderations we need to follow. Aside from torque and power, we designed an air intake with fuel efficiency in mind. Wireless sensors
and cloud computing were used to monitor transmission characteristics such as transmission temperature management and vi-
bration. +e current study describes the design of an air intake manifold with a maximum restrictor diameter of 20mm.

1. Introduction

SUPRA SAE India is an annual national level Student
Formula Category car competition conducted by Society of
Automobile Engineers India (SAE India) with support from
Maruti Suzuki. It is a global platform for undergraduate and
postgraduate students to demonstrate their technical skills
and talent by applying their engineering skills and com-
peting with other institute participants in developing a
student formula category vehicle according to defined in-
structions and safety precautions. +e vibration decoupling
rate and frequency of the powertrain mounting system are
investigated utilizing rigid body dynamics and energy
techniques to improve the powertrain mounting system’s
vibration isolation capabilities, with the powertrain of a
front wheel drive car as the research object [1, 2]. +e
subsystem transmits the power developed by the engine or
motor of automobiles to the wheels of the motor vehicle to
move the motor vehicle forward or backward. Power train is

also called drive train/transmission. It consists of a group of
components in a vehicle that delivers power to the driving
wheels. Components present in themotor vehicle are engine,
clutch, gear box, drive shaft, differential, axles, and cooling
system. Connection of these components involves physical
linking which may be present between the two ends of the
vehicle, so it requires long drive connections (propeller
shaft/drive shaft). +e speed of the engine and wheels are
different, so it must be matched with the appropriate gear
ratio. A vehicle could be front wheel drive (FWD) or rear
wheel drive (RWD) depending on which axle is given power
from the engine. It impacts the BHP and torque figures
according to different conditions [3, 4].

+e vehicle’s reliability was improved as a result of the
power train simulation in this study. After knowing the
requirements of the power train system, looking at both
advantages and disadvantages of different parts, with the
careful selection of the engine platform, KTM 390 was se-
lected. Fuel efficiency is also a key role in racing events for
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that design of air intake with the restrictor diameter of
20mm. +e purpose of designing the power train without
compromising the driver safety precautions is achieved and
the power train of formula student race cars has been
designed by following the SAE International rules. +e se-
quence of design procedure followed for the same is given in
Figure 1.

2. Design Considerations of Engine

+e heart of a vehicle is the engine, which converts chemical
energy (fuel energy) into mechanical energy [5]. According
to the competition regulations, the engine used to power the
automobile must be a four-stroke cylinder with a dis-
placement of nomore than 610 cc per cycle. If more than one
engine is utilized, each engine’s displacement must be less
than 610 cc, and all engines’ intake air must flow via a single
air intake restrictor. Two-wheeler motorcycle engines such
as the KTM390, CBR600, and Royal Enfield 350 are available
for engine choice.

In the proposed paper for the design of power train,
various parameters were taken into consideration. As per the
rules of SAE, engine was selected on the basis of high-power
output under 610 cc segment considering less about the
torque Figure 2. Speed transmissions have been selected for
the gear, train, and RPM and torque was evaluated for
different gears and accordingly. +ere are multiple mech-
anisms available like belt, pulley drive, direct mesh gear
system, and chain drive. Various drags such as aerodynamic
drag as well as friction resistance were taken into consid-
eration and their empirical relations according to the
aerodynamics of the vehicle were evaluated. Apart from
torque and power, the fuel efficiency factor was considered
and the air intake runner was designed accordingly.

2.1. Comparison of Engines. +e comparative details and
specification of the various engines have been presented in
Table 1 above.

Although these two engines have more power compared
to other engines, the performance of engines purely depends
on air-fuel mixture, so the design of air intake could definitely
affect the performance. As a first time participating in Race
Events (SUPRA SAEINDIA and Formula Bharath), we did
not make complications. Yamaha YZF R6 contains 4 cylin-
ders arranged in a line, we have ruled that air should go
through a single intake and that the diameter should be within
20mm. Keeping this in mind, making an air intake with four
runners is complicated. Moreover, for Yamaha YZF R3, it
consists of 2 cylinders, and the design of a single air intake
with two runners is complicated. Another factor is consid-
ering the availability cost of the engine, we did not opt for
these two engines. We know that Royal Enfield will produce
more torque than power, but for racing events we need more
power than torque. Engine displacement is more compared to
the remaining three engines, but the output power is low
when compared to KTM RC390. Honda CBR250R &Yamaha
WR250R, these two engines contain a single cylinder, but the
output power and torque are low compared to KTM RC390.

2.2. Reasons behind Selection of KTMRC 390. By considering
the budget and availability of spare parts for better mainte-
nance of the engine, the engine displacement is under 610 cc,
whichwill satisfy the rule. It contains a single cylinder, so itmay
not be that much complicated in the design of air intake.
KTM390 cc engine is an oversquare engine, so it produces
more power compared to the torque which is required in
racing conditions. +e KTM RC 390 model is a sports bicycle
made by KTM. In this form, sold from the year 2020, the dry
weight is 149.0 kg (328.5 pounds) and it is outfitted with a
single-chamber, four-stroke engine. +e motor delivers the
extreme pinnacle yield force of 44.00HP (32.1 kW)) and a
greatest force of 35.00Nm (3.6 kgf-m or 25.8 ft. Lbs). With this
drive train, the KTM RC 390 is equipped for arriving at the
extreme maximum velocity of. About case attributes, liable for
street holding, taking care of conduct and ride solace, the KTM
RC 390 has a steel lattice outline, and powder covered edges
with front suspension being WP topsy turvy Ø 43mm and at
the back, it is outfitted withWPMonoshock. Stock tire sizes are
95/75-R17 on the front and 115/75-R17 on the back. Con-
cerning the halting force, the KTM RC 390 stopping mech-
anism incorporates single plate; ABS; four-cylinder callipers;
size 320mm (12.6 inches) at the front and single circle; ABS;
coasting plate; single-cylinder calliper; size 230mm (9.1 inches)
at the back. KTM RC390 engine specifications as per manu-
facturer have been given in Table 2.

Selection of 
Engine

Selection of 
gear drive

Calculate the 
torque

Design a 
power train

Design of an 
Air intake 

Figure 1: Block diagram for the design procedure for power train.

Drag

Resistance Weight

Resistance

Figure 2: Total tractive force acting on the vehicle.
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2.3. Selection of Gear System and Drive System. We selected
KTM 390 cc engine in which the gear box is inbuilt with 6
speed transmission. +ere are multiple mechanisms avail-
able like belt, pulley drive, direct mesh gear system, and
chain drive. +e transmission system has been integrated
with temperature and vibration sensors for monitoring
purposes. +ese sensors wirelessly transfer real-time data of
the transmission sections, temperatures, and vibrations
monitored by a mobile-based app during the transmission
operations. Nowadays, the use of sensors in automobiles has
grown from the safety point of concern of the driver [6, 7].

2.4. Comparison of Different Drive Systems. Drive system is
critical from the design point of view. +e comparative
details of the different drive systems have been presented in
Table 3.

By observing from Table 3, the chain drive has been
selected to make our transmission more efficient and reli-
able, i.e., driver sprocket, driven sprocket, and a chain.

3. Design and Results

3.1. Calculation of Forces. Let us assume the mass of the
vehicle(M) is 350 kg (total weight of the vehicle including
driver), wheel radius is 0.26 m, velocity of the vehicle (v)
is 60kmph (assumption), and rolling resistance coeffi-
cient (fr) is 0.02, this varies based on the type of road and
tire, gradient angle (α) is 25° (maximum gradient angle in
Formula Race Tracks) depends on the road, drag

coefficient (Cd) is 0.7 (typical values for formula 1 car in
range 0.7–1.1) depends on the car, frontal area (A) is
0.617 m2 (calculate from design), density of air (ρ) is
1.225 kg/m3, and gravity (g) is 9.81 m/s2. Typical values of
rolling resistance coefficient have been presented in
Table 4.

3.1.1. Forces Calculation. We know that in a vehicle several
forces are pulling on it. +e vehicle motion can be com-
pletely determined by analyzing the forces acting on it. +e
different powers pulling up on a vehicle are shown in
Figure 3.

3.1.2. Aerodynamic Drag. When a vehicle is travelling at a
particular speed, the forward motion of a vehicle encounters
an air force opposing its motion [8, 9]. +is force is called
aerodynamic drag. Observe Figure 3. Streamlined drag ma-
jorly affects the consistent state Vmax execution as it is the
significant power to defeat at extremely high velocity and it is
for the most part seen to be correspondingly significant for
forceful track driving. +e outcomes show that, for a 10%
increment in drag coefficient, the warm impact around the
Nurburgring is irrelevant with an expansion of just 0.2°C in
liquid temperature and 0.5 s for lap time. +ere are two
purposes behind this. Initially, the normal speed around the
Nurburgring for the vehicles considered is around 85mph
and there are not many spots where the speed surpasses
120mph. Indeed, even on the long straight where the drag
turns out to be considerable, the speed is typically restricted
(not by drag) to 155mph. Furthermore, the vehicles are
considered to have up to 500 hp accessible, so the drag power
at the normal speed requires just a little extent of force ac-
cessible (around 10–15%), a large portion of which is utilized
to defeat vehicle inactivity power during the speed increase.
For lower fueled vehicles, which would spend a substantial
extent of the lap at a speed restricted by drag, the impact
would be a lot more noteworthy. Figure 4 shows how the drag
force effects the motion of vehicle.

Aerodynamic drag force can be defined mathematically
Fd: 1/2∗Cd∗A∗ ρ∗ v2 � 73.424N, whereas Cd is the coef-
ficient of drag, A is the frontal area (m2), ρ is the density of
air (kg/m3), and v is the speed of vehicle (m/s).

Table 1: Comparative analysis of various combustion engines.
Year 2020 2015 2014 2011 2010 1989
Engine model Yamaha YZF R6 Yamaha YZF R3 KTM RC390 Honda CBR250R Yamaha WR250R Royal enfield 500
No. of cylinders Inline 4 2 1 1 1 1
Displacement 599 cc 321 cc 373.3 cc 249.66 cc 249 cc 499 cc
Stroke 42.5mm 44.1 60 55mm 53.6mm 90mm
Bore 67mm 68 89 76mm 77mm 84mm
C.R 13.1 :1 11.2 :1 14.5 :1 10.7 :1 11.8 :1 8.5 :1
Transmission 6 speed 6 speed 6 speed 6Speed 6 speed 5 speed

Torque 61.7Nm
@10500 rpm

29.6Nm
@9000 rpm

35.3Nm
@7000 rpm

22.9Nm
@7000 rpm

23.7Nm
@8000 rpm

41.3Nm
@4000 rpm

Power 63.9 kW
@14500 rpm

42 kW
@10750 rpm

32 kW
@9500 rpm

19.4 kW @
8500 rpm

22.6 kW
@10000 rpm

20.2 kW
@5250 rpm

Cooling system Liquid cooling Air cooled
Fuel supply Fuel injection

Table 2: KTM RC390 engine specifications as per manufacturer.

Model KTM RC390
Engine Four-stroke, single cylinder
Capacity 373.4 cc
Bore× stroke 89× 60mm
Cooling system Liquid cooled
Spark plug Bosch VR 5 NE
Ignition Fully electronic ignition system
Starting Electric
Maximum power 32 kw/43.5HP @9500 rpm
Maximum torque 35.3Nm/26 ft-lb @7000 rpm
Clutch Wet multidisc clutch
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3.1.3. Gradient Force. +e resistance force acts on a vehicle
when a vehicle drives over gradient. It depends on the weight
of the vehicle and the angle of road inclination. It always acts
towards down. Observe Figure 5 to see how the gradient
forces effect the motion of vehicle.

In short, moving obstruction is the power needed to keep
your vehicle’s tires moving at a given speed. Tire makers
evaluate it by moving a tire against a considerable tube-shaped
drum and estimating the power in question.+e outcome is the
tire’s moving opposition coefficient (RRC). Tires change shape
as they pivot, and the piece of the tire in touch with the street is
distorted before it gets back to its casual state. +e energy
needed to misshape a tire is more noteworthy than what has
expected to return it to its unique shape: a wonder known as
“hysteresis.” +is energy is disseminated as warmth, and this

warmth assumes a significant part in the moving opposition. In
the event that you have at any point when accelerating a bike on
an underinflated tire, you have first-hand involvement in
hysteresis. To voyage at a consistent speed, you need to place
more mechanical energy into the framework, accelerating more
earnestly than if the tire had been expanded to its legitimate
level. +at is on the grounds that underinflated tires have heaps
of hysteresis, making seriouslymoving opposition.+ings being
what they are, with the chance that underinflated tires have high
moving obstruction, why not just overinflate them to decrease
their moving opposition? If that works, however, there is a cost
to pay. For a certain something, the ride quality endures,
turning out to be progressively cruel as tire pressures rise. All the
more critically, the higher the pressing factor, the more modest
the “impression,” which is the contact fixed between your tires
and the street surface. A more modest contact fix can mean less
foothold, whichmeans diminished slowing down and cornering
execution, particularly on wet surfaces.

Gradient force can be defined mathematically Fg: Mg
sinα� 1451.05N, whereasM is the mass of the vehicle (kg), g
is the gravity (m/s2), and α is gradient angle.

Table 4: Rolling resistance coefficient.

C- rolling resistance coefficient value for different conditions
0.006–0.01 Truck tire on asphalt
0.01–0.015 Ordinary car tires on concrete, new asphalt, cobbles small new
0.02 Car tires on tar or asphalt
0.02 Car tires on gravel-rolled new
0.03 Car tires on cobbles-large worn
0.04–0.08 Car tire on solid sand, gravel loose worn, soil medium hard
0.2–0.4 Car tire on loose sand

�rust Drag Force

Reactive ForceReactive force Weight

Figure 3: Different forces on the vehicle.

Drag Force

Figure 4: Drag force effects on the motion of the vehicle.

Reactive force Reactive forces

Figure 5: Gradient forces effect motion of vehicle.

Table 3: Comparison of different drive systems.

S.
No Belt drive Gear drive Chain drive

1 Main element are pulleys and belt Main element gears Main element sprockets, chain
2 Chances of slip No-slip No-slip
3 Used for large centre distance Used for the short centre distance Used for the moderate centre distance
4 More space required Less space required Moderate space required

5 Simple in design and
manufacturing Complicated in design and manufacturing +e simplest in design and manufacturing

6 Failure in belt does not damage
machine

Failure in gear may cause serious break down in
the machine

Failure in a chain may not seriously damage
the machine

7 Life time is less More life time Moderate life time
8 Lubrication not required Requires proper lubrication Lubrication required
9 Mainly used for low-velocity ratio Mainly used for high velocity ratio Mainly used for moderate velocity ratio
10 Low installation cost High installation cost Moderate installation cost
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3.1.4. Rolling Resistance. +e force resisting the motion of
the vehicle when it is moving on a road is called rolling
resistance. Rolling resistance is also called rolling friction.
Observe Figure 6 to see how the rolling friction acts on tire.

Rolling resistance can be defined mathematically Fr:
frMg� 68.67N, whereas fr is the rolling resistance coefficient,
M is the mass of the vehicle (kg), and g is the gravity (m/s2).

Mathematical formulas used to calculate the forces are:
Drag force: Fd: 1/2∗Cd∗A∗ ρ∗ v2.
Drag force is the force acting on the front side. A is the

frontal area on which air drags, ρ is the air velocity, and v is
the velocity of air. All factors depend on each other.

Gradient force Fg: Mg sinα.
Gradient force is depending on the road angle. M is the

mass of the vehicle, α is the gradient angle, and g is the
gravity. Every factor is related to others.

Resistance force Fr: frMg
Resistance force is the force between tires and road. Mass

of the vehicle and gravity are related to road.
With the addition of all forces, we will get all forces

acting on the vehicle.

3.1.5. Total Tractive Force. +e amount of total force applied
by the drive wheels to the ground is called total tractive force
and has been shown in Figure 2.

Total tractive force is defined as the sum of all forces
Fd+Fg + Fr � 1593.144N.

Torque at the wheels can be calculated by using the below
mathematical formula.

Torque at wheels� total tractive force∗wheel radi-
us∗ resistance factor� 463.92Nm.

3.2. Gear Ratio Calculation. Gear ratio helps us to find the
desired output of power and torque [10, 11]. By considering
each primary drive ratio in the engine gear box from the
manufacturer and the secondary drive ratio (chain gear
ratio), we calculated the torque and power.

Primary drive ratio: 30 : 80� 2.66 :1.
Secondary drive ratio: 15 : 45� 3 :1.
Overall gear ratio� secondary drive ratio∗ primary
drive ratio∗ individual gear ratio.

3.2.1. Overall Gear Ratio. In Table 5, we mentioned the
individual and overall gear ratio for different gears. With the
help of the below equation, we will find the overall gear ratio.

Overall gear ratio� primary drive ratio∗ secondary
drive ratio∗ individual gear ratio.

3.2.2. RPM and Torque at Different Gear Ratios. Below the
comparison of RPM and torque are the actual engine
crankshaft RPM (engine speed) and torque. Output RPM
here is an engine RPM not vehicle RPM. Usually, the engine
torque increases with the increase of RPM. +is torque can
be compromised with speed by shifting gears. In the 1st gear,
we get RPM around 2648, whereas the torque is 93.3N-M,

and RPM increases from 1st gear to 6th gear, whereas the
torque increases from 1st gear to 2nd gear and decreases from
3rd to 6th gear. You can clearly observe this relation in
Figure 7. In Figure 7 we can observe clearly that the torque
increases from gear 1 to gear 2 in addition to a gradual
decrease from gear 2 to gear 6. We know that the torque at
2 ng gear is more when compared to all gears. Torque and
RPM were inversely proportional. If we clearly observe
between gear 1 and gear 2, there is a sudden decrease in the
RPM and a sudden increase in torque. From gear 2 onwards,
there is a gradual increase in RPM and a gradual decrease in
torque. By observing this, we can clearly understand that
there is an inverse proportion between torque and RPM.

Torque for each individual gear can be calculated by
using the below mathematical formula.

Torque � maximun engine torque∗Overall gear ratio.

(1)

After calculating the torque from the above equation, at
1st gear, the torque is high whereas moving towards higher
gear torque reduces. In the 1st gear, the torque is around
750N-m and in the 6th the gear is around 240N-m. Observe
the comparison to see how the torque decreases when we
move towards the higher gear in Figure 8.

Revolutions per minute can be calculated for each gear
by using the following mathematical formula:

RPM �
Engine rpm

overall gear ratio
. (2)

Vehicle RPM is low at the 2nd gear because we get more
torque at the 2nd gear, the RPM of the vehicle gradually
increases from 2nd gear to the final gear, but it decreases
from 1st gear to 2nd gear. You can see the theoretical values
from Table 6. +eoretical values for Engine RPM. Overall
gear ratio and gear RPM.

3.2.3. Acceleration Calculation. We can calculate the ac-
celeration for each gear by using the following mathematical
formula:

Gradient Forces
α α

Figure 6: Rolling friction acts tire.

Table 5: Individual and overall gear ratio at different gears.

Gears Individual ratios Overall gear ratios
1st 2.6666 21.22
2nd 1.8571 14.81
3rd 1.4211 11.34
4th 1.1428 09.11
5th 0.9565 07.63
6th 0.8400 06.70
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Acceleration �
torque

(wheel radius∗mass of vehicle)
. (3)

Acceleration is decreasing when we start shifting to
higher gears and at 1st gear acceleration is 8.231m/s2
whereas at top gear it is 2.6m/s2. Observe the relation be-
tween torque v/s acceleration at different gears given in
Figure 9. From Figure 9, we came to know the relation
between the torque and acceleration. With the help of the
diagram, we can observe that at initial gear both torque and
acceleration are more. With the increase of gears, both
torque and acceleration are decreases. Least torque and
acceleration at top gear and more torque and acceleration
are available at the 1st gear.

From Figure 10, we can observe how the acceleration
decreases while we are moving towards higher gear.

3.3. Transmission Design

3.3.1. Sprocket Calculations. By taking consideration of the
gear ratio 3 :1 and the sprocket of the KTM390 engine with
(driver sprocket) 15 teeth, the number of teeth in the rear
sprocket (driven sprocket) is

3∗ 15 � 45 · teeth. (4)

Sprocket diameter is calculated by the standard diameter
of roller chain sprockets [12]. Details of driver and driving
sprocket are given in Table 7.

3.3.2. Differential Specifications. Usually in such competi-
tions it is preferable to use a chain differential as the power is
transmitted to the axles by chain drive. We manufacture a
sprocket made of 7075 aluminium and die steel with teeth of
45. +e real-time monitoring of temperature and vibration
data by cloud computing and mobile platform app has
shown that during the transmission operations the tem-
perature and vibrations were well between the safe limits of
operation.
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Figure 7: +e RPM and torque values for differential gear.
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Figure 8: Torque ratios for differential gear systems.

Table 6: +eoretical values for engine RPM. Overall gear ratio and
gear RPM.

Engine rpm Overall gear ratios Gear rpm
2625 21.22 123
1413 14.81 95
1849 11.34 163
2297 09.11 252
2745 07.63 359
3126 06.70 466
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3.4. Design of Air Intake

3.4.1. Consideration of Rules for Air Intake. Design of power
train involves a lot of observations like to implement a system
whichmoves the vehicle.+e torque delivered by the engine is
not sufficient to move the vehicle because the engine is
designed for two-wheeler, while it is used for 4-wheeler. We
will calculate the torque required to move our vehicle. Torque
required is more when compared to the torque delivered by
engine. Power train is designed to match the torque that
requires moving the vehicle. To pass air into the cylinder, we
design the air intake with the restrictor diameter of 20mm.
While designing the air intake, we need to be careful in the
design of plenum and runner because the air intake is the
combination of restrictor, runner, and plenum. Design of one
part affects the dimensions of other parts.

A rarefaction wave flows upstream from the intake valve
to the intake runner because there is low pressure down-
stream when it opens. From the open end, this wave reflects
as a compression wave and returns to the pipe. When the
intake valve opens, the rarefaction wave begins, and the

compression wave must arrive precisely before the valve
closes [13]. Maximum restrictor diameter is 20mm, any
portion of the air intake should be covered for side and back
sway crashes, and any piece of the air consumption
framework that is under 350mm (13.8 inches) over the
ground. +e whole intake runner (Figure 11) has been di-
vided into three pieces, two of which are located within the
engine block and one of which is constructed.+e fabricated
intake portion goes within the engine block from upstream
to downstream [14].

3.4.2. Restrictor. Given that the diameter of the restrictor
(Figure 12) is maximum 20mm, the diameter at the inlet
portion is 46mm, which is the diameter of the throttle body
of KTM 390 cc, and the diameter at the outlet is depending
on our design of plenum, converging, and diverging angles
of the restrictor, if we observe the restrictor clearly, we have
two sections named as converging section and diverging
section. Mostly used converging angle is 12 degrees whereas
diverging angle is 6 degrees.
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Figure 9: +e relation between torque v/s acceleration at different gears.

8.231

5.744
4.398

3.533 2.959 2.6

Gear v/s Accelertion 

ACCELERATION

2 3 4 5 61
GEARS

0

2

4

6

8

10

A
CC

EL
ER

A
TI

O
N

Figure 10: +e relation between acceleration and different gears.

Table 7: Details of driver and driving sprocket.

Sprocket Number of teeth Outside diameter Pitch diameter Calliper diameter
Driver sprocket 15 3.315 3.006 2.590
Driven sprocket 45 9.313 8.960 8.554
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3.4.3. Plenum. Plenum is a large cavity at the top of runner.
It acts as a reservoir and stores air until it is ready to send to
the cylinders. +e main advantage over the usage of the
plenum is evenly distributing the air into the runner. It is
mostly preferable for Multi cylinder engines [15]. +e vol-
ume of the plenum is almost 3 times the volume of the
engine. Engine performance impact is based on the volume
of the plenum.

3.4.4. Runner. Runner is the connection between the ple-
num and the engine cylinder. If the engine contains more
than one cylinder, then runners are used to equally distribute
the air into the plenum. +e length of the runner is
depending on the speed of the pressure wave and the cam
duration, and the bending angle of the runner depends on
the pressure wave.

3.5. Analysis. +e method which was used while designing
the power train is a conventional method, but all selections
from engine selection to final drive follows certain technical
rules, economically low, efficient and our availability. In any
project one need to consider initially technical ways then
efficient is important after that it should be economical
cheaper then finally the part should be available. A power
train was designed for formula student vehicle with KTM
390 engine. +e final gear drive ratio is 3 :1 (Driven: Drive)

and chain differential was selected, because in FSAE
Competitions we will transfer power through chain drive. To
pass air into the engine we used air intake with restrictor
diameter of 20mm and plenum volume should be three time
the engine volume. +e diameter of air intake at engine end
should be 46mm because the diameter of KTM 390 engine
throttle is 46mm.

4. Conclusion

+e vehicle’s reliability was improved as a result of the
powertrain simulation in this study. Most of the engineering
student has a dream of designing powertrains with less
weight-to power ratio. Selection of engine plays a major role
in the power train; a square engine which produces more
power compared to torque was selected. Power is the main
important for race cars when compared to torque. After
knowing the requirements of the power train system, look
both advantages and disadvantages of different parts. With
the careful selection of the engine platform, KTM 390 was
selected as the best engine in the segment. It is certainly due
to that the power required is more compared to the torque.
Power is the main important for race cars when compared to
torque. Along with the power, fuel efficiency also matters
along with the medium to transfer the power. Power loss is
reduced by selecting the chain drive. It appears sensible to
continue research into improving the car’s reliability and
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.e container scaling mechanism, or elastic scaling, means the cluster can be dynamically adjusted based on the workload. As a
typical container orchestration tool in cloud computing, Horizontal Pod Autoscaler (HPA) automatically adjusts the number of
pods in a replication controller, deployment, replication set, or stateful set based on observed CPU utilization. .ere are several
concerns with the current HPA technology. .e first concern is that it can easily lead to untimely scaling and insufficient scaling
for burst traffic. .e second is that the antijitter mechanism of HPA may cause an inadequate number of onetime scale-outs and,
thus, the inability to satisfy subsequent service requests..e third concern is that the fixed data sampling time means that the time
interval for data reporting is the same for average and high loads, leading to untimely and insufficient scaling at high load times. In
this study, we propose a Double.reshold Horizontal Pod Autoscaler (DHPA) algorithm, which fine-grained divides the scale of
events into three categories: scale-out, no scale, and scale-in. And then, on the scaling strength, we also employ two thresholds that
are further subdivided into no scaling (antijitter), regular scaling, and fast scaling for each of the three cases..e DHPA algorithm
determines the scaling strategy using the average of the growth rates of CPU utilization, and thus, different scheduling policies are
adopted. We compare the DHPA with the HPA algorithm under different loads, including low, medium, and high. .e ex-
periments show that the DHPA algorithm has better antijitter and antiload characteristics in container increase and reduction
while ensuring service and cluster security.

1. Introduction

.e rapid growth of container technology requires effective
deployment and management strategies for containerized
applications while addressing their runtime adaptability. In
addition, the ability of cloud computing to provide resources
on demand encourages the development of elastic applications
that can accommodate changes in working conditions (e.g.,
variable workloads). Horizontal elasticity allows increasing
(scaling-out) and decreasing (scaling-in) the number of ap-
plication instances (e.g., containers) [1]. Most of the existing
horizontal scaling methods explore resilience, which respond
quickly to small load changes [2–4]. In this study, we build fine-
grained horizontal scaling to cope with sudden load peaks.

As two crucial quantitative metrics, response time and
resource utilization are essential measurements for various

load variations under dynamic environmental conditions
[2]. Container-based virtualization technology can improve
application performance and resource utilization more ef-
ficiently than virtual machines (VM). Many existing scaling
mechanisms employ fixed thresholds, which are based on
cloud platform metrics, in general, such as CPU utilization.
In contrast, such an approach is widely used, including
Amazon’s EC2, a virtual machine-based cloud platform.
However, for applications that are constantly changing their
requirements for CPU, memory, and other resources, their
performance and resource utilization decrease significantly
[5–7].

.e adaptation of advanced metrics and dynamic
thresholds may respond more finely to fluctuations in the
workload, so it can improve application performance and get
higher resource utilization. .erefore, we hope to develop a
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new dynamic autoscaling approach that automatically ad-
justs the thresholds based on the state of the execution
environment observed by the monitoring system. In this
way, the monitoring information, including infrastructure
and application-specific metrics, will help the service pro-
vider to accomplish a satisfactory adaptation mechanism to
various operational states. Furthermore, fine-grained scal-
ability thresholds and degrees of scalability can better im-
prove resource utilization and better cope with dynamic
workload variations.

.erefore, this study aims to develop a new fine-grained
dynamic scaling method based on the thought of granular
computation. .e major contributions of this study are as
follows: first, we classify the container scaling events into
three categories by establishing two thresholds, i.e., scale-
out, neither scale-out nor scale-in, and scale-in. Second, we
further subdivide the scaling strength into three levels for the
scaling events, i.e., no scaling (to prevent jitter), regular
scaling, and fast scaling. .ird, the scalability metric applied
in this study considers not only CPU utilization but also the
growth rate of CPU utilization. We validate the algorithm’s
effectiveness by simulation under low load, medium load,
and high load scenarios, respectively. .e results show that
the proposed algorithm in this study can resist high load and
jitter well and effectively guarantee the cluster’s quality of
service (QoS).

.e remainder of this study is organized as follows.
Section 2 reviews the horizontal scaling mechanism of
container clouds and presents the limitations that currently
exist in Kubernetes. In Section 3, we present the DHPA
algorithm, which is a dual-threshold horizontal scaling al-
gorithm. And then, a specific example is given to illustrate
the idea and process of the DHPA algorithm. Section 4 gives
the experiment result and analysis. Finally, we conclude this
study and prospective future studies in Section 5.

2. Related Work

Kubernetes [8–10] offers Horizontal Pod Autoscaler (HPA)
[11–13], a built-in horizontal scaling controller, which au-
tomatically scales the ReplicaSet controller, deployment
controller, or pod quantity based on statistical CPU utili-
zation (or other custom metrics). .is section presents the
Kubernetes’ horizontal scaling technique, including the
acquisition of HPA metrics, how it works, and its
limitations.

2.1. Horizontal Pod Autoscaler. HPA is a cyclic control
process. .e controller manager queries resource utilization
during each cycle based on the metrics specified in each
Horizontal Pod Autoscaler definition.

.e controller manager can retrieve data from the fol-
lowing sources: (1) gather CPU utilization and memory
usage data from Heapster, (2) use the Resource Metrics API
to collect data from theMetrics Server that contains resource
metrics for each pod in the cluster, and (3) the Custom
Metrics Adapter provides the data collected by third-party
plug-ins such as Prometheus to the Custom Metrics API,

which the cluster then uses to fetch the data. In the latest
version of Kubernetes, the cluster introduces a new data
reporting channel—aggregation layer, an abstract data
reporting interface that third-party plug-ins or adminis-
trators can use to implement this interface themselves. .e
approach of HPA to acquire data is shown in Figure 1.

2.2. How HPA Works. .e principle of HPA is to poll re-
sources of each pod every 30 seconds to determine whether
the number of copies of the target pod needs to be adjusted
by statistically analyzing the changes in the load of the target
pod. .ere are two approaches to HPA to calculate the
number of targets that the pod needs to scale-out or scale-in.

2.2.1. CPU Utilization Percentage. CPU utilization per-
centage represents the average CPU utilization of all copies
of the current pod. A Pod’s CPU utilization is the Pod’s
current CPU usage divided by the Pod Request value [14].
.e calculation of the target number of pods for a scaling
capacity is given by

ER � ceil cR∗
cV
dV

  , (1)

where ER (expect replicas) represents the expected number
of pods needed for expansion. .e cR (current replicas)
represents the number of pods in the current state. .e cV
(current value) represents the metrics that are currently be
detected, such as memory usage, CPU utilization, and HTTP
request traffic. .e dV (desired value) represents the
threshold for scaling up or scaling down, and Ceil represents
the value, which is the nearest integer that is greater than or
equal to the dV. Suppose the value of CPU utilization
percentage exceeds 80% at a given moment. In that case, it
means that the current number of pod copies is likely in-
sufficient to support more subsequent requests, and dynamic
scaling is required. When the request peak passes, the CPU
utilization of Pod drops again, and HPA will reduce the
number of pod copies to a reasonable level.

2.2.2. Application-Based Defined Metrics. CPU utilization
percentage is implemented by the Heapster plug-in when
calculating the CPU usage of the Pod, but adding a plug-in
increases the complexity of the system while decreasing the
efficiency of HPA’s scaling. Kubernetes supports using
custom metrics as metrics starting with version 1.2, which
requires the given properties such as the metric units and
how the metrics data are obtained. .is mechanism is not
widely used yet. .e HPA control is illustrated in Figure 2.

.e workflow of HPA can be summarized as follows.
HPA will fetch the metrics data in the cluster every 30
seconds. Suppose the fetched metrics exceed the initial
threshold. In that case, the HPA starts counting the number
of target pods, and the HPA controller sends a command to
the corresponding controller of the pods (ReplicaSet and
deployment). .e controller recycles or scales out the
number of pods according to the number of target pods.
After the operation of the pod is completed, the service layer
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inside Kubernetes will automatically perform load balancing
operations for the scaled-up or scaled-down pods. At this
point, HPA has completed the entire horizontal scaling
operation, and the scaling flowchart is shown in Figure 3.

2.3. Limitations Analysis of HPA. By analyzing the Kuber-
netes source code, we found that the HPA system imple-
mentation is relatively simple and has some limitations.

(1) .e algorithm used by HPA for expansion and
contraction is based on equation (1), which is simple
to implement and inflexible. For example, suppose
there are many network requests instantaneously. In
that case, HPA will scale out, but it needs time and
resources to start a pod service. Suppose the scale-out
is not timely, or the number of scale-out is insuffi-
cient. It may seriously crash service and even
threaten the cluster’s security.

(2) Due to HPA’s antijitter mechanism, the cluster will
not be rescaled within 3 minutes after an expansion,
which may result in an inadequate expansion. .e
number of containers cannot meet the subsequent
service requests. .e quality of service will be se-
verely degraded or even collapse, which significantly
affects the user experience and even cluster security.
Simultaneously, there will not be any scaled opera-
tions within 5 minutes. If the scale occurs when
traffic peaks to arrive again, the pod copy is not
enough, which will eventually lead to a decline in the
quality of service, cluster crash, and other issues.

(3) HPA fixes the time of data sampling to save resource
consumption..e data reporting interval is the same
during regular and high load periods, seriously af-
fecting the cluster’s access to information about the
entire load during high load. .e mechanism makes

the cluster unable to correctly estimate the current
pod load, prone to untimely and inadequate capacity
expansion.

A summary of the related work is shown in Table 1.

3. Dual-Threshold Horizontal
Scaling Algorithm

In this section, we present a dual-threshold-based scaling
algorithm (DHPA) and analyze the algorithm through an
example.

3.1. 1e Basic Idea of DHPA. .e basic idea of the DHPA
algorithm is to divide the container scaling into finer
granularity by introducing the idea of granular computation.
First, a threshold is set for scale-out and scale-in, respec-
tively, and the two thresholds divide a scaling event into
three parts: scale-out, no scale-in, and scale-in. .e scaling
strength is also subdivided as follows: no scale-out, normal
scale-out and scale-in, and fast scale-out and scale-in. .is
fine-grained division of the container scale-out and scale-in
capacity problems can be an excellent solution to the
problems mentioned above, and the algorithm imple-
mentation steps are as follows:

(1) In the DHPA algorithm, there will be no longer
mechanisms such as no more expansion within 3
minutes and no more expansion within 5 minutes of
shrinkage. DHPA will use dynamic antijitter mea-
sures in place with the original static antijitter
mechanism.

(2) .e DHPA algorithm dynamically adjusts the
reporting time of cluster monitoring pod data, which
is subdivided into three granularities, i.e., at low load,
the reporting time is 30 seconds. For medium load, it
is 10 seconds. For high load, the data uptime is once
every 1 second. .is mechanism improves the
mastery of the pod load situation of this algorithm
under different load cases, allowing for better control
of the system’s scaling operations.

(3) .e DHPA algorithm dynamically adjusts the pod’s
expansion by triangulating the pod expansion situ-
ation. It performs no expansion operation when the
fluctuation of the pod load changes little. When the
fluctuation variation is moderate, it performs the
regular expansion operation. If the pod’s load
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fluctuation varies sharply, the algorithmwill perform
a robust expansion operation to meet the pod’s load
demand. .is case will reduce the number of ex-
pansion resources wasted because of jitter and fully
consider the expansion under different load
conditions.

(4) During capacity reduction, the DHPA algorithm
also dynamically adjusts the capacity reduction
range of pods. It can effectively reduce the frequent
expansion and reduction problems caused by the
sudden increase in the load after the load drop and
reduce the business crash caused by the antijitter
problem.

3.2. Scheduling Algorithm

Definition 1. (base threshold). Let α and β represent two
thresholds, which are used to adjust the capacity of provided
pods.

When the DHPA monitors the current pod’s CPU
utilization U over α, it changes the monitoring time from 30
seconds to 10 seconds and starts the capacity expansion
judgment. If the CPU utilization U of the monitored pod
exceeds β, we change the refresh rate to 1 second.

Definition 2. A pod’s CPU utilization queue is set, where n is
customizable and in this study is provisionally defined as 3.
.e larger the value, the better the antijitter effect, but the
more stringent the scaling conditions will be.

Definition 3. Two thresholds δ and β are defined, satisfying
0.1 <δ < β, and c and d are the two critical granularity
thresholds used by the DHPA algorithm to determine the
strength of the expansion and contraction. We suggest that a
and b take 40% of their range of values, while d and e are
suggested to be 70% of their range of values. .e developer

can determine the most appropriate threshold value by
conducting experiments in their cluster.

Let Δn � (xn − xn−1)/xn−1 be the growth rate between
two neighboring CPU utilization rates in the CPU utilization
queue. φn � (Δ2 + Δ3 + · · · + Δn−1 + Δn)/n is the average of
the growth rate of CPU utilization. .e DHPA algorithm as
follows addresses the above scaling problem and formulates
scheduling algorithms for each of the three granularities in
the scaling case.

.e process of scaling up a container can be outlined as
follows. For a given CPU utilization history queue
P � x1, x2, . . . , xn , we first compute each item Δi in queue
P, if not all of Δi are greater than δ, or one xi is not greater
than α, i.e., ∃Δi < δ or ∃xi < α; then, the cluster will not be
scaled up because the algorithm will determine it to be a
normal jitter for pod services. If each Δi is greater than δ, but
there is one Δi is not greater than α, or each utilization xi in
the queue is greater than α, i.e., ∀Δi < δ and ∃Δi < ε or
∀xi > α, then the DHPA algorithm determines it as a normal
cluster load rise and performs the normal scaling up, and the
number of scaled-up pod copies is computed according to
the following equation:

ER � ceil cR∗
cV
α

  . (2)

If the growth rate of each is greater than ε, and each xi in
the queue is greater than α, that is, ε<Δ2 <Δ3 < . . . <
Δn−1 <Δn, ∀Δi < ε, and ∀Δi < α, then the algorithm deter-
mines that the traffic peak is about to come; therefore, this
strategy adopts emergency expansion. .e number of
needed to expansion copies of the pod according to equation
is as follows:.

ER � ceil cR∗
cV
α

 ∗ φn


∗ 10 . (3)

.e scaling-up strategy of the DHPA algorithm is
summarized in the following equation:

∃Δi < δ, or, ∃xi < α no expansion
|∀Δi > δ, and, ∃Δi < ε, or, ∀xi > α normal expansion
ε<Δ2 <Δ3 < . . . <Δn, and, ∀Δi < ε, and, ∀xi > α rapid expansion

⎧⎪⎨

⎪⎩
(4)

Similarly, we give the following procedure for container
scaling down. If there is aΔi that is greater than 0, or there is aΔi

greater than −δ, i.e., ∃Δi > − δ or ∃Δi > 0, the algorithm de-
termines that this is a normal cluster load fluctuation and does

not perform a scale-down operation. If each Δi is less than −δ,
there is one Δi that is greater than −ε, or each utilization xi in
the queue is less than α, i.e., ∀Δn < − δ and ∃Δn > − ε or
∀xi < α. .e algorithm determines that this is a normal cluster

Table 1: Overview of various HPA for container.

Virtualization Basis Metrics Method Ability
Container CPU and memory Time and throughput Control theory Dynamic
Container CPU Nothing Rule-based Static
VM and container CPU and bandwidth Application throughput Rule-based Static
VM and container CPU Nothing Rule-based Static
Container CPU, memory, and bandwidth Time and throughput Rule-based Dynamic
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load drop and performs a normal scaling-down operation, and
the number of shrunken pods is calculated according to the
following equation:

ER � ceil cR∗
cV
α

  . (5)

If each of Δi is less than −ε, and at the same time each xi

in the queue is less than α, that is, at this point, the cluster
load drops faster, this time you can do a quick scaling down,
in order to save resources, scaling down the number of
copies of the pod according to the following equation:

ER � ceil cR∗
cV
α

 ∗ φn


∗ 10 . (6)

.e time complexity of the DHPA algorithm is mainly
focused on the polling step of the cluster load. Suppose the n

represents the number of copies of each pod in the container
cluster and u represents the cluster load at each moment. In
the scaling process, each time needs to traverse the n copies
of the cluster, so the time complexity of the DHPA algorithm
is O(N). .e DHPA algorithm has a CPU utilization list and
a pod list, each with a finite number of internal objects, so the
space complexity of the DHPA algorithm is O(N).

3.3.AnIllustrativeExample. .is section gives an example of
the DHPA algorithm. In the example, we use sin function to
simulate the CPU utilization of a set of pods per second as
shown in equation

Ut � 200∗ sin(t), (7)

where t represents the times (second), the entire experiment
lasts 180 seconds t � {1, 2,. . .,180}, and then, the utilization
for each second is Ut � 0, 3, . . . , 200{ }∪ 200, . . . , 3, 0{ }, thus
simulating the trend of the pod’s CPU utilization. Suppose
α � 50 and β � 70; these two basic thresholds are used to
dynamically adjust the data reporting time of CPU utili-
zation. Suppose δ � 0.1 and ε � 0.3; these two granularity
thresholds are used to determine the increase or decrease in
the CPU utilization queue to determine the scaling effort.
.e RT can be used to represent the cluster data reporting
interval. p � x1, x2, . . . , xn  represents the queue that holds
the CPU utilization history. .en, n � 3 in this case.

(1) .e experiment starts from 1 second, and Ut � 3.49
according to equation (7). According to the algo-
rithm, we derive the current CPU utilization data
reporting time RT � 30, which Ut is not reached α at
this time, and the historical rate of change in the
utilization has not reached δ or ε, therefore, not
scaling up and scaling down.

(2) After an interval of 30 seconds, U
t

� 99, and
P � 3.49, 99.9{ }, the CPU utilization exceeds α, but
the rate of change of the historical CPU utilization
has not yet reached δ or ε, so do not perform a
capacity scaling up. .e RT is modified by 1
becauseU

t
� 99> β.

(3) At 31 seconds, U
t

� 103, and P � 3.49, 99.9, 103{ },
the CPU utilization exceeds α, but the rate of change

of the historical CPU utilization in the middle has
not reached δ or ε, so do not perform a capacity
scaling up.

(4) At 32 seconds and P � 99.9, 103, 105{ }, the CPU
utilization has exceeded α, but the rate of change in
the historical CPU utilization has not reached ε, so
normal expansion. According to equation (2), the
approach to calculate the number of copies of the
pod should be expanded to 3, and then expansion
starts.

(5) Since it takes 5 seconds to expand a container, the
container is expanded to 3 copies at 42 seconds, so
the expansion operation is completed.

(6) At 150 seconds, U
t

� 99, and P � 105, 103, 99{ }, the
CPU utilization is over α, but the rate of change in
CPU utilization is less than 0, so the normal shrink
operation is performed at this time according to
equation (5). .e number of copies of the shrink pod
should be 2.

(7) Since it takes 5 seconds to shrink one container, at
160 seconds, the container will be shrunk to two, at
which point the shrink operation is completed.

4. Experiments and Data Analysis

.is section conducts comparative experiments on the
DHPA algorithm’s effectiveness in low, medium, and high
load cases. .e number of containers produced by the
DHPA algorithm is compared with the number of con-
tainers produced by the HPA algorithm and the number of
containers theoretically required to analyze the actual per-
formance of the DHPA algorithm in the three load cases.

.e experiment was conducted based on a simulator
program written in Java. .e specific environment was as
follows: operating system Windows 10 1909 version, JDK
version 1.8, data analysis program using Python language for
writing, the data analysis tool Matplotlib version 3.1.1, and
NumPy version 1.16.5. In the simulation experiments, the
CPU utilization of a single pod was simulated using the sin
function as the base data and multiplied by the corre-
sponding multiplier to simulate the CPU utilization under
different pressures. Ten experiments were performed for
each of three cases, and the average of the experimental data
was taken as a sample value.

4.1. Analysis of Experimental Data under Low Load
Conditions. .is experiment carries out a comparison by
simulating the DHPA algorithm and Kubernetes’ own HPA
algorithm under low load, simulated node 4, node CPU
cores for 4 cores, single-core processing power of
2,252MIPS, node RAM of 16GB, hard disk capacity 1 T,
bandwidth 1,000MB/s. In this experiment, CPU utilization
ranges between 0% and 200%. We set that every second the
CPU utilization of the pod is

Ut � 200∗ sin(t), (8)
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where t is the number of seconds, the whole experiment lasts
180 seconds, and the initial number of pods is set to 1. Part of
the experimental data is shown in Table 2, where field time
represents the time, BeforeUtil represents the real-time CPU
utilization, CalPod represents the theoretical calculation of
the number of pods, RealPod represents the actual number
of pods after the expansion of the algorithm, AfterUtil
represents the expansion of the calculation, and IsBreak
represents whether the cluster crashes or not (a single pod
crashes if its CPU utilization exceeds 100%).

It can be seen from Table 2 that the DHPA algorithm can
perform expansion and contraction operations efficiently at
all time points under low load.

.e simulated experimental data for HPA are shown in
Table 3. .e HPA algorithm has a gap between the number
of pods and the number of computed pods in most of the
time points under low load and cannot promptly perform
the scaling operation.

As shown in Figure 4, most of the time, the actual
number of pods for the HPA algorithm is lower than the
number of pods required, and this problem is largely due to
the inadequate prediction of the HPA algorithm at the time
of capacity expansion and the cooldown time after the ex-
pansion and contraction operation. .e DHPA algorithm
can efficiently expand and contract capacity after a short
delay, which is very close to the theoretical number of pods
needed by the cluster, which shows that the DHPA algo-
rithm has a great advantage over the HPA native algorithm
low load situations.

4.2. Analysis of Experimental Data under Low Load
Conditions. In themedium load experiment, we assume that
the number of nodes is 20, the number of CPU cores per
node is 4, the single-core processing power of 2,252MIPS,
node RAM is 16GB, hard disk capacity 1 T, and bandwidth
1,000MB/s. We expand the multiples of the sin function to
simulate the CPU utilization of the pod. .e experimental
CPU utilization ranges between 0% and 1,000%. We set the
CPU utilization per second as follows:

Ut � 200∗ sin(t), (9)

where t is the number of seconds, the entire experiment lasts
360 seconds, the initial pod number is set to 10, and some of
the experimental data are shown in Table 4.

.ere is a small difference between the number of pods
scaled by the DHPA algorithm and the theoretical number of
pods under medium load, proving that the DHPA algorithm
also has good performance under medium load. As shown in
Table 5, the HPA algorithm scales out the number of pods
that are needed under medium load and the total number of
pods that are needed.

From Figure 5, it can be seen that HPA algorithm has a
large gap between the number of pods and the actual
number of pods needed, so there were several cluster
crashes, which show that the HPA algorithm has a large
defect in scaling up and scaling down under medium load.

.e number of pods produced by the DHPA algorithm is
very similar to the actual number of pods needed, so it can be
seen that DHPA algorithm performs relatively well in scaling
under medium load.

4.3. Analysis of Experimental Data under High Load
Conditions. In the high load experiment, we assume that the
number of nodes is 40, the number of CPU cores per node is
4, the single-core processing power of 2,252MIPS, node
RAM is 16GB, hard disk capacity 1 T, and bandwidth
1,000MB/s. We expand the multiples of the sin function to
simulate the CPU utilization of the pod. .e experimental
CPU utilization ranges between 0% and 2,000%. We set the
CPU utilization per second as follows.

Ut � 1000∗ sin(t), (10)

where t is the number of seconds, the entire experiment lasts
360 seconds, the initial pod number is set to 15, and some of
the experimental data are shown in Table 6.

As seen in Table 6, under high load, the DHPA algorithm
falls short of the actual number of pods needed because of
the container expansion time limit. However, there is a high
overlap with the actual number of pods in the overall ex-
pansion and contraction trend.

Table 7 shows that the antijitter delay mechanism still
constrains the HPA algorithm, and the number of pods
scaled out differs significantly from the theoretical number
of pods, thus leading to multiple cluster crashes.

As shown in Figure 6, on the one hand, the DHPA
algorithm has a lag in the trend of scaling-down capacity
compared to the theoretical pod curve, but the overall trend
remains consistent. .e HPA algorithm, on the other hand,
always maintains a lower number of pods, much lower than
the actual number of pods needed. Hence, the DHPA al-
gorithm still has a more significant scheduling advantage
over HPA in high load situations and can properly schedule
the number of containers to ensure the regular operation of
the cluster.

Table 2: Experimental data of the DHPA algorithm under low load.

Time (s) BeforeUtil CalPod RealPod AfterUtil IsBreak
30 100 2 2 50 False
60 173 4 4 43 False
90 200 4 4 50 False
120 173 4 4 43 False
150 100 2 3 33 False

Table 3: Experimental data of the HPA algorithm under low load.

Time (s) BeforeUtil CalPod RealPod AfterUtil IsBreak
30 100 2 1 100 False
60 173 4 3 58 False
90 200 4 3 67 False
120 173 4 3 58 False
150 100 2 3 33 False
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Comparison of DHPA and HPA
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Figure 4: Comparison of the DHPA and HPA algorithms.

Table 4: Experimental data of the DHPA algorithm under medium load.

Time (s) BeforeUtil CalPod RealPod AfterUtil IsBreak
60 866 18 16 54 False
100 984 20 21 21 False
160 342 7 11 31 False
230 766 16 11 69 False
280 984 20 21 46 False

Table 5: Experimental data of HPA algorithm under medium load case.

Time (s) BeforeUtil CalPod RealPod AfterUtil IsBreak
60 866 18 9 96 False
100 984 20 9 109 Ture
160 342 7 9 38 False
230 766 16 4 191 Ture
280 984 20 4 246 Ture
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Table 6: Experimental data of the DHPA algorithm under high load.

Time (s) BeforeUtil CalPod RealPod AfterUtil IsBreak
60 1732 35 22 78 False
100 1969 40 30 65 False
160 684 14 30 22 False
230 1509 31 22 68 False
280 1969 40 32 61 False

Table 7: Experimental data of HPA algorithm under high load conditions.

Time (s) BeforeUtil CalPod RealPod AfterUtil IsBreak
60 1732 35 10 173 Ture
100 1969 40 15 131 Ture
160 684 14 15 45 False
230 1509 31 7 215 Ture
280 1969 40 32 281 Ture

8 Scientific Programming



5. Conclusions

For highly dynamic workloads in cloud environments, this
study proposes a fine-grained horizontal scaling mechanism
that can apply dynamic rules to automatically increase or
decrease the total number of compute instances to adapt to
different workloads. .e expansion and contraction oper-
ations of the DHPA algorithm are in a dynamic equilibrium
state. Because of the pod expansion and contraction time lag,
the queue cannot be updated in real time. Each time it scales,
it is placed inside the message queue as a single task, so the
number of pods dispatched by the algorithm deviates
somewhat from the theoretical calculation, but the overall
balance is dynamic.

.e original HPA algorithm counts how many pods the
entire cluster has each time and determines whether to
expand or shrink based on the calculated expected pod value.
.is approach consumes many system resources. In this
study, the proposed DHPA algorithm’s expansion or con-
traction operation is based on calculating the growth rate of
CPU utilization and on whether the CPU utilization exceeds
the threshold to decide by introducing the idea of granularity
calculation. .erefore, the DHPA algorithm is to traverse all
pods each time in the cluster after calculating whether ex-
pansion is needed or not. If there is no expansion or con-
traction at this point, then there is no need for further
operations, which nicely reduces the cluster’s performance

pressure with each poll. Simultaneous use of two metrics to
comprehensively control the expansion and contraction
trigger has better stability. .e experiments also show that
the DHPA algorithm has better antijitter performance in
container spreading and shrinking capacity, ensuring the
cluster’s quality of service and security. In the future, we will
try to extend the proposed approach to multi-instance ar-
chitectures and high-level service customization.
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,e COVID-19 pandemic has strongly affected education in China, even if education departments and corresponding schools
took a series of measures to manage online education of the school’s new semester in China, including maneuver, learning
platform allocation, and teacher training. In this paper, edge computing is used to optimize online education, and a task offloading
algorithm is designed to minimize the computing delay of terminal tasks. ,rough preparation, practice, and reflection of this
online education, this study aims to comprehensively demonstrate the learning condition of online education in China and
present the real adjustment impact based on the problems encountered during the process. Although several schools gradually
reopened to students in 3 months, several improvements are warranted in various ways. ,is study proposes the construction of
education infrastructure, the adjustment of teaching organization, and the learning methods of teachers and students, providing a
clear guiding significance for the development and enhancement of online education in the future.

1. Foreword

In mid-to-late January 2020, colleges, middle schools, and
elementary schools in China were transitioning from the
winter vacation when the COVID-19 virus outbreak, with
acute infectious characteristics and asymptomatic incuba-
tion period, erupted and soon became a pandemic [1]. Based
on its experience of handling the SARS pandemic of 2003,
the Chinese government soon took a series of counter-
measures, such as regulating population movements and
decreasing population aggregation, especially in schools [2].
Considering the upcoming new semester, the Ministry of
Education proposed an online education model to substitute
the traditional face-to-face teaching model for governing the
teaching progress under large-scale developed Internet
construction in China. Consequently, some time was taken
to prepare for the new semester, such as commissioning the
teaching platform, persuading teachers and students to use
the platform, and tapping and allocating educational
resources—all of which are currently proceeding regularly.

During the pandemic, China had 518,800 schools at various
levels and types, 16.673 million full-time teachers, and 276
million students. It was unprecedented for the education
system to conduct large-scale, nationwide online education
for hundreds of millions of students during the pandemic
prevention and control period.

Online education paves a newway of life, work, and learning
across time and space by applying information and Internet
technology.,us, the way of knowledge acquisition has endured
a fundamental alteration [2]. Indeed, in October 2019, the
Ministry of Education of China, along with 11 departments,
jointly proposed that the infrastructure construction level of
online educationwould bemarkedly enhanced by 2020;modern
information technology, such as the Internet, big data, and
artificial intelligence, will be more extensively used in the ed-
ucation field, and the online education model will be rendered
more extensively perfect, with abundant resources and services
[3]. During the COVID-19 pandemic, it is time to accrue ex-
perience for this education reform, which is an opportunity to
further augment the quality and depth of online education.
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After the lockdown of Wuhan City on January 23, 2020,
Chongqing Municipal Education Commission and several
colleges and universities adopted a predictive management
model and established an “emergency leadership group” to
handle the upcoming large-scale development of online
education. During the winter vacation and the Chinese
Spring Festival, the schools’ management staff communi-
cated with students and their parents in advance and in-
troduced them to what might occur in the teaching mode
after the holiday. During the COVID-19 pandemic, China’s
Internet reached an equitably mature and stable stage, and
several conditions of online education, such as teaching
platforms, microclasses, and teaching resources, were rela-
tively adequate. Besides, this pandemic proved to be the best
test of all aspects, providing sound guidance and inspiration
for online education in the future.

2. Online Education Foundation and Higher
Education in China

2.1. Online Education: A Crucial Supplement to Education.
With the advancement of information technology, online
education preserves a stable development trend around the
globe. Online education originated in the United States.
Almost all top American colleges and universities have al-
ready launched online education. ,e majority of colleges
and universities consider online education as a long-term
development strategy. In addition, over half of the colleges
and universities provide online degrees, all of which have
become an integral part of the education system. With the
assistance of the online platform independently developed
by universities, the online education system in the United
States has garnered numerous learners from all over the
world [4, 5]. Of note, the online education objective is open
to the world and crosses the social, family, economic, time,
space, physiological, and other impediments. ,us, it can
relax educational inequality in China, which comprises a
large population and regional development differences. In
recent years, the State Education Commission of China has
guided and endorsed online education development, making
it a vital part of the education system. Consequently, it has
made remarkable successes as shown in Figure 1. A study
reported that the online education market in China would
reach 387 billion yuan in 2019 and 433 billion yuan in 2020
[6].

2.2. Premanagement and Countermeasures of Online
Education. Based on the response experience accrued
during the SARS outbreak in China, several education
departments did corresponding research and decided to
prioritize online office and conference, thereby progres-
sively introducing “online education.” Meanwhile, based
on the situation during the pandemic, various large ed-
ucation platforms, such as New Oriental and Tomorrow
Advancing Life (TAL), have taught lessons through online
education. First, the regular management procedure and
the implementation of teaching affairs, such as meetings
and program operations, will be executed by the Internet,

and project application is paperless through the Internet.
As a supplement, full-time personnel are hired on duty for
specific major projects, which warrant actual participa-
tion. Second, the teaching departments launched multiple
online projects such as microclass production, online
education, and high-quality e-textbooks before the pan-
demic. However, the coverage of all courses and in-
volvement of all students in China and online education,
which will replace the traditional one, were not consid-
ered. ,ird, considering the large scale of students in
China, the education committees and schools at all levels
explored several online education platforms, including
TAL, massive open online courses of China Universities
(MOOC), teaching cloud platform, and intelligent voca-
tional education. Consequently, they promoted an online
platform of open courses of Chongqing universities, ex-
perimental space (National simulation platform). Simul-
taneously, numerous corresponding teaching platforms
are available such as Tencent Classroom and Tencent
learning group for backup. Finally, some professionals
were recruited to appease students and their parents in
mental health care.

2.3. Requirements of Online Education and Adjustment
Mechanism. Roger [7] reported that the adaptability of
innovation in an organization depends on the following
three factors: (i) the relevant features of organizational
members; (ii) the innovation itself; and (iii) the pertinent
information dissemination. Based on the analysis provided
above, teaching in China has conditions of large-scale online
education. First, the Internet has undergone significant
progress in China, and there exist numerous large local
multinational enterprises, such as Huawei, Zhongxing Tel-
ecom Equipment, and Tencent, since 2000. Currently, China
has advanced information technology and Internet speed.
Second, China’s online education has also exhibited sig-
nificant progress after 20-year development and has become
a significant supplement of the education system gradually;
indeed, the teaching impact of some courses can reach or
even exceed the traditional teaching model. Finally, China
has a broad base of Internet users, and the network has
become one of the most crucial media in the country. Be-
sides, it has already had the full use of the network to
disseminate information and corresponding teaching con-
ditions. ,us, large-scale online education offered funda-
mental support in China, and the COVID-19 pandemic also
provided an opportunity to promote and perfect it. In the
atypical period, the Internet helped us realize the preaching,
receiving employment, and addressing queries between
teachers and students.

3. Practice, Adjustment, and Impact of Large-
Scale Online Education

After the beginning of the new semester, educational ad-
ministration and teaching were processed online, and the
corresponding teaching model was adjusted and perfected in
practice.
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3.1.'eHigh Efficiency of Teaching Administration. With the
high-speed Internet access, the efficiency of school conference
management improved markedly, the participation rate of the
meeting was high, and the cost was significantly reduced;
timeliness of information transmission was significantly im-
proved and guaranteed; without time and space constraints, the
school meeting was notified 1 hour in advance, and the par-
ticipants could be in place during the COVID-19 pandemic.
Fortunately, a relatively stable network exists in China, in-
cluding mobile, telecommunications, and cable TV networks.
Typically, teachers can enter a meeting as soon as possible, and
the meeting time is also relatively short. During the pandemic,
more emergency meetings were commenced in schools, which
were relatively timely and reliable. Conversely, there weremore
school administrative meetings and academic meetings in the
non-pandemic period. If the organizers could optimize the
conference configuration and select the appropriatemeeting by
the Internet, the work efficiency of teachers and students would
be significantly enhanced.

During the pandemic, many universities launched large-
scale online job fairs, where candidates could complete the
interview online. For example, Tsinghua University, Harbin
University of Technology, Chongqing University, and other
universities took the remote defense mode for numerous
doctoral candidates. Some international competitions, such as
the finals of the 2020 Future Problem Solving Program In-
ternational Chinese National Competition, were also launched
online on March 28, and the team members attained the goal
through Tencent Meeting and completed the competition
content. Although there is no close contact, the students can
still feel that this is a game. Furthermore, some elementary
school students created study groups online to jointly complete
the homework assigned by teachers.

3.2. Miscellaneous Platforms and Mismatched Teaching
Resources. In the last few years, several multinational enter-
prises have materialized online office, and the number of
people working remotely online has risen dramatically. During

the COVID-19 pandemic, the number of telecommuting
personnel surged, which led to some congestion in the network.
,us, when all students participate in online learning, network
congestion is inevitable. Although the education department
conducted various tests during the winter vacation, the teachers
performed well in advance. After the semester began, on
February 17, 2020, universities, middle school, and primary
schools started classes in stages, and students took online
classes by the public online platform. Nevertheless, several
online education platforms collapsed, such asMOOC, teaching
cloud platform, and intelligent vocational education, and live
teaching of most courses failed because of severe network
congestion. To handle such problems, the education depart-
ment arranged classes inmore detailed stages and decentralized
network traffic; nonetheless, network congestion prevails.
Consequently, many teachers and students selected the self-
media platform Tencent to complete teaching.

Meanwhile, the education department and school teachers
prudently prepared and contacted some public online platforms,
which then actively responded. However, some schools and
teachers did not keep their promise and refused to provide
public resources with multiple excuses during the policy
implementation. Likewise, jamming during Internet traffic peak
is standard on many public online platforms in China. Hence,
most teachers and students selected the Tencent platform.
However, online platforms, such as TAL andVIPKID,which are
charging platforms, were relatively smooth, highlighting defi-
cient technical handling and management of several public
platforms. Usually, some private or charging platforms were
worried about losing their customers, and they appeased users
from management and commercial communication and aug-
mented their technology to make their platforms smooth.
During the adjustment process, the private and charging plat-
forms added class interaction and function module, making the
platforms more attractive and effective. Finally, teachers of
public online platforms, such as MOOC, vocational education
cloud, and cloud platform, selected the Tencent platform.

In the first large-scale online education, teaching soft-
ware, network facilities, computer equipment, and other
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Figure 1: ,e 2016–2021 China online education market scale and forecast. Note: the data were obtained from Ref. [5], and the data were
collected in 2019.
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hardware differed from teachers and students, causing
differences in teachers’ proficiency and also affecting the
class quality. Meanwhile, students varied from regions and
family backgrounds, for example, some students in rural
areas had low network signal, and they often disconnected
during live teaching, while some students even had no
computer at home.

3.3. Less Interactive Support and Low Concentration in Class.
As a large number of participants in online education came
from different family backgrounds, many had different
perspectives toward online education. Indeed, some students
even had no essential concept, let alone listening to online
classes. ,rough the census, several rural students were
relatively poor in teaching resources and had no progress
management in classes. In the real process, several students
did not wholly participate in online education and complete
homework. Hence, numerous schools prompted students to
return to classrooms as soon as possible and rearranged the
process test. For the first large-scale online education, the
educated group itself had a broad range, and it was chal-
lenging for teachers to monitor or supervise the process
entirely, especially for imperfect platform modal and
learning condition. Meanwhile, requiring an enhancement
in teaching quality was unrealistic too.

Certainly, the growing age of students is clearly defined.
For example, elementary school students are relatively weak
in self-discipline and get easily distracted; thus, they need to
be more restrained in class. Middle school students have
higher relative self-control ability; however, they need to be
reminded or interacted in some places. College students, on
the other hand, are basically self-study based on purpose. All
these warrant educators to study individual characteristics
judiciously. At the beginning of online education, several
students listened more intensively; however, with time,
students became bored with such education. In teaching, if
no interaction occurs between teachers and classmates,
students tend to lose interest and become inattentive
gradually. Students who want to learn will promote their
progress through continuous interaction, whereas those who
do not want to learn will often choose games to escape, and
the impact of online learning would decline significantly
over time.

3.4. Low Recognition of Online Education Quality. Owing to
varying teaching conditions, the type of teaching organi-
zation will also change; after all, it is the bridge between
teaching and learning and will reorganize and arrange
teaching activities based on the teaching specific ideas, goals,
content, and subjective and objective conditions [8]. ,ere
exists a complete lack of essential exploration and experi-
mentation in the teaching organization for the abruptness of
the pandemic outbreak. It is highly challenging for teachers
to break the limitation in time and space and effectively
combine the enormous contrast between online education
and the traditional model; this change warrants very high
personal organization and the learning ability of teachers. If
a teacher is in a hurry to adjust teaching, the adjustment of

teaching methods commands high requirements for stu-
dents. After all, different children’s family backgrounds and
educational methods ascertain different understanding, and
understanding bias can be eliminated only by face-to-face
interaction. In the absence of objective conditions (language
and behavior), online education lacks communication and
integration, inevitably leading to the disapproval of teaching
quality.

,e typical online education is targeted at students, and
its teaching organization has been optimized for a small
student range in the online charging platform. With time,
the scale of online education proliferates, and its teaching
organization cannot be enhanced in a short time; thus, its
online class quality is hard to fulfill the expected require-
ments. Online education quality is the fundamental con-
dition for the continued existence and development of
emerging online education. ,e focus of this research is how
to ensure and enhance the quality of online education. In
China, for example, the quality of several teaching materials
is low, and even the knowledge in the teaching materials is
misleading. All these problems need teachers to explain in
class.

4. Enlightenment of Online Education Practice

Against the backdrop of China’s fight against the COVID-19
pandemic, education departments have gone all out and
attained certain teaching results; however, online education
still needs significant enhancements.

4.1. Resource Support and Deployment

4.1.1. Online Education Foundation: Facility Construction.
Online education is an integral cog in the construction of
fundamental Internet. As of June 2019, the number of In-
ternet users in China reached 854 million, the Internet
penetration rate was 61.2%, and the number of broadband
access users >100 million, accounting for 77.1% of the total
Internet access [9]. ,us, China’s high-speed Internet has
not been wholly popularized yet. For regions where the
Internet has not yet been connected to broadband or the
capacity is inadequate, regular online education is affected
markedly. Besides the interruption of video and live
broadcasts, net jams also occur in cities, and many students
are even squeezed out during class. On the other hand,
several technical and management issues warrant im-
provement. Although the Tencent platform also experienced
net jamming at the beginning of the new semester, the jam
gradually vanished, and even many interaction models were
added to enhance the platform after continuous optimiza-
tion and improvement. Consequently, several teachers and
students finally flocked to Tencent.,e change is also vividly
reflected in the charging platform TAL. Initially, TAL was
blocked; however, its technicians adopted switching lines for
winning time and optimized its platform until the jam was
eliminated. Besides, the improved platform is more inter-
active between teachers and students. Hence, TAL not only
retains its original customers but also attracts some cus-
tomers from other platforms. Conversely, some charging
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platforms lack technology and creativity owing to the loss of
customers during the pandemic.

Based on the students’ characteristics in the region, the
education departments will establish a corresponding
platform for the corresponding student groups. ,e en-
hancement of the education platform also should be
upgraded after the network technology matures. If the
platform advances quickly, it increases the requirements for
users and facilities. Besides, it can increase technical
maintenance, which is also a crucial part; it can gather the
platform information in real time, optimize the platform
environment, and assist with the administration when
necessary. During the COVID-19 pandemic, Facebook de-
creased the clarity of its software images to reduce network
traffic, enabling people who need it more to use the Internet.
Likewise, China also adopted measures like staggered
surfing, effectively alleviating net jamming.

4.1.2. Enrichment and Enhancement of Educational
Resources. In primary and secondary schools, uniform
textbooks are present in China, and the relative error rate is
low. However, many university textbooks are recommended
by teachers. Due to the lack of supervision, the quality of
these books is relatively low and often cannot meet the
teaching requirements [10]. Currently, to seize the teaching
textbook market, several publishing houses let textbooks go
unsupervised, resulting in low quality. Second, some pub-
lishing houses did not open their textbooks to students
during the pandemic, and some students had no textbooks
in class. In traditional classrooms, teachers can correct errors
in textbooks by direct communication; it is hard to deal with
such problems in online education; at least, it would take
some time to find suitable methods to perfect it. If online
education is to be promoted on a large scale, textbook and
teachers’ quality should be improved markedly.

In April, after several students returned to school in
China, even more students took online classes on the
charging platform than before the outbreak. First, the habit
of students taking online classes was shaping gradually.
Second, the platforms ensured the improvement of teaching
quality; their teachers graduated from famous universities at
home and abroad, such as Zhejiang University and Peking
University, besides excellent textbooks compiled by the
platform teachers. Finally, good management was essential;
over tens of thousands of students were studying in a TAL
class, and these students were divided into many small
classes to complete their homework, all of which was taken
care of by some ordinary teachers. Furthermore, the
charging was cost-effective for students and teaching quality
and recommended books were good.

For large-scale online education, the education depart-
ment must first reinforce control over the teachers’ quality. If
a teacher is unqualified, it will harm students [11]. Mean-
while, teaching textbook quality must be enhanced; after all,
learning in class only is transient, and reinforcement and
upgrading based on textbooks after class is the most crucial
part [12]. Although China’s education department has
undertaken the construction of several planning teaching

materials, excellent resource sharing courses, majors, and
national teaching achievement awards, the actual impact has
not reached a high level in terms of operability and quality at
all.

4.2.ChangingParticipants’Attitude towardOnlineEducation.
At the beginning of the pandemic, online education was not
accepted by most Chinese people because of long-time
dominated traditional offline education. Compared with
traditional education, online education has demonstrated its
advantages during the pandemic to everyone, including
students, students’ parents, and teachers, which is also ex-
tensive marketing for online education. Despite several
problems, online education has also played its advantages in
several aspects, especially for time and efficiency, and there
remains considerable room for improvement. Nowadays,
educators and the educated consider more time efficiency in
an era of knowledge explosion and fierce competition.
Traditional education is a systematic framework; however,
online education can replace these educational methods and
fulfill the requirements of parents and students themselves.
,is is also the charm of the tremendous progress of online
education at home and abroad in recent years. Likewise,
several charging online platforms provide various online
public classes such as Chinese, mathematics, physics,
chemistry, and so on. Besides, these platforms provide ex-
cellent textbooks, teachers, and cheap fees for students.

Of note, the development of online education is inevi-
table.,us, teachers and parents must harness their ability in
online education and knowledge appraisal as well as guide
students to effectively use online resources to enhance
learning efficiency [13]. After the pandemic, the ability
training of online education would become amajor area.,e
online application can be indorsed in primary and secondary
schools early and can implant professional classes; the re-
quirement can augment the integration of students and
teachers in advance. It is imperative to guide students to use
the Internet to obtain resources correctly and effectively [14].
Second, parents should have a correct attitude toward online
education, and they must be capable of identifying its ad-
vantages and disadvantages. Under such a situation, parents
can exercise supervision and guide children’s learning ef-
fectively at home. After all, online education is a live
broadcast and open to the public; the fundamental appli-
cation skills of online education and the preparation of
professional courses are more demanding for a teacher.

4.3. 'e Application of Information Technology as an Edu-
cational Tool. Previously, schools and parents in China kept
students away from computers and mobile phones to pre-
vent them from playing games. ,e pandemic has also made
schools and parents realize the significance of information
technology courses and online education. Based on the effect
of online education in the pandemic, the education de-
partment can implant more information technology courses
into standard teaching in advance [15]. Meanwhile, it is also
feasible to augment regular management and educational
activities through the Internet. Of note, the security of the
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campus Internet must be strengthened; however, ordinary
meetings can be adopted online, which is not suitable for
large-scale work meetings involving confidentiality. If one
intends to open a meeting in this area, you can use the
internal lines of the campus network.

In addition, the operation of online education has
highlighted several problems during the pandemic. First,
students and teachers did not adapt to online education.
Teachers were nervous or helpless in class, while students
had relatively weak Internet knowledge. For students of
colleges or universities, student’s backgrounds differed, and
their adaptability to online education varied markedly. ,e
answer to this problem lies in unhinged education devel-
opment. ,us, the online education department can stan-
dardize the frequently used functional modules and promote
it in schools at all levels. Likewise, introducing some in-
teractive links can be implanted in a public platform, such as
group discussion and answering, which would assist stu-
dents and teachers at all levels to provide online education
purposefully. Besides, it is feasible to develop a self-grading
platform for students, such as embedded algorithms like roll
call, sign-in, interactive question answering, and homework,
which can automatically serve as the general evaluation and
can effectively decrease the teachers’ workload. In pre-
venting net jamming, an optimized algorithm can be used,
or an optimized guarantee strategy can be adopted at the
beginning of construction.

4.4. Teaching Management and Quality Improvement.
Students, parents, and teachers had a difficult adjustment
section toward online education because the teaching methods
and habits of online education differed significantly from
traditional education. Despite having reservations about the
quality of education during the pandemic, participants and
guardians only had this one option to choose from. None-
theless, learning efficiency has always been a primary concern
of online education practitioners. As an upcoming teaching
mode, the form of online teaching organization should be
changed considerably to enhance its efficiency.

In the traditional offline classes in China, teachers are the
mainstay, and students are supplementary, whereas the essential
positioning of the teacher-student role in online education is
“learner-centered.” Teachers are more often “assistants,” the
builders of “scaffolding” in the growth of students’ thinking and
innovation ability. In addition, curriculum design is a major
concern, such as how to prevent students from distracting
themselves or loss of vision during online class; all these can be
effectively evaded through teaching organization. Regarding
curriculum design, no matter how good online education is,
several students still cannot achieve perfect communication.,e
new teaching organization will make students participate in the
class as fully as possible and learn independently. From this
perspective, the pandemic has provided more people with new
thinking about online education; perhaps, China’s forms of
education would also become diversified in the future.

,e curriculum can be created in different levels by the
characteristics of students (e.g., primary school, junior high
school, high school, and university) and the course itself.

Unquestionably, it also can be the principle of combining
online and offline education; part of the theory is taught online,
while the offline part mostly focuses on practical. From the
standpoint of large-scale teaching, there are tens of thousands
or even hundreds of thousands of students (basic mathematics
or Chinese) in an online class (TAL net class or some famous
scholars’ class), whereas teachers can teach one-to-one online
or offline for challenging courses.

A general survey of online education revealed that
students’ learning effect is not good. Encountering the ever-
increasing number of online courses, how to construct a
comprehensive, objective, and instructive quality evaluation
system is a pressing problem in China, which can not only
give full play to the traditional advantages of China’s edu-
cation and teaching but also promote the benign develop-
ment of large-scale online education courses in China.

5. Conclusions

,e development and optimization of online education in
China is an inevitable trend with the development of net-
work technology. In addition, the pandemic offered an
excellent opportunity for the education department to op-
timize online education continuously in practice. For in-
stance, the quality of textbooks, teaching organization forms,
and several specialized reforms are on the road for teachers
and students, whereas China’s 5G network is built, and
public platforms are also optimized.

Moreover, parents and students can now fully realize the
advantages of online education after experiencing the initial
maladjustment of the pandemic. Even after the schools
reopened, many students still opted for online education in
many classes; this is the driving force of substantial growth
in online students after the schools reopened compared with
before the pandemic.

Furthermore, the online education platforms seized the
catalyst of the “pandemic” to constantly innovate and tap
their potential, which also won the trust of their customers.
Besides, parents and children also affirmed this online ed-
ucationmodel during this period. Going forward, themap of
the education industry will be reshuffled in the future, and
online education will change from a supplementary method
of traditional teaching to a mainstream method.
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'e optimization of important multidimensional factors is conducive to cognitive engagement, which is a crucial dimension of
student engagement and plays a significant role in college students’ learning of the Ideological and Political 'eory Course.
However, because there are many influencing factors associated with cognitive engagement, the influencemechanism and analysis
strategy of this kind of model are relatively complex. In order to solve this research gap, this paper establishes an optimization
model affecting Chinese college students’ cognitive engagement in IPTC on the basis of sample collection and investigation. In this
process, 4,700 questionnaires were distributed to 47 colleges and universities across the country, and copies were effectively
recovered (N= 3992); the effective recovery rate was 84.94%. Cronbach’s alpha of 0.759 indicates that the scale has high reliability
and Pearson’s correlation coefficientP≤ 0.001 shows that the scale has good validity.'e KMOvalue of 0.703 in the Bartlett sphere
test also shows that the scale is suitable for factor analysis. Firstly, according to the method of factor analysis, there are six
important factor dimensions affecting college students’ cognitive engagement in the IPTC, namely, attention and motivation
factor dimension, behavior and value attainment factor dimension, interest and practicality factor dimension, personality and will
factor dimension, evaluation and time factor dimension, and knowledge and strategy factor dimension.'en, through descriptive
analysis, it is found that personality and will factor dimension (M= 6.5837) plays a relatively major role while knowledge
motivation dimension (M= 6.3505) has a weak impact on cognitive engagement. Finally, from linear regression analysis, there is a
significant positive correlation between cognitive engagement and other variables. In addition, undergraduates are slightly lacking
motivation in the learning of the course, and vigorously strengthening college students’ cognitive engagement is still necessary, so
as to effectively enhance the effectiveness of the IPTC in the future.

1. Introduction

Students’ degree of cognition toward things determines their
choice of direction when encountering difficulties, which
further affects the individual’s learning efficiency and de-
velopment. In China, the Ideological and Political 'eory
Course (IPTC) is considered to be a course that is a key to
implementing the fundamental task of moral education [1].
Only by fully understanding the content of the Ideological
and Political Course and its significance can we better solve
the fundamental problem of whom to train and how to train
[2]. Only with full cognition of these things can college
students understand the relationship between subject and

object, develop good learning emotions, invest in mental
endeavors, and transform all of those merits into positive
actions.

1.1. Cognitive Engagement as a Part of Student Engagement.
Tyler, an American educator, first used the concept of
“student engagement” in the 1930s and 1940s [3] and it
consists of two parts, namely, engagement in learning and
learning time. Tinto argued that student engagement is the
integration of society and study [4]. Astin put forward the
student engagement theory, revealing the main content of
student engagement from five aspects. 'e main content
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mainly includes the relationship between the time and
quality of a student’s investment in school life, as well as
learning outcomes [5]. Scholars, such as Christenson et al.,
gain an understanding of student engagement through
conceptual decomposition. According to the classification
method, student’s engagement can be divided into four
aspects: academic engagement (refers to a student’s in-
volvement in learning tasks, credit growth, and time spent
completing assignments), behavioral engagement (refers to a
student’s attendance, participation, and preparation for the
course), cognitive engagement (refers to value relationships,
etc.), and emotional engagement (refers to a student’s un-
derstanding and sense of belonging to the school) [6]. Re-
cently, student engagement has been measured by
participation in online courses [7].

Cognitive engagement can affect the degree and quality
of a student’s efforts in classroom activities. Although re-
searchers have emphasized psychological engagement in
learning, the focus of each researcher has also been different.
Corno and Mandinach formerly proposed that cognitive
engagement was a dimension of student engagement and
believed that self-regulated learning was a representative
form of cognitive engagement, which can guide students to a
higher level of reflection [8]. Connell and Wellborn con-
cluded that the concept of cognitive engagement included
problem-solving flexibility, hard work, and active response
in the face of failure [9]. Newmann et al.[10] and Wehlage
et al. [11] have emphasized the engagement of internal
psychological quality in the learning process. As can be
clearly seen, the study of cognitive engagement is typically
accompanied by the study of learning strategies and self-
regulation. Regardless of which aspect they focus upon,
students will use metacognitive strategies to plan, monitor,
and evaluate their cognition when completing a learning
task [12]. Students will consciously use certain learning
strategies to help themselves, and they will also use per-
sistence or suppress interference to maintain their cognitive
participation [13]. In short, students definitely use a variety
of cognitive strategies in their learning, thereby reflecting a
high degree of integration of various psychological con-
nections. 'e essence of cognitive engagement lies in stu-
dents’ level of self-regulation level in learning [14].
Generally, with a higher level of cognitive engagement,
students can use deeper cognitive strategies, develop a
stronger thirst for knowledge, and engage in more active and
in-depth thinking. On the contrary, students with relatively
low levels of cognitive engagement typically mechanically
memorize information in the form of superficial engage-
ment. Cognitive engagement, therefore, refers to a student’s
degree of engagement in learning and the use of strategies
[15, 16].

1.2. )e Meaning of Cognitive Engagement in IPTC.
Cognitive engagement in the IPTC means paying attention
to the IPTC itself and comprehensively recognizing the
IPTC from the perspective of Marxism. Once this occurs, the
cultivation of college students’ values andmotivations can be
strengthened. 'e IPTC has a far-reaching effect on soul

cultivation and education among college students [17]. Only
when college students have sufficient and comprehensive
“cognition” of the IPTC can the actual meaning of the IPTC
be achieved and thus further strengthen the development
and innovation. Only by continuously enhancing college
students’ theoretical literacy and thinking ability and then
directing them to establish a scientific worldview, meth-
odology, and values can college students enhance their sense
of gain [18]. First of all, college students must realize the
importance of setting up the IPTC. From the perspective of
our national strategy, the IPTC is an important course in
terms of realizing the great goal of modernizing education,
building a strong and well-educated country, and providing
satisfactory education for the people [19]. To achieve de-
mocracy in this country as well as national prosperity and a
peaceful work-life balance for the people, our citizens must
first fundamentally understand this country and establish
the ideal of working hard for the country. 'e IPTC is
exactly intended to assume this responsibility and help the
country prepare for the cultivation of builders and suc-
cessors of the socialist cause. Secondly, college students
should recognize the content of the different IPTC. Com-
pared with other learning phases, the college IPTC is indeed
different in terms of curriculum goal planning, curriculum
system adjustment, curriculum content coordination, and
textbook system compilation. 'erefore, student engage-
ment is critical to students’ learning, especially in the IPTC.
It is also necessary to highlight the characteristics of the
course and to establish a dialectical Marxist worldview and
methodology through theoretical study, in order to un-
derstand the world and then transform the world. Finally,
college students should recognize how to practice the IPTC.
In the classroom teaching of the IPTC, theoretical teaching is
the main teaching form. However, relying solely on theo-
retical teaching is not nearly enough to make education
effective, useful, and deeply rooted in the hearts of the people
as the college classroom become more and more complex,
and there are more interested parties [20]. Practical teaching
is an important and useful supplement.'is type of teaching
is not only able to combine theory and practice, classroom
and society, and learning and research but also helps stu-
dents learn how to think and analyze, by linking theory with
practice.

1.3. Cognitive Engagement Benefits Other Dimensions of
Student Engagement in IPTC. In the course of IPTC
teaching, paying attention to students’ engagement can
improve the effectiveness of IPTC as student engagement
consists of cognitive engagement, affective engagement,
conation engagement, and behavioral engagement. In this
way, teachers can enhance these four aspects of engagement
to jointly improve the overall student engagement level.
Cognitive engagement of IPTC is college students’ under-
standing and recognition of the rich content of IPTC. Af-
fective engagement is the attitude of love and hate advocated
and propagated by college students to the courses. Conation
engagement helps college students to realize the responsi-
bility and obligation given by society and take conscious and
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unremitting efforts. Behavioral engagement is the perfor-
mance of the content of IPTC in action based on cognitive
engagement, emotional engagement, and conation en-
gagement. In this process, the four dimensions of engage-
ment seem to be relatively independent, but it is an
integration process of mutual connection, mutual influence,
mutual penetration, and mutual promotion. Among them,
cognitive engagement is the foundation, which guides,
controls, and regulates emotional input, conation engage-
ment, and behavioral engagement. In IPTC teaching, stu-
dents’ engagement can generally be carried out in the order
of improving cognitive engagement, cultivating emotional
engagement, exercising mental engagement, and practicing
behavior engagement. Because there is no rule about which
dimension comes first and which is last, it is acceptable for all
four dimensions to proceed sequentially or in leaps.'rough
cognitive engagement of IPTC, college students enhance the
cultivation of noble sentiment, cultivate strong revolu-
tionary will behavior, and have stronger expressive force,
indicating that cognitive engagement is more important.

2. Methods

2.1. Sample Collection and Investigation Process. By referring
to many research questionnaires in the field of students’
cognitive engagement [21–25], this study formed the Na-
tional Survey of Student Engagement in Ideological and
Political 'eory Course (NSSE-IPTC), allowing us to carry
out research on college students’ cognitive engagement with
the IPTC.'e cognitive engagement scale is a subscale of the
Student Engagement Scale. When using the scale, students
participating in this study were required to give different
scores, according to their degree of agreement with each
question. From disagreement to agreement, there are 1 to 10
points, respectively. 'e range of scores indicates the dif-
ferent degrees of cognitive engagement in processing in-
formation and answering questions.

Forty-seven universities were randomly sampled na-
tionwide. 'rough open questionnaires, the cognitive en-
gagement of different groups of students learned that the
IPTC was investigated. 'e issuance of the questionnaire
took into account multiple factors, such as region and school
category. A total of 4700 questionnaires were actually dis-
tributed, and 4331 were recovered. After invalid question-
naires and incomplete waste papers were manually removed,
4115 valid questionnaires were recovered. After the data
were input into the statistical software in the later period,
another 123 nonconforming questionnaires were filtered out
by high and low score grouping. Finally, 3992 questionnaires
were available to be tested, so the effective rate of the
questionnaire scale was 84.94%. 'e questionnaire was
analyzed statistically with the help of Epidata and SPSS17.0
statistical software. 'e composition of the subject group is
shown in Table 1.

As can be seen from Table 1, the following information
was explained:

(1) Gender. 'e gender ratio of male and female stu-
dents was 53% and 47%, respectively, and the

gender distribution was basically balanced. 'ere is
no uneven proportion distribution caused by de-
partments, majors, and other reasons, so as to re-
duce the potential error as much as possible and
ensure that the measurement results are not dif-
ferent due to gender differences.

Table 1: Participant composition frequency statistics.

Frequency Percentage
Gender
Male 2115 53
Female 1877 47
Nationality
Han 3940 98.7
Other 52 1.3
Student position
Classroom cadre 471 11.8
Student union cadre 40 1
Other 3481 87.2
University type
Project 985 University 1021 25.6
Project 211 University 866 21.7
Non-985 and non-211 project university 2019 50.6
'ird batch of undergraduate 86 2
Student grade
Freshman 702 17.6
Sophomore 1393 34.9
Junior 1672 41.9
Senior 225 5.6
Other 0 0
Major
Liberal arts 1588 39.8
Science 2404 60.2
Family
Only child 1449 36.3
Nononly child 2543 63.7
Join clubs
Participation 846 21.2
No participation 3146 78.8
Religious
None 3864 96.8
Buddhism 64 1.6
Christianity 43 1.1
Catholicism 21 0.5
Mother’s occupation
National party and Mass organization 527 13.2
Technical staff 317 7.9
Clerk 842 21.1
Business and service industries 385 9.6
Agriculture, forestry, animal husbandry,
etc. 317 7.9

Other 1604 40.3
Father’s occupation
National party and Mass organization 83 2.0
Technical staff 617 15
Clerk 370 9.0
Business and service industries 623 15.1
Agriculture, forestry, animal husbandry,
etc. 286 7.0

Other 2013 51.9
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(2) Major. In the survey, 1588 valid scales were from
liberal arts students, accounting for 39.8% of the
total number of surveys. Science students had 2,404
questionnaires, accounting for 60.2%. 'e majority
of respondents were science students.

(3) Nationality. 'is study does not deliberately con-
sider the proportion of ethnic minority students in
IPTC, so the nationality of Han students accounts
for 98.7%, while other ethnic groups only account
for 1.3%. 'e reason is that most of the scales are
distributed by the researcher’s teachers, classmates,
and friends, all of whom are from the Han na-
tionality. As a result, the scales distributed to Han
students account for a large proportion in the
process of information collection, so that the scales
do not pay special attention to the differences of
ethnic minorities.

(4) Family Members. Since the subjects were post-1995
undergraduate students, the only one-child
accounted for 36.3%, while other families with two
or more kids accounted for 63.7%.

(5) Student Positions. In the survey, there were 471
student leaders, accounting for 11.8% of the sur-
veyed students. Student union members are rela-
tively small, 40 undergraduates, accounting for 1%.
87.2% did not hold the position of student position.

(6) Join Clubs. Of the respondents, 21.2% of students
said they had participated in school clubs, while
78.8% had not.

(7) University Type. A total of twelve “985 universities,”
ten “211 universities,” other 24 universities, and 1
tertiary university were investigated. In the study,
22 universities were included in the “double First-
class,” accounting for 47.3% of the subjects. 'e
uniform distribution at the college level has
achieved the sampling effect.

(8) Religious. 3.2% of college students have religious
beliefs, among which 1.6% are Buddhism and 1.1%
are Christianity, and only 0.5% are Catholicism.
Other college students are not involved.

(9) Grade of Students. In the sampling, the factor of
college students’ grades is considered, because the
IPTC has different contents in different grades. But
there is an exception that some students finish IPTC
in other grades because of other factors such as
retaking and suspension. Every subject of IPTC is in
a unity and unified set. Only when all courses are
completed completely by students can the overall
education and teaching effect be shown.

(10) Parents’ Occupation. According to the research,
59.7% of college students expressed their
mothers’ occupation while 40.3% did not specify
their mothers’ occupation. Accordingly, 48.1% of
the college students made a specific distinction
about their father’s occupation while 51.9% of the
other students did not explain their father’s
occupation.

2.2. Reliability and Validity Test. 'is research uses Cron-
bach’s alpha to test the reliability of the scale indicators. 'e
degree of intersection refers to the degree of accuracy of the
measurement result, that is, the degree of closeness between
the measurement result and the object to be measured. 'e
higher the correlation coefficient, the better the criteria of the
questionnaire. From Table 2, Cronbach’s alpha of college
students’ cognitive engagement in IPTC is 0.759, which
performs well, thereby indicating that the scale has high
credibility and is suitable for the factor analysis. A corre-
lation analysis is to determine the statistical correlation
between two or more variables. 'en, the strength and
direction of the correlation must be analyzed.

3. Optimization Model Analysis

3.1. Factor Analysis

3.1.1. )e Basic Principle of Factor Analysis. When
C. Sparman put forward factor analysis, it has been widely
used in many fields [26]. 'at is, through the correlation
study of many variables, many original variables are con-
densed into a few imaginary factor variables, so that these
factor variables have stronger analytical power. 'e general
model of factor analysis is as follows:

X1 � a11F1 + a12F2 + · · · + a1mFm + ε1,

X2 � a21F1 + a22F2 + · · · + a2mFm + ε2,

. . .

Xp � ap1F1 + ap2F2 + · · · + apmFm + εp.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

X1, X2, . . . , Xp is the measured variable;
aij(i � 1, 2, . . . , p; j � 1, 2, . . . , m) is the factor load; Fj(j �

1, 2, . . . , m) is the common factor; εi(i � 1, 2, . . . , p) is a
special factor. In the case that each factor is not correlated,
the factor loadaij is the correlation factor between the i

original variable and the j factor variable, that is, the relative
importance of Xi on the j common factor variable.
'erefore, the larger the load is, the closer the relationship
between the i variable and the j factor is.'e smaller the load
is, the more distant the relationship between the i variable
and the j factor is. In high-dimensional space, they are
mutually perpendicular coordinate axes. However, the
special factor is actually the residual between the measured
variable and the estimated value. If the special factor is zero,
the principal component analysis is performed. In order to
make the principal factors found easier to explain, it is often
necessary to rotate the factor loading matrix, and the most
commonly used rotation method is the maximum variance
rotation method Varimax. 'e purpose of factor rotation is
to differentiate the square value of factor load in the factor
load matrix toward 0 and 1, so that the large load is bigger
and the small load is smaller.'erefore, factor scores need to
be calculated. Since the common factor can reflect the
relevant information of the original variable, it is sometimes
more beneficial to describe the characteristics of the research
object when the common factor is used to represent the
original variable. 'erefore, it is often necessary to express
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the common factor as a linear combination of variables (or
samples) in reverse, namely,

Fj � βj1X1 + βj2X2 + · · · + βjpXp; j � 1, 2, . . . , m. (2)

Factor scoring function (2) is used to calculate the
common factor score for each sample. Since the number of
equations m is less than the number of variables p in the
factor score function, the factor score cannot be calculated
accurately, and only the factor score can be estimated. 'e
usual estimation methods include the weighted least square
method and regression method.

3.1.2. KMO and Bartlett Sphere Test. A Kaiser-Meyer-Olkin
(KMO) test is used in research to determine the sampling
adequacy of data that are to be used for factor analysis. Social
scientists often use factor analysis to ensure that the variables
they have used to measure a particular concept are measuring
the concept intended [27]. 'e KMO test shows the data are
suitable to run a factor analysis and therefore determine
whether we have set out and what we intended to measure.
Before conducting factor analysis, a KMO and Bartlett sphere
test was performed. As shown in Table 3, the KMO value of the
cognitive engagement scale for IPTC is 0.703 (greater than 0.5).
'is finding indicates that the variables have a strong corre-
lation, and the data are suitable for factor analysis.

3.1.3. Principal Component Extraction and Factor Rotation.
Suppose random variables X � X1, X2, . . . , Xp , the nor-
malized variable x � x1, x2, . . . , xp , its correlation matrix
R � (r ij), its k(k≤p), and nonzero characteristic roots are
λ1, λ2, . . . , λk. 'e corresponding eigenvector is lij; then, the
principal component estimation of the factor load of the j

factor Fj is the product of the square root of the corre-
sponding Eigen root and the corresponding eigenvector:

aijlij

��
λj


, i � 1, 2, . . . , j � 1, 2, . . . , k. (3)

Factor load is the correlation coefficient between the
common factor and index variable.'e larger the load is, the
closer the relationship between the common factor and
index variable is.When determining the number of common
factors, the number of factors equal to the number of
original variables is first selected, the total variance of factors
is calculated, and then, the factor whose eigenvalue is greater
than 1 after rotation is taken as the common factor.
'erefore, the change of six common factors of principal
components after dimensionality reduction is selected to
describe the change of the original index set.

3.1.4. Calculated Factor Score. Since the index variable X
meets the orthogonal factor model, the common factor F can
also be expressed as a linear combination of variable X, from

which the model can calculate the comprehensive evaluation
value, ranking the evaluation value from large to small, and
ranking the cognitive input factors from high to low that can
be given.

For cognitive engagement, there are only 6 equations
and 14 variables, so it can only be estimated in the sense of
least squares. 'e regression method is used to calculate the
scores of factors F1, F2, F3, F4, F5, and F6, and the com-
prehensive score of each factor Qt is shown in

Qt �


33
i�1λiFi


33
i�1λi

, t � X1, X2, X3, . . . , X13, X14. (4)

From formula (4), where λi is the eigenvalue corre-
sponding to the correlation matrix of X, after several rep-
etitions of the exploratory factor analysis on the scale, the
total variance table explained by the factor components was
obtained through the principal component analysis method
[28].

As shown in Table 4, when the second component is
reached, the 14 questions can explain 45.459% of the total
variation. Also, six factors with an eigenvalue of greater than
1 can be determined, so the six common factors should be
extracted. According to the component factors of the rotate
on matrix, the first factor contains questions 2 and 12, the
second factor contains questions 3 and 5, the third factor
contains questions 13 and 14, the fourth factor contains
questions 7 and 11, the fifth factor contains questions 6 and
9, and the sixth factor contains questions 4 and 10.

As can be seen from Figure 1, the eigenvalues of the first
six factors are all greater than 1, and the inflection point
appears from the seventh factor. 'erefore, the first six
factors were selected. According to the characteristics of
college students, by combining literature with questionnaire
items, a reasonable factor analysis of college students’
cognitive engagement in IPTC was formed.

As shown in Table 5, there are six important factor
dimensions affecting college students’ cognitive engagement
in the IPTC, namely, attention and motivation factor di-
mension, behavior and value attainment factor dimension,
interest and practicality factor dimension, personality and
will factor dimension, evaluation and time factor dimension,
and knowledge and strategy factor dimension.

3.2. Descriptive Analysis of College Students’ Cognitive
Engagement. Descriptive statistics is a method of sorting out
and analyzing data through graphs or mathematical
methods and then estimating and describing the relationship
between data distribution, digital features, and random
variables[29]. 'rough descriptive statistics, the minimum
and maximum estimates are solved; the other data are
outliers. However, a logical outlier can be retained if it
actually exists.

As shown in Table 6, for the attention and motivation
dimension, the maximum value is 10, the minimum value is
4, and the mean value is 6.4701. For the behavior and value
attainment dimension, the maximum value is 10, the
minimum value is 4, and the mean value is 6.5153. For the

Table 2: Reliability statistics.

Cronbach’s alpha No. of items
0.759 14
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interest and practicality dimension, the maximum value is
10, the minimum value is 4, and the mean value is 6.5435.
For personality and will dimension, the maximum value is
10, the minimum value is 4, and the mean value is 6.5837.
For evaluation and time dimension, the maximum value is
10, the minimum value is 4, and the mean value is 6.4696.
For the knowledge and strategy dimension, the maximum
value is 10, the minimum value is 4, and the mean value is
6.3505.'is set of data shows no abnormal values, and all the
mean values are between the minimum and maximum
values. 'e scores of attention and motivation dimension,
behavior and value attainment dimension, interest and
practicality dimension, personality and will dimension,
evaluation and time dimension, and knowledge strategy
factor dimension are all greater than 6, indicating good
overall evaluation. “Personality and will dimension” has the
highest score (M� 6.5837), while the knowledge and mo-
tivation factor dimension has the joint lowest score

(M� 6.3505). 'is finding indicates that personality and will
dimension plays a relatively major role among the factors
influencing college students’ cognitive engagement in IPTC,
while the knowledge motivation dimension has a weak
impact on cognitive engagement.

3.3. Linear Regression Analysis of College Students’ Cognitive
Engagement. A Pearson’s correlation coefficient can be used
tomeasure the correlation between two fixed distance and fixed
ratio variables, which is a parametric test [30]. From Table 7,
one can see that the correlation is significant at 0.01 level (two-
tailed) and the correlation is significant at the 0.05 level (two-
tailed), which means that there is a significant positive cor-
relation exists between cognitive engagement and other vari-
ables according to Pearson.'e attention andmotivation factor
dimension, behavior and value attainment factor dimension,
interest and practicality factor dimension, personality and will
factor dimension, evaluation and time factor dimension, and
knowledge and strategy factor dimension are all correlatedwith
each other, which mean that the scale has structural validity.
'rough the correlation test, one can understand the corre-
lation between the factors that influence cognitive engagement.

A linear regression analysis is a method used to study the
influence relationship. 'e essence of such an analysis is to
study the impact of one or more independent variables X on
a dependent variable Y (quantitative data) [31]. A regression
analysis is made on the basis of a correlation analysis and is
used to study whether an influence relationship exists be-
cause a correlation may exist sometimes; there is not nec-
essarily a regression influence relationship. As can be seen
from Table 8, R2 � 0.719, F� 1699.351, and P≤ 0.001. 'is
indicates that attention and motivation dimension, behavior

Table 3: KMO and Bartlett sphere test.

KMO sampling appropriateness measurement 0.703
Bartlett sphere test Approximate chi-square 97.947

Degrees of freedom 91
Significance 0.291
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Figure 1: Gravel figure of effect factor.

Table 4: Explanation of the total variance of students’ cognitive engagement in IPTC.

Initial eigenvalue Extraction sums of squared loadings Rotation sums of
squared loadings

Component Total Variance percentage Cumulative (%) Total Variance percentage Cumulative (%) Total
X 1 1.109 7.919 7.919 1.109 7.919 7.919 1.082
X 2 1.081 7.725 15.643 1.081 7.725 15.643 1.071
X 3 1.059 7.567 23.211 1.059 7.567 23.211 1.061
X 4 1.053 7.522 30.733 1.053 7.522 30.733 1.059
X 5 1.041 7.436 38.169 1.041 7.436 38.169 1.048
X 6 1.021 7.290 45.459 1.021 7.290 45.459 1.043
X 7 0.996 7.117 52.576
X 8 0.988 7.056 59.632
X 9 0.978 6.984 66.616
X 10 0.961 6.865 73.481
X 11 0.946 6.757 80.238
X 12 0.934 6.672 86.910
X 13 0.929 6.633 93.544
X 14 0.904 6.456 100.000
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and value attainment dimension, interest and practicality
dimension, personality and will dimension, evaluation and
time dimension, and knowledge and strategy factor di-
mension all play a positive predictive role in college students’
cognitive engagement. Of these factors, attention and mo-
tivation dimension has the highest influence weight
(eigenvalue� 0.05), while knowledge and strategy dimen-
sion has the lowest influence weight (eigenvalue� 0.01).

4. Discussion

As seen from the statistical analysis, the following factors are
important aspects that affect college students’ cognitive
engagement in IPTC.

4.1. Attention and Motivation Dimension. 'e relationships
between the child-parent reading behaviors and the chil-
dren’s cognitive attainment were identified [32]. In the
cognitive process of IPTC, both teachers’ and students’
cognition of attention are usually specific, sensible, and
easiest to show. In teaching situations, attention is the first to
be recognized and manifested. In a state of attention, a
student’s consciousness and psychological activities will be
oriented to and focused on the learning content, in such a
way that the consciousness content or object is clear and
definite. 'e consciousness process is tense and orderly, and
the individual’s behavior and activities are finally controlled
by consciousness. In the IPTC learning process, college
students always differentiate their attention levels,

Table 6: Descriptive statistics of college students’ cognitive engagement.

N Minimum Maximum Mean Standard deviation
Attention and motivation 3992 4.00 10.00 6.4701 1.17031
Behavior and value attainment 3992 4.00 10.00 6.5153 1.04270
Interest and practicality 3992 4.00 10.00 6.5435 1.24626
Personality and will 3992 4.00 10.00 6.5837 1.19115
Evaluation and time 3992 4.00 10.00 6.4696 1.23148
Knowledge and strategy 3992 4.00 10.00 6.3505 1.18869
Number of valid cases (in a row) 3992

Table 7: Correlation of college students’ cognitive engagement.

Cognitive
engagement

Attention and
motivation

Behavior and
value

attainment

Interest and
practicality

Personality
and will

Evaluation
and time

Knowledge
and strategy

Cognitive
engagement

Pearson
correlation 1 0.328∗∗ 0.323∗∗ 0.412∗∗ 0.380∗∗ 0.369∗∗ 0.361∗∗

Sig. (Two-
tailed) .000 .000 .000 .000 .000 .000

∗∗At 0.01 level (two-tailed), the correlation is significant. ∗At the 0.05 level (two-tailed), the correlation is significant.

Table 5: Factors influencing college students’ cognitive engagement in IPTC.

Item Index
Factor naming

Attention and
motivation factor

Behavior and
value attainment

Interest and
practical factors

Personality and
will factors

Evaluation and
time factor

Knowledge and
strategic factors

X 1 Attitude
X 2 Attention 0.473

X 3
Value

attainment 0.444

X 4
Knowledge
acquisition 0.574

X 5 Behavior gain 0.43

X 6
Teacher

evaluation 0.441

X 7 Personality 0.51
X 8 Learning plan
X 9 Learning time 0.405

X 10
Learning
strategy 0.414

X 11 Will 0.484
X 12 Motivation 0.407
X 13 Interest 0.488
X 14 Practicality 0.629
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depending on the degree of effort and whether or not there is
the presence of a learning purpose. If one tries to use vivid
pictures to illustrate the scenes of major events, the virtues of
historical figures, or the tragedy of war, using modern media
technology to give students strong sensory stimulation and
thereby attract their attention, the students will naturally
positively participate in learning these things. Motivation is
the power and thought that triggers a person to engage in
certain behavior. Motivation directly refers to the special
psychological state and willingness to meet various specific
needs. It is the internal stimulation or power that directly
drives an individual’s activities. 'e IPTC has been
implanted in the lives of college students for a long time, due
to the course’s particularities. College students are not
unfamiliar with these particularities. 'erefore, the pressure
on these students is quite small, leading to weakened
learning motivation. 'is is precisely why students’ level of
cognitive engagement in the IPTC is not high.

4.2. Behavior and Value Attainment Dimension. 'ere are
some observable aspects, for example, time-on-task, class
participation, and completion of homework [33] related
cognitive engagement. But, most of them are often extracted
from teachers’ observations of students’ behavior in the
classroom [34]. In fact, the IPTC is a discipline that teaches
theories and expounds on the value of thought so that
learners pursue the course in the spirit of truth-seeking.
However, such ideological value is not a rootless duckweed
but must be rooted in the vastness of real life and must be
dissolved in the melting pot of the times, which makes the
behavior and value attainment dimension extremely im-
portant. College students’ overall perception of the value of
the IPTC is relatively satisfactory. Almost all of the college
students who participated in the survey have an accurate
understanding of the importance of the IPTC, and they
believe that the IPTC is important for their entire lives.
However, there are also college students who weaken the
value of the IPTC when making important choices in their
lives, in such a way that the course fails to display unique
value.'at is, compared with skill-based courses, the IPTC is
not effective in students’ decision-making.

4.3. Interest and Practicality Dimension. It has been argued
that if teachers and schools could support students’ aca-
demic behavioral skills, they could benefit from the

engagement and then increase students’ academic perfor-
mance [35], from which the interest and practicality of
students are important facts. In their learning of the IPTC,
college students currently pay more attention to the
maintenance of individual interests. In the IPTC, one can
better understand this structure by studying students’
psychological engagement, their interests and learning
strategies, and especially their learning strategies related to
self-regulation. College students show a clear goal orienta-
tion toward the IPTC, which reflects a certain extent that
they need to input their stable individual interests into the
IPTC learning process. By doing so, they can pay more
attention to the course and learn more deeply. In the
learning process, students may develop a great interest in a
certain discipline or a certain class, due to various factors,
such as teachers and individual psychology. However, as
factors like environmental change, such situational interest
may partially or even completely disappear. In the end, as
seen from the overall course acquisition process, college
students’ cognitive engagement is not high. Such unstable
states exist in different colleges, different majors, and dif-
ferent groups. In view of this, the course’s application should
be strengthened, so that college students will not turn the
IPTC into a course of memorizing knowledge points under
the pressure of coping with exams.'at approach will ignore
the existence value of the IPTC and will also ignore the
course’s role in deep-seated value guidance for college
students.

4.4. Personality and Willing Dimension. Personality is a
general feature that an individual exhibits in the face of real-
life situations. However, recent research has demonstrated
that personality is not substantially correlated with cognitive
ability [36]. Intellectual characteristics, on the other hand,
are the main components of a psychological feature that an
individual displays in cognitive activities. In the cognitive
engagement in the IPTC, effectively guiding and utilizing the
personality and will factor of college students is an important
way to increase the effectiveness of the IPTC. It is not
difficult to understand that, in IPTC classrooms, most
teachers will use fascinating situational introduction
methods to arouse college students’ interest. 'e teachers
analyze college students’ personality characteristics based on
the overall judgment of the class, and they display certain
inspiration and clue guidance through their words when
students raise questions and express opinions. In essence,

Table 8: Linear analysis of cognitive engagement.

Model
Nonstandard
coefficient Standard coefficient t Significance

Collinearity
statistics R 2 F

B Standard error Beta Eigenvalue VIF

1

(Constant) 1.35 0.05 26.68 0.00 6.84
Attention and motivation 0.09 0.00 0.2 22.42 0.00 0.05 1.40

Behavior and value attainment 0.15 0.00 0.33 39.05 0.00 0.04 1.01 0.719 1699.351
Interest and practicality 0.15 0.00 0.40 47.84 0.00 0.03 1.00
Personality and will 0.15 0.00 0.37 44.33 0.00 0.03 1.00
Evaluation and time 0.15 0.00 0.39 46.18 0.00 0.02 1.00

Knowledge and motivation 0.10 0.00 0.25 25.09 0.00 0.01 1.40
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teachers actively direct students to participate in the overall
classroom organization from their aspects. 'is also means
that teachers should discover and observe students’ indi-
vidual performance in learningmaterials in a timely manner.
'e teachers should use vivid language to give thinking space
to those students who choose to listen and affectionate gazes
to encourage students who are eloquent and willing to
express and share their views.

4.5. Evaluation and Time Dimension. Recently, more and
more students start their IPTC learning online, which has
been explained to promote students engagement [37]. When
the assessment of the IPTC is an important method to guide
students to conscious learning, it may stimulate their en-
thusiasm for learning. However, the traditional ideological
and political education evaluation model focuses on assessing
students’ theoretical knowledge. 'is model reduces college
students’ interest in learning ideological and political edu-
cation courses and fails to comprehensively evaluate students’
actual ideological and political consciousness. Optimizing the
course assessment system and giving scientific student
evaluations would inevitably improve the traditional evalu-
ation model of ideological and political education; this ap-
proach would also construct a new, diversified three-
dimensional evaluation model. With the rapid development
of our society, social wealth has increased dramatically and
people’s lives have become more prosperous. Nonetheless, it
is undeniable that some social phenomena have also existed
(and even worsened) in our society during this transition
period, such as the gap between the rich and the poor, social
injustice, extravagance, and waste. 'e contradictions re-
flected in these phenomena are very inconsistent with the
values and social civilization advocated by the IPTC. 'e
impact on some college students will arouse irrational cog-
nition, causing these students to become ambivalent and
unwilling to invest their time and energy in the IPTC learning.
Also, this situation will put the study of the IPTC in an
awkward position.

4.6. Knowledge and Strategy Dimension. Strategies could
help optimize the work environment in terms of affordable
job demands and sufficient job resources as well as increase
personal resources, such as optimism, self-efficacy, and self-
esteem [38]. Subsequently, in the cognitive engagement of
the IPTC, political, ideological, academic, and professional
nature must be closely linked. Such a theoretical and highly
professional curriculum will inevitably involve the influence
of learning strategies, which will create an interactive in-
fluence between college students and teachers, students and
learning content, and among students themselves. Research
has demonstrated that the course could strongly support
students in training interest and the role of self-efficacy for
the course of study for task experiences and knowledge
development [39]. In the process of cognitive engagement,
teachers must actively adopt teaching strategies, while stu-
dents should respond with active learning strategies. All
parties should make their own adjustments, expand their
thinking, and flexibly use autonomous learning strategies
and goal-oriented strategies.

5. Conclusions

'rough the investigation and statistical analysis of this
research, the following conclusions can be drawn:

(1) 'e six fact dimensions affect college students’
cognitive engagement. Although college students’
cognition can be measured in different ways, com-
pared with emotional and behavioral engagement,
cognitive engagement is not so easily observed and
captured; cognitive engagement is actually relatively
hidden. Among the six multidimensional factors
through principal component analysis and factor
analysis methods, attention and motivation dimen-
sion, behavior and value attainment dimension,
interest and practicality dimension, personality and
will dimension, evaluation and time dimension, and
knowledge and strategy dimension are important

Cognitive Engagement

Attention

Motivation

Know
yourself

Know the
society

Know the
university

Behavior

Value
attainment

Interest

Practicality

Personality

Will

Evaluation

Time

Knowledge

Strategic

Figure 2: Important factors affecting cognitive engagement multidimensional optimization model.
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factors that influence college students’ participation in
the learning process of the IPTC. College students lack
motivation in IPTC learning. Some students show a
helpless state in their studies; they are unwilling to
devote their time and energy to learning, and they lack
understanding of the learning process. College stu-
dents have insufficient cognitive engagement and
motivation in the subject. Some college students at-
tach great importance to the beneficial value of the
course, and these students focus on the benefits that
the course brings to them. If the course has many
benefits, the enthusiasm for learning is strong; oth-
erwise, the enthusiasm is not high. Such serious in-
dividualism and utilitarianism exist.

(2) 'rough the descriptive statistical analysis method,
the scores of the six factor dimensions are all
greater than 6, indicating there is good overall
evaluation, in which the score of “personality and
will dimension” is the highest (M= 6.5837) and the
score of “knowledge and motivation dimension” is
the lowest (M = 6.3505). 'is finding indicates that
the “personality and will dimension” plays a rel-
atively important role among the factors influ-
encing college students’ cognitive engagement in
IPTC, while the “knowledge and motivation di-
mension” has a weak impact on cognitive en-
gagement. Teacher self-efficacy predicted later
work satisfaction via engagement and their initial
work satisfaction predicted later teacher self-effi-
cacy via engagement too [40]. Compared with
teachers’ self-efficacy beliefs, engagement, and
satisfaction directly and indirectly, the degree of
college students’ cognitive engagement in the IPTC
also determines the different senses of self-efficacy.
For example, the motivation dimension scores of
learning engagement are significantly higher
among students of “Project 985” and “Project 211”
universities than those of ordinary colleges. At the
same time, the scores of some “non-985” and “non-
211” universities in this aspect are significantly
lower than those of “Project 985” and “Project 211”
universities. 'e key majors of some colleges and
universities have also affected students’ cognitive
engagement. Students with a strong sense of pro-
fessional superiority have a higher degree of rec-
ognition toward the IPTC, and vice versa. During
the learning process of the IPTC, some students
have relatively low expectations of learning, which
also leads to a lower sense of self-efficacy. When it
comes to choosing learning tasks and making
learning plans, most students can arrange their
time to learn the most important content first.
Meanwhile, some students will skip the difficult
content and only master the content within their
capability, leading to different senses of informa-
tion interaction efficacy among students. 'ose
with a high overall evaluation of ideological and
political learning activities will, overall, have a
higher sense of efficacy in learning.

(3) 'rough correlation analysis and linear regression
analysis, there is a significant positive correlation
between cognitive engagement and other variables,
and the data R2= 0.719, F= 1699.351, and P≤ 0.001
show that the six variables play a positive role in
college students’ cognitive engagement. Factors such
as grade, status, and social experience will affect
students’ cognitive engagement in the IPTC. As far
as grades are concerned, senior students have su-
perior cognition and identification than those of
lower grades. In terms of identity, student party
members and student cadres have significantly su-
perior cognition and identification than ordinary
students. In terms of social experience, students with
rich experience in social practices have superior
cognition and identification than students who do
not participate in social practices. 'e reasons be-
hind these findings are worth reflection. In addition,
in the cognitive engagement of the IPTC, individual
goals do not play a sufficient role in the course; the
learners’ goals typically depend on whether they
believe they can change the status.

(4) A multidimensional optimization model of impor-
tant factors affecting college students’ cognitive
engagement in IPTC has been built.

From Figure 2, one can see that a multidimensional
optimization model on important factors affecting cognitive
engagement has been built in the paper. To improve the
effectiveness of the IPTC and enhance college students’ sense
of acquisition in the IPTC in terms of both future education
and teaching, teachers should adopt various effective ways to
continuously strengthen and reinforce college students’
cognitive engagement in the IPTC. Most important, teachers
and universes should let college students know themselves
and society. In this way, the uniqueness of the IPTC should
be reflected, and the basic principles of Marxism should be
used to arm college students’ thinking.'ere is a necessity to
combine students’ cognitive feelings with the learned con-
tents in a timely manner so as to achieve ideological en-
lightenment and guidance and to enable methodological
improvement. In this way, one can increase college students’
learning initiative and enthusiasm, integrate relevant edu-
cational resources, and make the IPTC a course that directly
hits the hearts of college students and truly displays the effect
of soul cultivation and education.
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In this article, data processing of a supply chain management system has beenmonitored using the Internet of Space (IoS) which can
be able to create possessions for managing the business process. In modern circumstances, many business inventiveness are trading
and exporting products on their possession, but in many cases, information on such manufactured products is not monitored in an
effective manner. To overcome the abovementioned issue, a precise model of monitoring several distributed products in supply chain
management has been introduced with high sustainability error reduction. -e framed model in the management process has been
integrated with the boosting algorithm, a type of machine learning algorithm where training dataset has been introduced ap-
propriately.-is variation in the incorporation of the boosting optimization process not only increases the efficiency of the proposed
model but also attempts to prove the success strategy under five different scenarios, where after sequential tests IoS model delivers
high improvement in the distribution process for an average percentile of 67% than the existing methods.

1. Overview on Internet of Space (IoS) in Supply
Chain Management

In day-to-day existence, the contrivance of data transfer is
varying, and more amount of storage space is needed for the
management process. Even after integration, most of the
online cloud storage applications can be able to provide low
storage whereat next period revitalization is necessary,
which is a high cost optimization development model. If all
these storage capabilities are lesser, then the sustainability
rate of the technological process is lesser at high error rate. If
such low susceptible methods are introduced in the supply
chain management process, then it becomes very difficult to

detect the movement of goods as it is a distribution process.
Even in the supply chain management process, the dis-
tributed process can be monitored using the image-based
technique, and they can be collected at different locations.
But the major substance in the supply chain management
process will be a new resource, which is framed in a natal
mode at low storage capability.

In the exploration of guileless, it has been deliberated
that IoS can be able to monitor the distribution of goods
using existing antennas without high installation cost.
Furthermore, IoS is used for analyzing significant data where
lasers are pointed in free space, thus providing good
communication in the management process. Even IoT can
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be used for the implementation of complex processes in
supply chain applications. But low cost of implantation is
not guaranteed, and error will be much higher, which leads
to inadequate susceptible process. To avoid such inadequate
process, old infrastructure can be converted to new detecting
and data transfer techniques using IoS. Moreover, this IoS
can be used as a backbone of any intelligent system as sudden
propagations can be stopped at short period of time.
-erefore, for a faultless distribution monitoring system, IoS
has been integrated which even provides high-quality
communication signals at remote locations shown in
Figure 1.

1.1. Correlated Applications. In this section, all inter-
connected works on Internet of Space (IoS) applications
have been discussed, which provides central ideas for the
formation of the proposed work. However, the application of
IoS has been updated from the Internet of -ings (IoT),
which provides high standard solutions to all problems
addressed in the supply chain management process [1]. For
providing solutions to an IoT process, big data analysis has
been made, and solutions are based on the simulation model
with a high variety of modifications with a newmathematical
setup model. -e solutions of the supply chain management
monitoring process have been well defined in this collab-
orative model as high efficiency is observed with the min-
imization of risk in supply chain disturbance. By using the
basic mathematical model, big data analysis has been further
developed for analyzing the behavior of every consumer [2].
-is type of model integrates regression analysis with the
high forecast in demand, and at the same time, it minimizes
the cost of installation. Also, a metaheuristic analysis on big
data has been made using different algorithms which opens
the path for innovative investigation in the areas of the
supply chain monitoring process. Furthermore, the inte-
gration process is expanded by analyzing the approach of the
data transfer technique which is referred to as the sustainable
processing capability [3]. In such viable conditions, the
parametric conditions such as the sustainability of data
transfer to a receiver should be checked in a way that the
integrated method should solve long-term problems that
exists in real-life situation. -e central system that provides
support for the viable supply chain management process can
be further classified with different adaptive mechanisms that
ensemble in the area of high technological features.

Since an adaptive mechanism provides efficient solu-
tions, it is also integrated for analyzing the effect of the smart
grid process [4], where the nonlinear programming model is
encoded for the optimization process. Even though the
process aims to provide quick solutions to all prosumers,
only implementation cost is observed with the distribution
process. Moreover, this type of distribution is assimilated
with the neural network which provides a solution to hidden
grid terminals on a large scale, and this type of network is
reliable to a greater extent. Another application that exists in
the field of IoS is monitoring the emission of carbon-di-
oxide that is present in all industrial processes with central
data distribution [5]. In this type of monitoring, authors

have suggested an effectual model by considering multiple
objectives, which reduces the effect of greenhouse gas, but
there is no vital indication on the implementation cost.
Conversely, case studies have been conducted in the Pareto
frontier for defining the best model that is suitable in the
real-time implementation process. Additionally, a review in
the area of IoS is explored in analyzing the set of scales for
Industry 4.0 where a diverse variable application has been
enhanced [6]. While analyzing the each set of scales, the
visibility level should be checked in a sensible manner, where
data should be interrupted correctly. -e abovementioned
approaches differ from existing [1–5] methods in the ab-
sence of RFID tags which is a cost-saving process in the
optimum method of creation of tags.

-e importance of IoT has been further deliberated by
considering 800 different journals which are developed as
bibliometric analyses [7]. Most of the mechanisms imple-
ment the process of co-concurrence procedure which is
specifically designed for industries and retail technology. By
comparing different conventional procedures in the supply
chain management process, more number of productions
can be detected using IoS. One major entity that needs to be
considered in IoS design is low-power networks [8] where, in
wireless networks with low power, more amount of data
should be transmitted at a short period of time. For every
time period, the number of transmitted data will be updated
as the process carried out using IoT by following the set of
designed protocols. -e procedure implemented in the low-
power wireless networks uses the Global Positioning System
(GPS) as an enhancement module for monitoring the goods
in the management process. But after comprehending that
GPS can be replaced with advanced systems, a review on
machine learning technique [9] which provides high-end
automation for the supply chain management system has
been deliberated. By using machine learning algorithms, all
monitored data will be updated in the central server;
therefore, all users can open the server with appropriate
encoded keys.

Still apprising instruments are required for providing
smart solutions in the supply chain management process;
hence, high-end instruments are designed, which can be
alleged as a smart model for the monitoring process [10].
Even if high amount of data is present in this kind of smart
model, all information on trailing goods is provided. A
separate numerical analysis has been carried out for
establishing a coordination model that forms a new design
strategy for future enhancing techniques [11], where
single and multiple objective cases are considered. Sub-
sequently, foundations on different algorithms are ana-
lyzed to model all networks, thus calculating the aggregate
percentage of probable decisions that are observed in real
time [12]. As a final point, it is essential to find the
tractability of the supply chain management process to be
implemented in real time; thus, two different types of
flexibility are designed such as organization and product
[13, 14]. -ese two types enable the uses of the cost that
provides an increase in the globalization of industries with
optimal investments in IoS, thereby ensuring efficient
worldwide operations.
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1.2. Research Gap. Most of the existing methods describe
only the impact of big data analysis using IoT for the supply
chainmanagement process bymonitoring the changes in the
distribution process. However, it has been witnessed that
most of the methods are only experimental case studies, and
even if implemented in real time, the distribution process
cannot be monitored with changes at implemented loca-
tions. Even for storage capacity, a cloud-based monitoring
system is not assimilated, which provides an abundant
drawback. Moreover, it has been identified that meta-
heuristic examination has been carried out with high-effi-
cient algorithms, but due to the lack of the distribution
process, very low efficiency is delivered.

1.3. Proposed Methodology. -erefore, to overcome the
abovementioned gaps and problems, a research problem has
been formulated using a new technique which is termed as
“IoS”.-emajor motive of implementing IoS is that there is no
prerequisite of the external cloud storage system, and all dis-
tribution processes can be easily monitored using the three-axis
coordinate system. -is diversity of changes is motivated from
settlement-based systems that exploit wireless technology, and
even it can be extended for sixth-generation systems. If a three-
axis coordinate system is framed, then the supply chain
management process can be monitored without any involve-
ment in the human recognition activity, and goods of all in-
dividual people can be examined at remote locations. Since
synchronization is essential, an optimization data transfer ap-
proachwhich is termed as “boosting algorithm” is included, and
efficiency is tested offline using MATLAB.

1.4.Objectives. -e new flanged examination strategy on the
application of the supply chain management process to
analyze the movement of the distribution process will focus
primarily on the following three major objectives:

(i) To implement an IoS-based three-axis coordinate
system in all industrial applications for monitoring
the distribution process

(ii) To formulate a control strategy for detecting the
association of goods with the secured data transfer
process

(iii) To integrate boosting algorithm with the three-axis
system for detecting the sustainability and pseu-
dorange of the optimization process

2. Mathematical Model of IoS for the Supply
Chain Management

-is section describes the mathematical model of the
Internet of Space for monitoring the supply chain
management process, where, in the first segment, fun-
damental equations that are related to IoS are formulated
using a defined pseudo range model where the satellite
images will be monitored periodically for 30-second
interval with a common reference clock. -is type of
measurement model can be framed as given in the fol-
lowing equation:

ϑi � 

n

i�1
Rin − Rs( ∗ speed of light, (1)

where Rin and Rs denote the interpretation of reading and
receiver clocks, respectively.

Equation (1) indicates that the difference between two
different clocks should be maintained within the pseudor-
ange limits, and it should be multiplied with the speed of
light which is equal to 299792458m/s. However, equation (1)
can be simplified using three different coordinate systems
with unknown positions as modeled in the following
equation:

Tag installation and
monitoring

Antenna broadcast
system

Sensing label co-
ordination process

IoS based cloud
monitoring and

storage

Routers and
digressions

Positioning of co-
ordinate sensors

Inward bound
deliverables

Expansion of mobile
management applications

Figure 1: Schematic depiction of the proposed model using IoS.
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where is, js, and ks denote the corresponding satellite po-
sitions, i, j, and k represent the receiver position that moves
with respect to satellite systems, and τs and τ denote the bias
clock and reference clock that are changed in a periodic
manner.

Since there is a necessity to determine linear equations,
actual observations of different time intervals are modeled in
the mathematical form and are given in the following
equation:

Oi � ϑi Rin, Rs(  + ni, (3)

where ni denotes the amount of noise that is present in
monitoring IoS system.

Equation (3) denotes that, original observations should
be present with the low noise correlation capability where
the positioning problem is solved with the exact linear
observation model. In real time, it is not guaranteed that
equation (3) will provide exact results; therefore, to reduce
the error, the covariance matrix will be modeled as given in
the following equation:

Ei �

σ2 · · · 1

⋮ ⋱ ⋮

1 · · · σ

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (4)

Since in IoS a rotation clock is implemented, it is nec-
essary to use a rotational matrix by considering latitude and
longitude constraints with the local coordinate system as
given in the following equation:

Δri � REiΔijk, (5)

where REi denotes the rotation matrix that is varied with
respect to equation (3). Δijk represents the normalized error
of all three coordinate systems.

Once the error matrix is found in the subsequent segment,
the process of control operation should be incorporated that
follows an integral technique with a dynamic system perfor-
mance improvement. -e control formulation for a dynamic
supply chain management system can be framed as

C(i) �
1
2


+τ

−τ
∈ (i) + ∈ (j) + ∈ (k), (6)

where ∈ (i, j, k) denotes the corresponding elements in all
three reference points.

Equation (6) indicates that integrative elements in all
corresponding points should be reduced to half for moni-
toring the supply chain management process. In equation
(6), the input needs to be entered, and the integral value of
the management system should be within each state limits.
Another important parameter for limiting the control
process is the energy consumption that is monitored during
supply chain management system, and it can be mathe-
matically given in the integral form as

ρ(i) �
1
2


τ

0
e
2de, (7)

where e denotes the total energy consumed by each node.
-e major reason for incorporating IoS in the supply

chainmanagement system is to check the level of variation in
the capacity and rate of production involved in the process.
-e aforementioned parameters can be modeled using the
following equation:

μi

zIi

zμ
� −φi

zIi

zφ
, (8)

where μ and φ denote the corresponding capacity and
production rate.

In the proposed method, IoS is incorporated for a
product management where the cost of implementation
depends on the changing capacity rate, and it can be cal-
culated using the following equation:

cost(i) � 
n

i�1

g(ijk)

φi

∀ IoS, (9)

where g(ijk) denotes the average number of goods that are
measured at three reference points using IoS.

Equations (1)–(9) represent all basic formulations for the
integration of IoS with the supply chain management ap-
plication process. All abovementioned equations are for-
mulated based on a control technique mechanism, thus
providing global solutions in terms of production rate and
capacity. -us, the objective function can be framed using
equations (1)–(9) as

obj(i) � min
n

i�1
ρ(i)EiC(i). (10)

-e above equation indicates the minimization problem
where a triobjective case study has been formed using
minimized values of error, controller, and energy values. If
all the parameters in triobjective functions are minimized,
then the three-axis coordinate system can be implemented in
real time with a great advantage of outpost-based images.
Moreover, in equation (10), cost terms can also be added for
the minimization process, which is much needed for
mortality.

3. Optimization Algorithm

In this section, a precise optimization algorithm for man-
aging the supply chain process in industries has been se-
lected where all feature predictions can be made much easier
using the boosting algorithm. -is type of boosting algo-
rithm is a type of machine learning algorithm where all
estimated values in different regions can be integrated in a
suitable manner. For any given input, the CatBoost algo-
rithm [15–17] provides an accurate output by solving a
different set of features where high loss can be controlled.
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Also, real-world application problems of the machine
learning algorithm have been conferred for enhancing the
intelligent process [16]. More quantities of data have been
grouped where the data-driven approach for effective so-
lutions has been secured for all industry authorities. With
this review process, the secured mechanism is extended for
detecting heart disease with big data on medical applications
[17]. Even early detection is possible with the continuous
observation of transience rate in humans, and the same
approach can be extended for different applications which
include supply chain management process. Since in the
supply chain management process data are provided in
different categories, this algorithm supports different cate-
gory data such as text and numerical. In addition, fraud data
can be detected, and it will be released in the next loop
category; thus, the time of implementation is reduced. Also,
training results in this type of boosting algorithm will be
much higher using different command-line interfaces. In the
starting segment of gradient boosting, constant values must
be provided which provides high step implementation for
further stages because 80 percent of the training set should
be divided and 20 percent of the dataset should be provided
initially. -e process of initiating constant values in stage 1
can be framed as follows:

θ(i) � 
n

i�1
πi, ∀ i∃n, (11)

where πi indicates the constant indicator function for all
values that exist in all different stages between i and n.

If equation (11) is integrated, then binary values should
be indicated that provides the training data information for
the boosting process. -is can be framed using the following
equation:

πi �
1, if i ∈ n,

0, otherwise.
 (12)

If the condition in (12) is gratified, then approximation
can be made with reduction of losses in overall network.
Furthermore, to simplify the equations, an approximate
function should be derived by combining equation (11) as

Zi � 
n

i�1
πt

, (13)

where πt indicates the sum of different approximations in
corresponding time intervals.

Equation (13) provides valuable information on periodic
time changes that are provided at different time periods. Since
more number of datasets are represented, it is necessary to
consider TimeDivisionMultiple Access (TDMA) in this type of
boosting algorithm. Furthermore, the update for every dataset
can be represented using the following equation:

|A(i)| �
min

i
e

t
i

e
t−1
i − e

t+1
i

, (14)

where et, et− 1, and et+1 represent the current, preceding, and
next time samples for exchanging periodic information.

Once the dataset has been updated, this algorithm has to
be integrated with the pseudorange model using the residual
function as follows:

ϑi �
z Rin, Zi( 

z Rs( 
. (15)

-e above equation indicates that the partial derivative
of the reading clock and time period of each sample should
be integrated for all corresponding pseudofunctions that are
provided in three different coordinate systems. -e step-by-
step implementation of the CatBoost algorithm is provided
in Figure 2, where it starts with the initialization of constant
set values and the output will be based on exact prediction.

4. Results and Discussions

In this section, all formulated problems will be implemented
with the projected algorithm, which in turn provides
valuable solution for all monitored parametric values. -is
process is usually processed with the communication
module which is termed as “transceiver,” one important
block for dispensation of hardware components. Since IoS is
involved for monitoring all manufacturing equipment in the
supply chain management process, an efficient hardware
platform with a satellite-based system is needed for calcu-
lating the values with conventional objective functions.
Furthermore, in this mechanism, there is no requirement for
using different codes that are used as a reference purpose for
identification. -e abovementioned process is carried out to
avoid misperception in all cases and the training set is
initialized for detecting five different scenarios.

Scenario 1: control formation with error reduction
Scenario 2: limpidity on periodic intervals
Scenario 3: time of scale sustainability
Scenario 4: intensification of data security
Scenario 5: cost of implementation
Scenario 6: estimation on competence utility

For all five different scenarios, monitoring is carried out
in both online and offline analyses, where, to understand the
results in real time, the grids are plotted using MATLAB.
Moreover, in MATLAB, all calculated component values are
combined and only graphs are plotted, but all outcomes are
observed in real time at periodic times in manufacturing
industries. In the residual section, a detailed explanation
about different scenarios is delivered.

4.1. Scenario 1. In this scenario, satellite systems are in-
stalled, and they are varied at different frequencies for the
establishment of control information. If control information
is established at an initial stage, then errors can be reduced in
phase 1; else, errors will transpire through all phases under
different paths, and as a result, due to high error values, the
observed parametric values will rise above the threshold
limit. -erefore, the control information is designed for all
three coordinate axes using equations (1) and (2), where the
reliability of the communication system is tested at two
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different levels such as bit- and packet-level systems. In these
two levels, if any failure is observed in equipped instruments,
then a request will be directed to the central fault-tolerant
system to delineate the probable limits. -us, after observing
the error values for different ranges of frequencies, Figure 3
is plotted using decibel values.

From Figure 3, it can be observed that a high degree of
protection is assured for the proposed method when compared
to existing methods [1]. To observe the parametric error values,
frequency ranges are varied from 10 to 10000 Radians per
second, and for each variation, error values are observed be-
tween −7 and −86decibels for both proposed and existing
methods. Fromoffline analysis, it ismuch clear that an indicated
marker for frequency of 1000 Radians per second provides an
abundant difference in the error values of the existing method,
as the proposed method delivers only low error values which is
equal to −18decibels. Since a high degree of accuracy is assured,
the proposed method with the boosting algorithm can be in-
tegrated in real timewith efficient control formation techniques.

4.2. Scenario 2. If error values are reduced in phase 1, then
transparency values for periodic times are calculated since
the values are observed directly from the universe with three

different axes. -is scenario is considered primarily for
monitoring all public organizations as the number of in-
struments is higher, and they are positioned using mobility
nodes. Since the nodes are moving at different scales,
transparency will be varied and a high amount of percentage
values determines the efficient method. In case if the demand
for different utensils rises, then a communication tool can be
installed at an isolated subdivision to provide solutions for
all raising issues with different constraints. For providing
comprehensible results, the periodic time values are plotted
in Figure 4.

From Figure 4, it can be perceived that, for different time
periods, the percentage of transparency is calculated at a
growing self-sufficiency mode. For monitoring the proposed
mechanism, the time period is considered between 60 and
360 seconds, and it is found that the percentage of trans-
parency is maintained at a constant rate when the proposed
method is integrated with the boosting algorithm as the
training dataset is implemented in a precise manner. If the
training set is varied, then the transparency level will also
vary, but in case if training dataset is not included, then error
values will rise, and as a result, it will affect the transparency
values. Furthermore, Figure 4 provides a clear indication
that the transparency value of the existing method [1] is
maintained only at 65 to 75 percentage whereas, for the
proposed method, the transparency values are conserved at
92 to 96 percentage, which is much higher than that of the
existing methods.

4.3. Scenario 3. -is scenario evaluates the amount of
maintainable rate that can be handled by IoS modules. Since
the lifetime of the proposed method should be at least
10 years, it is necessary to arrange for an appropriate power
supply subsystem. -e major need for this power supply
module is that the data-centric process will work efficiently
when the power supply is designed in a precise manner.
Also, sustainability can be evaluated based on different time
periods, but in the first stage battery, life time should be
improved for sustainable operation. Furthermore, the
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central station should be designed using both transmitter
and receiver modules that will be integrated using sufficient
constraints. In the proposed method, three-axis coordinate
systems are provided; therefore, a high sustainability rate
should be observed which prevents the failure of the data-
centric process. -e observed sustainability rate is plotted in
Figure 5.

From Figure 5, it can be detected that sustainability
which is expressed in Kilo Watts per hour is determined in a
varying rate using different time scales. For the small-time
period monitoring, the time scales are taken between 60 and
360 seconds, and for each period, the rate of sustainability is
maintained. Moreover, it is sensible that if the sustainability
rate is maintained within 1 Kw/h, then the efficient oper-
ation of IoS is assured. -is is possible in the proposed
method because for a periodic time, the IoS is sustainable at
0.8 Kw/h, but with the same time period, the existingmethod
[1] is sustainable at 4.3 Kw/h. -is proves that the proposed
method can able to sustain at low power and at low
frequency.

4.4. Scenario 4. -e foremost constraint for any IoS model is
to check the percentage of data that will be secured during
the data transfer stage. -e security of data is calculated
based on the average percentage received from all coordinate
axes; hence, if more amount of encryption keys is added, the
data can be secured further. But the main challenging task in
this type of application is due to the implementation of the
wireless medium, and low security measures are provided
for all fundamental operations. However, in the proposed
method, since directional antennas are used, signals will be
transferred in all directions; therefore, high security threats
are present.-us, the percentage of data security is measured
and is plotted in Figure 6.

Figure 6 provides sufficient solutions for the average
percentage of data that is integrated with the boosting al-
gorithm. In the proposed method, the average data is
considered between 2000 and 10000meters, where for each

meter, data security at all three axes is calculated. In case if
the average data rate is considered as 6000meters, then the
security of data for the existing method will be 68 per-
centage, whereas, for the proposed method, 85 percentage of
data is secured. Moreover, for all average data rates, the
proposed method secures the data for more than 80 per-
centage, thus resulting in achieving efficient safeguard of
data.

4.5. Scenario 5. In the proposed method using IoS, the cost
of implementation will not be much similar to the basic IoT
mechanism as three coordinate axes need to be designed
with satellite installation. -erefore, the cost of imple-
mentation will be higher when compared to IoT, but
monitoring performance will be higher. -us, the cost pa-
rameter for installation can be contented to some extent of
available resources. In the proposed method, the cost of
implementation is calculated based on the capacity rate of
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available resources. -e analyzed value for the imple-
mentation of the cost parameter is shown using a three-
dimensional bar graph in Figure 7.

Figure 7 indicates the installed capacity in grams which is
varied from 800 to 7800, and for these varying capacities, the
cost of installed units is calculated. It is evident from the
horizontal bar that the cost of installation of the more
number of units in the proposed method is much lesser than
that in the existing method. For example, if the capacity of
installed units is 5000 grams, then the cost of installation is
13765 INR for the proposed method, whereas, with the same
amount of capacity, the existing method implements a cost
of 11378 INR which is one percentage higher than the
existing methods. -is indicates that the performance of the
proposed method is higher at low cost of installation.

4.6. Scenario 6. In this scenario, the best fitness function is
calculated by varying the number of variables, where
depending on the weight of each integrated outposts, further
the values will be maximized at the output. Every value of the
fitness score is denoted for each variable; hence, a separate
value is assigned, and an individual model is created using
equation (10). In addition, for the modeled scenario, a time-
based solution is provided which makes multiple tasks to be
performed at the same time. Also, a three-axis coordinate
system which specifies a Boolean representation is made
with the help of historic data in the optimization problem.
After integrating the projected objective with different case
studies, the fitness function is evaluated in MATLAB and is
deliberated in Figure 8.

From Figure 8, in the first stage, it can be seen that the
number of generations is observed per second and a sub-
sequent variable design is made. In the next stage, depending
on the designed variables, fitness function is observed where
in the proposed method values are found to be less than 0.5
which indicates a best fitness function is achieved at low

generated values with 100. Moreover, a unique model has
been designed for achieving this fitness function, and an
unrestricted mode is switched on at different dynamic po-
sitions. At the final stage, the generated process is encoded
with different values where it will be converted from outpost
values to normally generated values.

5. Conclusions

Based on the awareness of supply chain management in
the distributed system, an IoS procedure for the system
model has been introduced in this article. In the proposed
method, a new measurable model for the supply chain
management process has been deliberated where all
imports and exports can be monitored with the help of a
three-axis coordinate system. However, this type of
system can be established, and they can be able to monitor
the abovementioned management parameters since the
method has been extended from IoT. But the major
demand is controlling the error during such monitoring
process in public administrations as a small error will
cause the system to obscure. -erefore, exertions have
been taken for reducing the error of measurement at
periodic intervals, and the percentage of sustainability
has been extended by installing the IoS route with the
boosting algorithm. By comparing the proposed method
with the existing one, the investigation has been extended
with several new parameters, and in addition, the pro-
posed method has not only stopped in the stage of
monitoring. -is proves that the projected technique is
implemented not only for monitoring, but also to solve
real-time problems, efforts have been taken, and after
comparing five different scenarios with the existing
method, the proposed method proves to be much efficient
in terms of sustainability and error reduction.

Data Availability

-e data used to support the findings of this study are
available from the corresponding author upon request.
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In this paper, we broadly generalize the assignment auction algorithm to solve linear minimum cost network flow problems. It is
significant to establish a market-based compensation mechanism by way of conservation auctions based on peasant households’
willingness, which can promote the innovation of ecocompensation policies, green development, and balanced growth. Using the
survey data collected from 453 households within 3 national pilot counties in ecologically fragile regions in northwest Liaoning for
the Sloping Land Conversion Programme, measuring peasant households’ willingness to accept ecocompensation through sealed
auctions, we built a database through cloud computing to realize information collation and query and applied the Heckman’s
Two-Step Model to study the impact of risk preference, social capital, cognitive preference, land parcel characteristics, and family
endowments on farmers’ willingness to participate in protection auctions and their bid prices. *e results reveal that the average
bid price of peasant households in the ecologically fragile region in northwest Liaoning for the Sloping Land Conversion
Programme is annually 274.5 yuan per mu and that risk preference and social capital have positive impacts on peasant households’
willingness to participate in conservation auctions and on their bid prices, cognitive preference has a positive impact on peasant
households’ bid prices in conservation auctions, and land plot characteristics have a negative impact on peasant households’ bid
prices in conservation auctions. It is suggested that ecocompensation policies should be optimized with such methods as lowering
peasant households’ perception of high risks, setting role models for them to follow, and strengthening their perception of the
environment, income, and property rights.

1. Introduction

Ecocompensation is a willingness-based transaction mech-
anism, where ecosystem service (ES) buyers/users/benefi-
ciaries make direct and contractually agreed payments to ES
providers [1]. Payment standards that influence incentive
effects are always the core of policy design [2]. As a landmark
project in the course of China’s ecological conservation,
research on ecocompensation standards for the Sloping
Land Conversion Programme (SLCP) made by scholars with
the ES value method [3, 4], contingent valuation method
(CVM) [5, 6], choice experiment method (CE) [7], and
opportunity cost approach (OCA) [8, 9] has been running
through all the phases of programme implementation.
Nondiscriminatory compensation standards based on

opportunity costs for the SLCP have the advantages of
openness, transparency, and easy operation, but they also
have the problem of information asymmetry between ES
providers and users [2], which leads to either insufficient
compensations lower than ES providers’ opportunity costs
or inefficient overcompensation transactions.What is worse,
recultivation in major grain producing areas and reclama-
tion in barren areas occur even more frequently due to
hidden action caused by moral hazard [10].

In order to reduce informational rents generated by
heterogeneity in opportunity costs, Ferraro proposed three
solutions: gathering information relevant to opportunity
costs, revealing peasant types by screening contracts, and
using conservation auctions [11]. As an effective market-
based policy tool, the mechanism of conservation auction
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allows ES providers to express their opportunity costs ac-
tively through specific mechanism desig, and ultimately
improve ES programs’ fund use efficiency [12].

*e mechanism of conservation auction was first used in
ecocompensation practices in developed countries, includ-
ing the BushTender Trial (BTT) in Australia and the Con-
servation Reserve Program (CRP) in the United States
[13, 14]. Several cases of peasant households’ participation in
conservation auctions were also found in developing
countries such as Indonesia, Malawi, and Kenya [15–17].
*ereafter, a few scholars in China started their research on
conservation auctions [18–20].

An overview of key theoretical and laboratory studies on
the mechanism of conservation auction by scholars at home
and abroad reveals three problems that are worth noticing.
First, there is a lack of theoretical research to reveal ES
providers’ opportunity costs. Second, there is currently little
relevant research on unobservable factors featuring het-
erogeneity in ES providers [21]. *ird, it still needs to be
verified whether the mechanism of conservation auction can
be used as an effective policy tool to solve environmental
issues in developing countries.

To bridge the existing research gaps summarized above,
this article takes the Sloping Land Conversion Programme,
one of the biggest ecocompensation programs in the world at
present, as an example to reveal peasant households’ real
opportunity costs through the mechanism of conservation
auction, which is expected to provide a valuable reference for
China’s innovation of ecocompensation policies and its
establishment of a long-term effective ecocompensation
mechanism.

What makes this research innovative primarily lies in
three aspects. First, the opportunity costs offered by peasant
households for plots of land were taken as an essential in-
dicator of ES provider heterogeneity to examine how peasant
households’ opportunity costs affect their participation in
conservation auctions, which lays a foundation for the es-
tablishment of discriminatory ecocompensation standards.
Second, based on Heckman’s Two-Step Model, we study the
impacts of unobservable factors including risk preference,
cognitive preference, and social capital on peasant house-
holds’ willingness to participate in conservation auctions,
which is also innovative to some extent. *ird, our study on
SLCP ecocompensation with the conservation auction
mechanism expands the range of applying the conservation
auction mechanism in developing countries.

2. Research Design

2.1.)eories and Hypotheses. In 1997, Latacz-Lohmann and
Van der Hamsvoort developed a hypothetical program to
verify that the conservation auction mechanism can sig-
nificantly promote the program’s cost-effectiveness [12].
*ey concluded that an ES provider’s bid price is formed
based on a balance between net income and the probability
of winning the bid, that the tender decision is made on the
basis of the ES provider’s expectation on the highest price
acceptable to the government, and that the optimal bid price
is the one that maximizes the expected utility or gain from

the auction. Existing findings disclose several individual
characteristics that affect an ES provider’s tender decision,
including his age, race, education, residence, etc. [21].

Risk preference is a key factor affecting SLCP peasant
households’ decision-making behavior [22]. When examining
the issue of risk difference, Latacz-Lohmann and Van der
Hamsvoort divided peasant bidders into two types: risk neutral
and risk averse, arguing that risk averse bidders tend to lower
their bids to increase the probability of winning the bid [12]. In
reality, ES providers represented by peasant households are
mostly the risk averse type, and there are even highly risk averse
peasant households who refuse to participate in conservation
auctions [23]. Cognitive preference also has impacts on SLCP
peasant households [24]. When bidding in conservation
auctions, those with relatively higher levels of environmental
perception know better the importance of ecological services
and therefore tend to increase their tender prices to earn in-
formational rent [25]. According to )e Rational Peasant by
Schultz [26], peasant households’ decision-making behavior is
profit-driven, and the bid prices offered by peasant households
in conservation auctions are positively correlated with their
perception of income. As an importantmeans tomake external
and public goods become internal and private, clarification of
property rights is of positive significance to promote peasant
households’ management and conservation of natural re-
sources [27]. Influenced by the endowment effect, peasant
households having a better perception of property rights tend
to offer higher tender prices [28]. As a sort of group charac-
teristic, behavior, or outcome, social capital affects individual
behavior or outcome [29]. Whether an individual possesses
social capital or not decides his amount of right to speak or to
make decisions. *erefore, participants with rich social capital
tend to be in a more advantageous position in conservation
auctions [30, 31]. Land is the most important means of pro-
duction for peasant households, and plots of land are basic
units for the SLCP. Peasant households make their bids based
on the opportunity costs of land plots [25]. *ey tend to offer
higher bid prices for good-quality land plots with higher op-
portunity costs. In this article, four hypotheses are summed up
and proposed as follows:

H1: peasant households’ bid prices are positively cor-
related with their risk preference
H2a: peasant households’ bid prices are positively
correlated with their perception of the environment
H2b: peasant households’ bid prices are positively
correlated with their perception of income
H2c: peasant households’ bid prices are positively
correlated with their perception of property rights
H3: peasant households’ bid prices are positively cor-
related with the social capital they own
H4: peasant households’ bid prices are positively cor-
related with the opportunity costs of their land plots

2.2. Data Sources. *e Sloping Land Conversion Program is
a major policy decision made by China to improve the
ecological environment and build an ecological civilization
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[32]. As one of the top ecologically sensitive zones in China,
the ecologically fragile region in northwest Liaoning has
finished one-fifth of Liaoning Province’s SLCP work in the
first round. *e data of this article are sourced from the field
survey made by the research team between 2019 and 2020 in
3 national SLCP pilot counties in the ecologically fragile
region in northwest Liaoning, namely, Zhangwu, Beipiao,
and Jianchang, involving 18 villages 6 townships. With the
method of stratified sampling, the research team first se-
lected 2 townships at random from each county and then
selected 3 villages from each township at random for the
survey. Ultimately, 480 households who participated in the
first round of the SLCP were drawn as samples, and finally
453 valid questionnaires were sorted out, accounting for
94.4%.

2.3. Research Design. How conservation auctions are
designed directly affects the effect of implementing the
SLCP, which is supposed to reveal peasant bidders’ real
opportunity costs and avoid possible moral hazard caused by
fraud [33]. Referring to the study by Han Hongyun and Yu
Yonghong [7], this research is designed to adopt a sealed bid
procurement auction to give peasant households continuous
compensation for the SLCP. *e use of a single-round
auction permits a direct observation of the field experiment
results of the conservation auction, which helps relieve
participants’ tiredness and cognitive load in the survey and
meanwhile reduce the management and transaction costs of
the auction [34, 35]. Auction payment rules mainly include
discriminatory price auctions and uniform price auctions.
Discriminatory pricing is closer to bidders’ real costs, and its
cost-effectiveness performs better on the whole [36, 37].
Before each auction, the researchers explain in detail the
auction process to avoid abnormal bidders. *e auction
design in this article is shown in Table 1.

2.4. Research Methodology

2.4.1. Query of Farmers’ Bidding Information under Cloud
Computing. According to the bidding information re-
sources, cloud computing technology is used to divide the
integrated information resources into multiple subsets
according to the attributes of the information relationship.
After the division is completed, the database construction is
completed in a bottom-up manner.

Adopt SQL SERVER 2000 database management system,
call the distributed information integration function in the
database, and coordinate the management of the database
through cloud computing technology. Design four query
methods:

(1) Uncertain query: In the database, there are two types.
One is that the query information is stored on a
certain node. When the word “query completed”
appears, the query ends; the other is that the query
information is stored on multiple nodes. Based on
the first query, I want to continue to query and
obtain information.

(2) Combined query: Divide the query information in
more detail, and define query D as shown in the
following formula:

D � d1 ∪ d2 ∪ · · · ∪dn. (1)

In the formula, d1, d2, ...dn represent atomic queries.
Atomic query is to store all query results on a node,
that is, to obtain the data at that point.

(3) Connect query: the connection query in the database
is divided into two connection queries and multiple
connection queries. In the first type, two connection
queries, the query information is defined as follows:

D � d1 ∞ d2. (2)

In the formula,∞ represents the connection symbol.
*ere are three query results shown in the following
formula:

TD ≈ Td1 ≈ Td2 orTD ≈ Td1 andTD>Td2. (3)

In the formula, T represents the record information;
TD, Td1, and Td2, respectively, represent the record
number of D, d1, and d2. *e second is multi-
connection query; the query information is defined
as follows:

D � d1 ∞ d2 ∞ · · · ∞ dn. (4)

Reduce the redundant data in the database; at the
same time, connect the atomic query with the node
to complete the information query.

(4) Compound query:*e composite result of the merge
and join query is shown in the following formula:

D � F d1, d2, · · · , dn( . (5)

In the formula, F represents the function composed
of ∞ and ∪.

After completing the above steps, the database con-
struction and information query can be realized.

2.4.2. Peasant Household Bidding Model. Supposing there
are N peasant households participating in the government’s
compensation for the SLCP, the bid price and opportunity
cost of Peasant Household i are, respectively, bi and δi. *en,
the objective function and the optimal strategy of Peasant
Household i in the discriminatory auction are summed up as
follows.

*e objective function of Peasant Household i is

max
bi


i

� bi − δi( Ei P bi ≤ bn(  . (6)

*e optimal strategy of Peasant Household i is

b
∗
i � δi −

Ei P bi ≤ bn(  

zEi P bi ≤ bn(  /zbi|bi�b∗
i

. (7)
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2.4.3. Heckman’s Two-Step Model: )e Mechanism Affecting
Peasant Households’ Bid Decision-Making. Referring to
relevant research on Heckman’s Two-Step Model [38], the
current study divides peasant households’ bid decision-
making process into two steps in the current study. *e first
step is that peasant households make decisions on whether
to participate in bidding and their willingness to do that is
defined as a binary choice variable between 0 and 1; the
second step is that peasant households who are willing to
participate in bidding make decisions on their bid price,
which is a continuous variable. *e model is set as follows:

Zi �
0, Z

∗
i ≤ 0,

1, Z
∗
i > 0,

⎧⎨

⎩

Zi � a0 + a1Xi + a2Ci + a3Di + εi,

Yi � b0 + b1Xi + b2Ci + b3λ + μi

unobservable, Zi � 0,

observable, Zi � 1.


(8)

Formulas (1) and (2) constitute the selection model for
Heckman’s first step, and formula (3) is the result model of
Heckman’s second step. In formula (1), Z∗i is the latent
variable of peasant households’ willingness to bid. If Z∗i ≤ 0,
then Zi � 0; otherwise, Zi � 1. In formula (2), Xi is the core
explanatory variable affecting peasant households’ bidding,
Ci is the control variable, Di is the identification variable,
and εi is the error term. In formula (3), Yi is the peasant
household’s bid price, λ is the inverseMills ratio, and μi is the
error term.

2.5. Variable Selection. In accordance with the research
objectives, a peasant household’s willingness to bid and bid
price are chosen as explained variables, while a peasant
household’s risk preference, social capital, cognitive pref-
erence, and land plot characteristics are chosen as the core
explanatory variables. According to theoretical research on
behavioral economics, a peasant household’s risk prefer-
ence can be measured directly [39]. In this research, 2
indicators of risk preference, namely, planting risk and
investment risk, are selected through combining the
management characteristics of peasant households in-
volved in the SLCP. Referring to the study made by Liao
Peiling and other scholars [40], perception of the envi-
ronment, perception of income, and perception of property
rights are selected as 3 indicators of cognitive preference.

Based on the research by Lv Qian andWang Xin [41], social
prestige, social network, and social participation are se-
lected as 3 indicators of social capital. Referring to the
proxy variables of ES opportunity costs proposed by Kosoy
and other scholars [42], taking the ecological and economic
benefits of a land plot into account, quality of the land plot,
income of the land plot before conversion, and slop of the
land plot are selected as 3 indicators of land plot charac-
teristics. Control variables include low-income households,
age of the head of household, health status of the head of
household, education of the head of household, political
status of the head of household, household labour, per
capita annual income of household, proportion of the SLCP
income, area of arable land, and area of converted land.
According to the requirement of Heckman’s Two-Step
Model, identification variables should be chosen from the
conditions that have significant impacts on willingness to
bid but insignificant impacts on bid prices. To this end,
proportion of SLCP peasant households in the village is
selected as the identification variable due to two consid-
erations: on one hand, peasant households are more likely
to participate in conservation auction when there are
higher proportion SLCP peasant households in the village;
on the other hand, the proportion of SLCP peasant
households in the village could not be likely affecting the
individual peasant household’s bid prices. *e variables
description and descriptive statistics are shown in Table 2.

3. Results and Analysis

3.1. Analysis of Results. Per capita income of household and
income of the land plot before conversion are processed with
logarithm to eliminate errors. *en, due to VIF, the two
variables, income of the land plot before conversion (after
logarithm) and soil quality, fail the test for multicollinearity.
*e first step is to construct the Probit regression model and
calculate the inverse Mills ratio λ; the second step is to put
the inverse Mills ratio λ into the least squares regression
model with bid price as the dependent variable. *e results
show that the inverseMills ratio λ is statistically significant at
the 10% level, which implies sample selection bias exists and
Heckman’s Two-Step Model is applicable. Pseudo-R2 of the
Probit model is 0.424, and R2of the OLS model is 0.505,
which indicates a good fit between the twomodels. Results of
the two regression models are shown in Table 3.

*e estimated results of Heckman sample selection
model are summarized as follows:

Table 1: Design of conservation auction.

Payment type Discriminatory auction
Bid setting A reserve price is set
Auction type Sealed bid procurement auction
Auction budget Unknown
Auction rounds 1 round (a trial before the formal experiment)
Number of bidders Fixed
Bid unit 1 mu
Decision-making
environment

Peasant households make individual decisions in their own places of residence, without any exchange of other
information between households during the whole decision-making process
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Table 2: Variable description and descriptive statistics.

Variables Variable definition and description Mean Standard
deviation Minimum Maximum

Explained variables
Peasant household’s
willingness to bid

0� unwilling to participate in bidding; 1�willing to
participate in bidding 0.786 0.411 0 1

Peasant household’s bid
price Peasant household’s bid price (yuan/mu) 274.535 125.824 50 650

Core explanatory variables
Risk preference

Planting rick
Willingness to plant new varieties of crops: very

unwilling� 1, unwilling� 2, no opinion� 3, willing� 4, very
willing� 5

2.980 1.359 1 5

Investment risk
Willingness to make high-risk investments: very

unwilling� 1, unwilling� 2, no opinion� 3, willing� 4, very
willing� 5

2.459 1.223 1 5

Social capital
Social prestige Is there any village cadre in the household: yes� 1, no� 0 0.099 0.299 0 1

Social network Number of relatives in the village (households): 0∼5�1,
5∼10� 2, 10∼15� 3, 15∼20� 4, >20� 5 2.402 1.538 1 5

Social participation Participation in village affairs: seldom� 1, occasionally� 2,
sometimes� 3, often� 4, always� 5 2.461 1.190 1 5

Cognitive preference

Perception of the
environment

*e SLCP helps improve the ecological environment:
strongly disagree� 1, disagree� 2, no opinion� 3, agree� 4,

strongly agree� 5
2.263 0.921 1 5

Perception of income
*e SLCP helps improve household income: strongly

disagree� 1, disagree� 2, no opinion� 3, agree� 4, strongly
agree� 5

2.667 1.192 1 5

Perception of property
rights

Management and conservation of the converted land each
year (times): 0∼20�1, 20∼40� 2, 40∼60� 3, 60∼80� 4,

>80� 5
1.782 1.216 1 5

Land plot characteristics

Quality of the land plot Soil quality: very bad� 1, bad� 2, medium� 3, good� 2, very
good� 5 2.512 1.384 1 5

Income of the land plot
before conversion Net income of the land plot before conversion (yuan/mu) 309.117 134.714 50 680

Slope of the land plot
Slope of the land plot: flat slope (0°∼5°)� 1, gentle slope
(6°∼15°)� 2, moderate slope (16°∼25°)� 3, strong slope

(26°∼35°)� 4, very strong slope (>35°)� 5
1.962 1.158 1 5

Control variables
Low-income household Low-income household: yes� 1, no� 0 0.245 0.431 0 1
Age of the head of
household Actual age of the head of household (years) 54.731 8.457 25 70

Health status of the
head of household Good� 1, medium� 2, bad� 3 1.651 0.780 1 3

Education of the head
of household

Illiterate� 0, primary� 1, junior high� 2, secondary and
senior high� 3, junior college� 4, college and above� 5 2.645 0.764 1 5

Political status of the
head of household A party member or not: Yes� 1, No� 0 0.139 0.346 0 1

Household labour Household labour within the 18–60 age range� 1, household
labour below 18 and above 60� 0.5, other cases� 0 1.961 1.095 0 5

Per capita annual
income of household

≤5, 000 yuan� 1, 5,000–10,000 yuan� 2, 10,000–20,000
yuan� 3, 20,000–30,000 yuan� 4, >30,000� 5 11987.385 9006.979 633.667 65075

Proportion of the SLCP
income

Proportion of the income from the SLCP to the gross
household income (%): 0∼5�1, 5∼10� 2, 10∼15� 3,

15∼20� 4, >20� 5
1.647 1.290 1 5

Area of arable land Area of arable land owned by the household: mu 12.996 16.036 0 115
Area of converted land *e area of converted land owned by the household: mu 5.268 5.278 0.5 46
Identification variable
Proportion of SLCP
households

Proportion of households participating in the SLCP to the
total number of households in the village (%) 0.364 0.029 0.269 0.427
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(1) Risk preference: Although only investment risk
significantly affects the probability of peasant
households’ willingness to participate in the con-
servation auction, both planting risk and investment
risk are positively correlated with peasant house-
holds’ bid prices at 5% significance level. *is sug-
gests that more risky peasant households are more
willing to participate in conservation auctions and
choose higher bid prices at the cost of reducing the
probability of winning the bid.

(2) Social capital: Social prestige is positively correlated
with peasant households’ willingness to make a bid
in conservation auctions at 5% significance level,
which indicates village cadres are more willing than
common peasant households to accept the policy
design of taking conservation auctions as a means of
ecocompensation payment; social participation has a
positive impact on peasant households’ bid prices at
5% significance level, which suggests that rural ca-
pable people who participate more in social activities
are willing to achieve higher bid prices bymaking use
of the resources and information in hand.

(3) Cognitive preference: *e perception of the envi-
ronment, income, and property rights, passing the
5% level, 10% level, and 5% level significance test,
respectively, is positively correlated with peasant
households’ bid prices, which indicates that peasant
households’ perception of the ecological and eco-
nomic benefits of the SLCP significantly promotes
their bid prices in the conversation auction and that
peasant households are more willing to choose rel-
atively high bid prices when engaging more in the
management and conservation of land plots under
conversion to forests due to the influence of their
perception of property rights.

(4) Land plot characteristics: As an indicator with dual
attributes of generating both ecological and eco-
nomic profits attributes, slope, is negatively corre-
lated with peasant households’ bid prices at 5%
significance level, which indicates the stronger the
slope of an SLCP land plot is, the less income it
generates from planting before the implementation
of the SLCP and the lower bid prices peasant
households tend to offer when considering its op-
portunity costs.

(5) Control variables: *e age of the head of household
has a significantly negative impact on a peasant
household’s willingness to bid and bid prices, passing
the 5% level and 1% level significance test, respec-
tively. *at suggests, with their ages growing and out
of consideration for stable income, the peasants tend
to lose their enthusiasm for participating in con-
servation auctions and choose relatively low bid
prices for higher probabilities of winning the bid.*e
health and political status of the head of household
are positively correlated with his willingness to bid,
passing the 5% level significance test. *e results

indicate that a good health is the basic guarantee of
peasants’ participation in bid auctions and fulfill-
ment of auction contracts and that peasant house-
holds with Party members are more active in
participating in conservation auctions. *e area of
arable land has a negative impact on peasant
households’ willingness to bid but a positive impact
on their bid prices, which suggests SLCP peasant
households with rich arable land resources are not
very willing to participate in conservation auctions
but they are driven by economies of scale to choose
relatively high bid prices.

(6) Identification variables: *e proportion of SLCP
peasant households has a positive relationship with
peasant households’ willingness to bid, passing the
1% level significance test, which indicates peasant
households in the villages with higher proportions of
households engaged in the SLCP are more willing to
participate in conservation auctions. But this ratio
has no significant impact on bid prices, which
suggests the identification variable has been selected
appropriately.

3.2. Suggestions on Optimizing Ecological Compensation.
Strengthen the information publicity of ecological com-
pensation policy, make the incentive policy open and
transparent, reduce farmers’ awareness of the high risk of
ecological compensation, improve farmers’ enthusiasm for
participation through incentive policy, set up property right
knowledge lectures, and enhance farmers’ awareness of
property rights. At the same time, it is best to establish
ecological compensation projects in the surrounding areas,
so that farmers can understand the relevant information of
ecological compensation in the surrounding areas, deepen
their understanding of ecological compensation, and en-
hance their willingness to participate in ecological
compensation.

*e diversification of farmers’ income sources will also
promote the implementation of ecological compensation
policy. With the development of information society,
farmers’ demand for labour transfer is increasing day by day.
*ey often struggle between continuing farming and going
out to work. Generally speaking, the higher the education
level, the faster the ability to accept new things. *erefore,
for farmers with higher education, their vision and thinking
are also broader. *ey are more able to look at the ecological
compensation policy from an objective perspective, which
can often play a role model and drive other farmers to
participate. At the same time, the government should in-
crease support for sideline and migrant work other than
farming, based on the necessary help of farmers, which is
also conducive to increasing farmers’ confidence in the
government, so as to improve farmers’ participation in
ecological compensation policies. In the process of imple-
menting the ecological compensation policy, we can also
vigorously support the development of organic agriculture,
improve the protection of the ecological environment, de-
velop low-carbon organic agriculture, fundamentally
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improve the agricultural economic benefits, and promote the
sustainable development of economy and society through
the ecological compensation policy.

4. Conclusion and Discussion

Our results show that the average bid price of peasant
households in the ecologically fragile region in northwest
Liaoning for the Sloping Land Conversion Programme is
annually 274.5 yuan per mu, close to the net income of 309.1
yuan per mu before the SLCP and also close to the com-
pensation standard of 300 yuan per mu for the new-round
SLCP [32]. It is 3.05 times the subsidies for the consolidation
period of the first-round SLCP. As the important subjects to
implement and manage the SLCP, 78.6% of peasant
households are willing to participate in conversation auc-
tions, which indicates means of compensation based on the
willingness of peasant households are easier to be accepted,
among them, the query function constructed by cloud
computing provides convenience for farmers to obtain in-
formation to a large extent. Risk preference and social capital
have positive effect on peasant households’ willingness to bid
in conservation auctions as well as on their bid prices;
cognitive preference has positive effect on bid prices in
conservation auctions; land plot characteristics have nega-
tive effect on bid prices in conservation auctions; of the

factors of family endowment, the age of the head of
household has significantly negative effect on peasant
households’ willingness to bid and on their bid prices, the
health and political status of the head of household has
positive effect on the peasant household’s willingness to bid,
and the area of arable land has negative effect on peasant
households’ willingness to bid but positive effect on their bid
prices. According to these findings, it is advised to improve
ecocompensation policy design following peasant house-
holds’ willingness, lower SLCP peasant households’ risk
perception, give play to the leading and exemplary role of the
village Party branch, the village committee, village cadres,
and active management participants, strengthen peasant
households’ perception that the SLCP helps improve the
environment and income, and encourage peasant house-
holds’ management and conversion of the converted land
through the design of conservation auction contracts.

*is paper uses protective auction mechanism to solve
the problem of information asymmetry. At the same time, it
is innovative to use cloud computing to establish a database,
realize information query, facilitate farmers, and establish an
ecological compensation standard based on farmers’ real
opportunity cost. However, this paper only selects the in-
formation of 453 farmers in three national pilot counties in
western Liaoning as the data sample, which has limitations.
*erefore, in the next research, more data will be used for

Table 3: *e estimated results of Heckman sample selection model.

Probit regression OLS regression
Coefficient Standard error z-score Coefficient Standard error t-value

Core explanatory variables
Risk preference
Planting risk 0.096 0.087 1.11 15.251∗∗ 5.168 2.95
Investment risk 0.214∗∗ 0.108 1.97 20.489∗∗∗ 5.769 3.55
Social capital
Social prestige 1.526∗∗ 0.543 2.81 30.771 19.256 1.60
Social network −0.055 0.061 −0.91 1.583 3.479 0.45
Social participation 0.139 0.092 1.51 9.837∗∗ 4.914 2.00
Cognitive preference
Perception of the environment 0.071 0.106 0.67 16.958∗∗ 5.982 2.83
Perception of income −0.015 0.082 −0.18 8.040∗ 4.824 1.67
Perception of property rights 0.075 0.089 0.84 29.016∗∗∗ 4.304 6.74
Land plot characteristics
Slope 0.037 0.076 0.49 −10.550∗∗ 4.795 −2.20
Control variables
Low-income households −0.150 0.191 −0.79 −4.367 12.808 −0.34
Age of the head of household −0.043∗∗ 0.013 −3.27 −4.628∗∗∗ 0.668 −6.93
Health of the head of household −0.246∗∗ 0.117 −2.09 −6.780 8.182 −0.83
Education of the head of household −0.085 0.123 −0.69 −3.217 7.043 −0.46
Political status of the head of household 0.767∗∗ 0.296 −2.59 −6.502 18.263 −0.36
Household labour 0.035 0.082 0.43 −4.351 4.978 −0.87
Proportion of SLCP income 0.083 0.097 0.86 0.856 4.789 0.18
Area of arable land −0.015∗∗ 0.007 −2.25 0.800∗∗ 0.343 2.34
Area of converted land 0.002 0.023 0.09 0.932 1.005 0.93
Identification variables
Proportion of SLCP peasant households 31.794∗∗∗ 4.832 6.58
Inverse Mills ratio (λ) 35.716∗ 21.327 1.67
Constant variable −10.625∗∗∗ 2.368 −4.49 321.800∗∗∗ 82.631 3.89
∗, ∗∗, and ∗∗∗represent the estimated coefficient is statistically significant at the 1% level, at the 5% level, and at the 10% level, respectively.
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statistics and supplemented with more sample data for re-
search and analysis, so as to make the application of dis-
tribution auction algorithm in the operation of ecological
compensation more persuasive and referential, make the
ecological compensation standard based on farmers’ pro-
tection auction mechanism more perfect, and lay a good
foundation for extensive promotion in the future.
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Traditional insurance policy settlement is a manual process that is never hassle-free. +ere are many issues, such as hidden
conditions from the insurer or fraud claims by the insured, making the settlement process rough. +is process also consumes a
significant amount of time that makes the process very inefficient. +is whole scenario can be disrupted by the implementation of
blockchain and smart contracts in insurance. Blockchain and innovative contract technology can provide immutable data storage,
security, transparency, authenticity, and security while any transaction process is triggered. With the implementation of
blockchain, the whole insurance process, from authentication to claim settlement, can be done with more transparency and
security. A blockchain is a virtual chain of data blocks that is a decentralized technology. Any transaction or change in the blocks is
done after the decentralized validator entity, not a single person. +e smart contract is a unique facility stored on the blockchain
that gets executed when the predetermined conditions are met. +is paper presents a framework where smart contracts are used
for insurance contracts and stored on blockchain. In the case of a claim, if all the predetermined conditions are met, the
transaction happens; otherwise, it is discarded.+e conditions are immutable.+at means there is scope for alteration from either
side. +is blockchain and intelligent contract-based framework are hosted on a private Ethereum network. +e Solidity pro-
gramming language is used to create smart contracts. +e framework uses the Proof of Authority (PoA) consensus algorithm to
validate the transactions. In the case of any faulty transaction request, the consensus algorithm acts according to and cancels the
claim.With blockchain and smart contract implementation, this framework can solve all the trust and security issues that rely on a
standard insurance policy.

1. Introduction

Insurance is an agreement in which an individual or in-
stitution receives financial protection or compensation
from an insurance provider in the event of a loss, repre-
sented by a policy. Insurance is a widely practiced method
of security all over the world. According to a statistical
report, the global insurance market is valued at over 5050.3
billion US dollars for 2021 [1]. +ere are various types of
insurance policies for health, business, and vehicles. +ese
policies are prevalent in developed countries around the
world. In much of Europe, Latin America, Canada, Aus-
tralia, and Japan, national health insurance schemes are in

existence through national policies [2]. +ough insurance
policies are prevalent, settling claims is not always a fault
and a hassle-free procedure. +ere are often situations
when insurance companies refuse to pay the insured by
misrepresenting conditions and terms. Again, false claims
are another set of problems that are troubling the insurance
companies. Conventional contractual methods are not
fault-proof. +ese contracts lack transparency and have
loopholes. +ese loopholes lead to exploitation in many
cases by both insurers and insureds. +ese conditions can
be disrupted using smart contracts on the blockchain, as it
reduces the need for trust and financial risk in existing
agreements and provides legal clarity.
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+is research applies themethod of creating a conceptual
framework using blockchain and smart contracts to appli-
cations in insurance. Its primary goal is to use blockchain
and smart contracts to ensure secure, insurance fraud-free
transactions. +is framework covers client registration, is-
suing a policy, and refund settlement activities using
blockchain technology, making the whole insurance system
more robust.

A blockchain is an accumulation of blocks that hold data.
Each block contains the previous block’s cryptographic key
[3], timestamp, and transaction information. +is technol-
ogy has been prevalent for a series of applications. Since
Satoshi introduced the Bitcoin platform based on the
blockchain system in 2009 [4], blockchains have been
attracting attention with various applications in various
fields. Till now, the most accepted usage of blockchain
technology has happened in Bitcoin’s distributed transac-
tions [5]. However, researchers have found other practical
applications of blockchain in the government’s public ser-
vices [6]. IOT [7] and the most important financial and
banking sector [8] are two major fields where the proper
usage of blockchain technology can bring more productivity.
Blockchain technology has several unique properties that
make it ideal for financial transaction applications.+emain
characteristics of the blockchain are decentralized, con-
sensus, provenance, immutability, and finality. Decentral-
ized means no single most potent entity controls the whole
blockchain, and it is a crucial feature of the blockchain. +e
whole system runs on the standard agreement of its par-
ticipants. +is standard agreement is called consensus.
Again, consensus is one of the most important character-
istics of the blockchain. When all the participants of a
blockchain network agree on a transaction, the transaction
gets executed.

A typical agreement is a must for a transaction on a
blockchain.+ese consensus characteristics make the system
very trustworthy among the participants [9]. +e prove-
nance feature ensures the traceability of data blocks. In the
blockchain, each block’s whereabouts are traceable. Suppose
an item is sold on a blockchain system. In that case, every
aspect of its development must be recorded in its blocks,
from the moment it was built to the previous owner’s in-
formation. When a valid transaction is completed and
recorded in the specific block, no one in the network can
change or alter it. +is immutable nature of the blockchain
makes it very secure compared to other transactional
methods. All these immutable blocks are linked in one single
ledger. In a blockchain system, there is only one ledger with
one common truth [10].+ere is a whole system that has one
policy that operates everything. For any query about the
transaction, the blockchain ledger is the only information
hub. In general, there are three types of blockchain: public
(or unauthorized), private (or permitted), and consortium
(or allowed). Due to the general uniqueness of the network’s
geographic region, each one has its distinct features [11].

Smart contracts are simple scripts that are enforced
when forethought conditions are fulfilled and are recorded
on a blockchain [12]. +ey are frequently used to automate
the implementation of an agreement so that all parties are

guaranteed a timely conclusion without the need for any
middlemen or wasted time. +ey can also automate a
workflow by initiating the following step when certain
circumstances are fulfilled [13]. A generic smart contract’s
life cycle begins with the parties entering the conditions of a
contract on a distributed ledger. +en they connect to in-
ternal or external databases and systems. +e contract waits
for predefined conditions to be evaluated by external vari-
ables. Finally, the contract self-executes when criteria are
met via triggers. +e ease with which smart contracts may be
deployed on public blockchains, also known as public smart
contracts, has sparked a slew of business uses [14]. Using
smart contracts for insurance can be very useful for claim
settlements.

Several research studies have shown the possible dis-
ruption of the insurance industry by using blockchain and
smart contracts. In this paper [15], the researchers con-
centrated on developing a blockchain-based infrastructure
for processing insurance-related transactions.+ey created a
prototype using Hyperledger Fabric, an open-source per-
missioned blockchain architecture platform. Researchers in
[16] used blockchain in a user-based insurance model for
vehicle insurance. +ey presented an application of block-
chain to the Pay as You Drive (PAYD) and Pay How You
Drive (PHYD) insurance schemes. Pay As You Drive
(PAYD) is a common type of usage-based insurance. +e
insurance premium is determined by the number of kilo-
meters driven in the vehicle throughout the covered period.

Customers who drive less get a lower insurance rate. +e
insurance duration can be tailored to the customer’s specific
needs. Pay How You Drive (PHYD) is a type of usage-based
insurance that is quickly gaining popularity in the industry
because of its numerous advantages. PHYD calculates in-
surance rates depending on how the vehicle is driven, rather
than the vehicle’s type and model, the driver’s age, em-
ployment, or other factors. Because the driving pattern is a
significant predictor of how likely the user is to make a claim,
this evaluation method is more suitable. A reckless driver,
for example, is more likely to be involved in an accident and,
as a result, to submit a claim. As this information is stored
using a blockchain, it is immutable. In [17], researchers
predict that, when fully implemented, blockchain might
pose a threat to the existing insurance business model since
it suggests substantial cost reductions. However, by pooling
resources and collaborating with these new players, this
danger may be mitigated. However, there are also different
views. In [18], the authors state that blockchain smart
contracts are not fully secured. Smart contracts are regularly
targeted by hackers, with devastating results in certain sit-
uations. +is element may pose a particular danger to peer-
to-peer insurance policies, which rely heavily on smart
contracts for governance. In [12], the authors mention that
the “ordinary user’s” engagement with the blockchain is still
complicated. Understanding the fundamentals of wallets,
transactions, mining, and other related concepts necessitates
some technical knowledge. At the same time, Bitcoin has
been linked to a pyramid scheme or a scam on several
occasions. As a result, there is still much misunderstanding
about blockchain. +e authors state that blockchain
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technology is still not mature enough for insurance appli-
cations yet. However, the authors also mentioned that the
technology would gain more acceptance among insurance
consumers with time. As of 2021, Bitcoin is more accepted all
over the world than at any time in history. In [19], the
authors discussed the influence of blockchain on the pay-
ments sector and the technology’s disruptive nature. Based
on these findings, they looked into how blockchain influ-
ences important areas of radical innovation and developed
contributions from innovation management. Blockchain
technology can provide immutable security for payments in
banks, Equated Monthly Installment (EMIs), installments,
or regular billing. In [20], the authors discuss that block-
chain has the ability to innovate and drastically disrupt the
insurance industry as we know it by providing crypto-
graphically secure forms of distributed records. In [21], the
authors presented a secured blockchain-based data exchange
platform that can fight against fraudulent activities re-
garding insurance. +ough blockchain technology is com-
paratively new in fintech, blockchain as a technology has the
potential to disrupt the insurance sector by promoting
honesty and openness, as well as influencing consumer risk
perceptions, which might impact how insurers promote
mutualization. +e authors of [22] present a survey of
blockchain disruption in various domains, most notably
blockchain and how blockchain can improve the insurance
domain by eliminating fraud, automating claims, analyzing
data with the Internet of things, and preserving reinsurance.

+e above research works present blockchain and smart
contracts for use or, in some cases, the possibility of future
use in the insurance industry with increased security, im-
mutability, and accountability. With blockchain imple-
mentation, the traditional insurance industry can be
disrupted and accountable to both insurers and the insured.
+is paper presents a secure framework for insurance using
blockchain technology and smart contracts. +e whole
framework is implemented on a private Ethereum network.
Smart contracts for the system are developed using the
Solidity language. +e framework covers all the expectations
for insurance, client registration, client query, policy ini-
tialization, issuing, claiming, and refund.

Problem Statement: General people get registered for
insurance policies to use the insurance money in case of any
danger. On the other hand, insurance companies are an
excellent money-making business that creates jobs and pays
taxes like any other business. So, whether it is a claim
settlement for the insured or a false claim causing trouble for
the insurance companies, none is expected. So, it is crucial to
have a fast and fraud-proof settlement process. +e insur-
ance industry is going through various settlement and trust
issues in the traditional method of insurance. Implantation
of blockchain in insurance can be a robust solution to the
security and trust issues related to these problems.

Motivation: Blockchain technology uses a decentralized,
secure authentication process to store data in blocks. For any
transaction or change in the blocks, the transaction request
has to pass through an established consensus algorithm that
makes any unauthorized change virtually impossible. Also, it
encrypts data during the transaction and puts time stamp

blocks that make the whole transaction process secure and
immutable. +e whole process is made more efficient by the
introduction of smart contracts that are transparent and very
secure. Suppose the test cases match transaction requests’
triggers and eventually get executed by passing through a
consensus algorithm. Implementing this whole process for
insurance makes the whole insurance structure more
trustworthy, efficient, and secure for both stakeholders, the
insured and the insurer.

+e introduction of the paper is presented in section one,
and section two describes the method and materials. +e
results and analysis of this paper are provided in section
three. Section four discusses the conclusion.

2. Method and Materials

+e methods and materials utilized to achieve the goal are
discussed in this section. +e goal is to create an insurance
ecosystem using blockchain technology. +e main idea is to
deploy the whole execution and storage of the contract. Its
conditions and logic for execution will be structured as smart
contracts and written using the Solidity programming
language. +e deployment of these contracts will be on a
blockchain-enabled distributed platform, in our case,
Ethereum. +e first subsection here presents a basic system
model for the framework. +e following parts present the
characters involved, mechanism of the framework for in-
surance, network platform, consensus algorithm, blockchain
blocks, smart contracts, and framework components and
algorithm. Section 3 presents the results and analysis of the
framework. Finally, in Section 4, the whole framework is
concluded.

+e major contribution of this proposed system is the
implementation of blockchain technology in the field of all
kinds of insurance processes. It also includes the use of a
specific consensus algorithm (in this case: Proof of Au-
thority) in the system and the detailed algorithm and the
explanation of the whole process.

2.1. Outline of Full System. Figure 1 shows the whole system
model diagram of the proposed framework. It indicates that
the client will be able to register and issue a policy, claim, and
refund with the help of their corresponding agent. With the
help of the corresponding agent, the information gets placed
into the Ethereum private network. +e agent is fully re-
sponsible for submitting all client requests within the net-
work. When the transaction happens, the validators are
responsible for validating the transactions.

It is to be noted that it is supposed to be a framework for
an insurance company.+us, the diagramedmodel is only of
the members and clients of the company. +e blockchain
network in this case is the private Ethereum network. +e
validators are previously selected and will validate trans-
actions per the rules of the Proof of Authority algorithm.

2.1.1. Authentication. +ough the system is mainly a pro-
posed algorithmic framework, it has a barebones frontend
which includes the authentication process as well for the
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stakeholders involved in the system. Figures 2(a)-2(b) show
the authentication User Interface (UI) for the system. +e
authentication is maintained by Google’s Firebase system.
+e same login is used for both the client and the authority.
A hard coded filter is enabled to filter the client and the
authority after being logged in. +e authority members are
registered manually as it has to be private and discreet inside
the agency. So, the sign-up serves a purpose for the clients
only.

2.1.2. Agent Panel. Whether a desktop, console, or Web
application, the agent panel is essential as it is the vital
stakeholder of the system. +ey control important features
like policy issuing, policy initializing, and different client
queries. +e agent and the validator have the same portal,
because in some cases, the agency can select one for both
roles. Figure 3 shows the agent panel interface where he can
control all the features, including looking into clients’ lists,
the agency policy lists, the transaction history, etc.

2.2. Participation of Characters in -is Model. +e main
character that is directly involved in the model is the client.
He can register for the contracts, request insurance policies,
submit claim requests, apply for a refund, and more.+ere is
a middle man, an agent, who will process all clients’ doc-
uments and demands and put them on the blockchain
network. In the framework of some validators present in this
system, they are responsible for verifying contract policies
and transactions and storing the contracts in the ledger.

+e stakeholders are as follows:

(i) Clients.
(ii) Insurance company authority
(iii) Agents
(iv) Validators

2.3. Mechanism of the Framework for Insurance. +e client
has to register with a unique id along with other necessary
attributes as values. +ese IDs are to be stored in a DB.
Previously, all policies and regulations would be written in
the form of smart contracts. +ey are designed to be

triggered when all the requirements or logics are met for the
transactions. When a transaction is made, the record logs
and execution results will be stored in a ledger in the
blockchain network. In between the transactions, there is a
set of endorsers and validators who verify the transaction
and validate and store the transaction block in the block-
chain ledger.

2.4. Network Platform. +e whole network distribution is
going to be deployed on a private Ethereum platform.+is is
an access-controlled blockchain. Participants are invited
into this network by the insurance company authority. Based
on access controls, this dedicated network will limit indi-
viduals who can participate in the network. Here, the net-
work will allow the distribution of the ledger to a specific
group of participants without making the transaction in-
formation public to all.

2.5. Consensus Algorithm Used in -is System. +is frame-
work uses the Proof of Authority (PoA) consensus algorithm
to validate and generate transaction blocks before adding
them to the blockchain network. +e validators will be
preselected by the insurance company authority. Only those
people who have proven their reliability as authorities get the
right to generate new blocks or transaction logs. Once the
validators are selected, they are allowed to make transaction
logs and other monitoring stuff.

Figure 4 shows the flow diagram for the Proof of Au-
thority algorithm in the specific use case of this research
topic. +e members of the authority are essentially the in-
surance authority. +e algorithm has to go through the
configuration option of the period. +en the transaction
nodes or blocks, after being validated, are added to the
Ethereum private network of the agency by the help of the
issuing power of the insurance agent. Else, the block gets
discarded.

On a broader perspective, the algorithm will be in need
of configuration settings to work with the relevant system
network. +e configuration will have the chain-data, gas-
limit, other relevant information, and so on. Now the au-
thority members, in this case, the validators, when they
receive a new block, will need to solve complexmathematical

Client

Registration
Issue Policy

Claim
Refund

Agent
Submits
Client

Request

Blockchain
Network

Validates
transaction

Validator

Insurance
Company

Figure 1: Full system diagram.
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instructions to validate the block. When a validator has
successfully mined the correct block, it will be selected to be
added to the main blockchain network. +e validator or the
corresponding agents will be responsible for adding the
block to the mainframe. Otherwise, the block will be stashed.

Figure 5 shows a genesis.json file, which is necessary for a
PoA consensus-based network. +e configuration ensures
that all the known protocol changes are available. It also,
importantly, configures the Clique Engine of PoA
consensus.

2.6. Blockchain Blocks for Insurance. A blockchain is a chain
consisting of blocks or data packages where a block consists
of multiple transactions. +e blockchain increases its length

with every addition of the blocks. Figure 6 presents the
structure for each block. Each block in the blockchain is
validated by a specific validator before it is added or exe-
cuted. Each block contains timestamps and hashes that allow
it to be distinguished from the rest of the blockchains. Other
than the hash and time stamp, there is information stored in
blocks. +is information varies according to the application
needs. Below we have shown a generic block for any in-
surance application through the blockchain. Essential data

Authority
Memebers

Block Insurance
Agents

Configuration Node ID

Validators

Selected?Yes No Discard

Figure 4: Proof of authority (PoA) flow diagram.

(a) (b)

Figure 2: Sign-up and login and interface.

Agent Name: John Doe
ID: xxxxxxxxxxxxxxxxxxxxxxxxxx

Clients Policy List Transactions

Initialize a Policy

Issue a Policy

Client Queries

+

+

+

Figure 3: Agent panel.

Figure 5: Period configuration for a PoA network.
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for insurance are , for example, Client ID, Agent ID,
Amount, and essential insurance information.

2.7. Smart Contracts in Insurance. +e blockchain con-
taining insurance details will be contractualized on the
Ethereum smart contract platform, where each peer or
validator of the system will implement access control for its
resources. Smart contracts are digital contracts between the
client and service provider. As the contracts are well
specified and transparent, there is a slight possibility to
manipulate the contract conditions as the processing is done
under the supervision of validators who have well-defined
contract clarity.

In the insurance smart contract presented in Figure 7,
when a client claims a refund, it sends account details to the
validator. +e validators check the contract details and send
confirmation of their decision. +en it goes through the
execution process and creates essential changes in the
blockchain.

2.8. Framework Components and Algorithms. In this
framework, maintaining and processing part of the insur-
ance environment is done using blockchain technology.
Blockchain technology ensures the security factor of false
claims and the accountability of insurance.

Figure 8 shows the basic use case functionalities for the
framework. +ese functionalities of an insurance policy are
maintained through distributed smart digital contracts that
are safe, reliable, and almost temper proof. Smart contracts
will register the client and policy details as an object in a
database. By taking a look, it can be seen that the client has the
ability to register and to apply for the policy initialization,
claiming, and refund. Agents and validators are internal
personnel of the insurance company. +e agents will be the
direct interactors with the clients. +ey will help the client or

have access to the registration and perform client queries,
policy initializing, and issue. +e validators have access to
policy claiming, refund, and transaction block validation.

2.8.1. Client Registration. With the help of smart contract,
clients get registered with the insurance system. To initialize
a client, a client object structure (StructOC) is created in the
database. +e client object contains attributes like a unique
id, name, age, contact, history, etc. To register that client
object, a composite key (Ckey) is created by an agent and the
client object (OC) is created using the Ckey. (Algorithm 1).

2.8.2. Client Query. After a client is registered, his infor-
mation with all the attributes is stored in the blockchain
network. Now, to retrieve any specific client details, the
insurance agent has to create a composite key (Algorithm 2).

2.8.3. Policy Initialization. +e smart contract will contain
the policy issuance, claims, refunds, etc. To initialize a policy
(StructOP) and policy-client (StructOPC), their structures are
created in the database. +e policy structure is going to have
its id, name, premium, reimburse, and term information.
+e policy-client structure will have its id, policy id, amount
claimed, claim acceptance indicator, claim submission date,
etc. (Algorithm 3).

2.8.4. Policy Issuing. To issue a policy, a client chooses a
policy from the available policy (Policy_id) in the database.
After choosing the policy, the client submits a premium to
the agent. If the transaction passes all the verification and
checks, a corresponding policy-client object (ObjectPolicy-
Client) is made and stored in the database (Algorithm 4).

2.8.5. Policy Claiming. To process a claim, the client submits
his credentials to his corresponding agent. All the necessary
conditions go through verification, and the refund is initi-
ated accordingly (Algorithm 5).

header header header
Blockchain

Reading through Blocks Executions/other process

Claim

Client
refund

Descision
Validator

Validation

Account
Details

Figure 7: Structure of smart contract.
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2. Client ID
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Figure 6: Structure of each block.
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Figure 8: Use case diagram for the framework.

(1) StructOC ← (id, name, age, contact, history);
(2) Database ← StructOC;
(3) Ckey ← f (Agent_id, Client_id);
(4) Store (Ckey, ObjectClient) in theDatabase;

ALGORITHM 1: Client registration.

(1) Ckey ← f (Agent_id, Client_id);
(2) Search (Ckey) in the Database;
(3) If(exists) retrieve desired ObjectClient Else return Error;

ALGORITHM 2: Client query.

(1) StructOP ← (Policy_id, Policy_name, Policy_Premium, Policy_Reimburse, Policy_Term);
(2) StructOPC ← (Policy_id, Client_id, Amount, Acceptance, Date);
(3) Store the structures in the Database;

ALGORITHM 3: Policy initialization.

(1) Check if the ObjectPolicyClient already exists;
(2) Check Client Smart Contract if Client with an id is registered to an Agent;
(3) Check if Client Premium matches Policy Premium;
(4) CkeyPolicyClient ← f (Agent_id, Client_id, Policy_id);
(5) ObjectPolicyClient ← new StructOPC(Client_id, Policy_id, 0, yes, date);
(6) Store (CkeyPolicyClient, ObjectPolicyClient) in the Database;

ALGORITHM 4: Policy issuing.
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2.8.6. Policy Refund. +e refund process is initiated from the
earlier claim process. Here, the client’s total claimed amount
in the policy-client object is updated in the database (Al-
gorithm 6).

3. Result and Analysis

+is chapter analyzes the result of the framework from the
point of view of outputs, security, and scalability. +e po-
tential threats and their corresponding prevention along
with the used consensus algorithm are analyzed here. Also, it
points out the average response time per size of blocks.

3.1. Transactions and Outputs. +e transactions in the
blockchain stay like a chain. To get it like a printed list
output, here one transaction block is shown in Figure 9. +e
list itself is an array of transaction block objects. +e first
property is its index number. Secondly, there is the previous
hash property, one of the main important concepts of the
blockchain technology. +e proof here is the Proof of Au-
thority (PoA). +ere is a timestamp property which is the
time the transaction happened. Next on the list is the
transaction array. It is the combination of the above in-
formation and the client-agent information, along with the
transaction cost amount. Finally, the list includes the cor-
responding policy data for that particular transaction block.

+e transaction array in that block is very vital. Figure 10
breaks down the transaction array and shows the properties
inside. +e first property is the amount, which indicates the
number of times the agent sends and receives a separate
unique number for each transaction. Next is the client_id. To
keep it simple and agent-friendly, the id is simply a string
which is the id_name of the client. +e last property is the
sender or agent hash_id. +is whole transaction array is also
linked to that certain timestamp of the block. During
transactions, the consensus protocol helps to agree on the list
contents, which guarantees the integrity of the blocks and
transaction. If validated, then the blocks get added to the
main blockchain.+ese transactions depend on the hash and
their values. If fraud or any suspicious block gets detected, it
will easily get detected and will not be added.

+e whole test-development phase ran inside the Rinkeby
testnet. It is an Ethereum test network that allows the devel-
opment testing phase to be done, before being deployed on the
main network. As the research’s target network is the Ethereum

private network, this testnet has been pretty useful in the test
phase.+e corresponding transactions took place on the testnet,
and the data could be retrieved for that network. Figure 11
shows the retrieved transaction data from the testnet. +e re-
trieved data includes the transaction’s both parties, the trans-
action hash, gas values, and so on. +e data is safe and secure.

3.2. Security of theProposedFramework. Table 1 indicates the
potential threats to the framework and how it is going to
prevent them. +ough the blockchain network is already
secured with its immutable design, the table further indicates
how different malicious activities can harm the framework.
Unwanted modification and deletion of client data will be
handled by our chosen Proof of Authority (PoA) consensus
algorithm. +e endorsement and other policies will be
scripted in the smart contract on the Ethereum network, so
any kind of wrong endorsement will be noticeable and can
be figured out as well.

3.3. Consensus Algorithm Analysis. +e PoA algorithm suits
the purpose of this framework pretty well. Proof of Au-
thority (PoA) consensus is used in permissioned blockchain
platforms. +e consensus mechanism works on permis-
sionless and permissioned platforms. In the permissionless
ones, anyone can become a node. Meanwhile, in the per-
missioned one, all the nodes and validators are preselected,
enabling the system to be more secure. PoA is a type of
consensus that is super fault-tolerant and able to achieve
high performance.

In this algorithm, only the nodes that have proven their
reliability as authorities get the right to generate new blocks
or transaction logs. Once the validators are selected, they are
allowed to make transaction logs and other monitoring stuff.
Unlike all other consensus algorithms we have seen here, the
validators do not need to stack their coins or spend money
on expensive storage or hardware; all they have to do is to
use their reputation to get the right to validate and generate
the blocks. Proof of Authority is based on the trust of the
selected validators. +is algorithm suits both private and
public networks, where trust is distributed.

3.4. ScalabilityAnalysis. Figure 12 shows the performance of
the system with the response time for storage requests on the
y axis and the peers (block size 20) on the x axis. +e results

(1) CkeyPolicyClient ← f (Agent_id, Client_id, Policy_id)
(2) Check if the ObjectPolicyClient exists using the CkeyPolicyClient
(3) If ObjectPolicyClient exists, check acceptance in ObjectPolicyClient;
(4) if (acc��Yes) then

if amt + Client_Reimburse <� Policy_Reimburse then
Refund(Agent_id, Client_id, Policy_id, Client_Reimburse)
else
Refund(Agent_id, Client_id, Policy_id, Policy_Reimburse–amt)

end;

ALGORITHM 5: Policy claiming.
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show that the response is greater as the number of peers
increases. 50 peers can have less than 20ms response time in
average, which could easily be used in real time applications
using blockchain.

+e chain code of the smart contract is written in Solidity
and all the tests are written in plain Javascript as the network
is a private Ethereum network. +e experiment was carried
out on a system with a core i7 (2.60GHz) with 8 Gigabytes
(GB) of ram, running Windows 10.

3.5. Comparison with Existing Papers. Table 2 analyzes the
comparison and difference between this paper and other
existing papers.+e table’s comparison context is mainly the

consensus algorithm, the network platform, methods, and so
on. Apart from the differences between them, there are also
several advantages and expanding scopes of this proposed
system.

+is paper is a novel work in the field of insurance, as it
introduces some processes that were not used earlier in the
corresponding field. +is proposed system also has several
impacts and advantages in the field of its use. It is basically a
generalized approach to all types of insurance. Other existing
research on this technology is pretty much focused on a

(1) CkeyPolicyClient ← f (Agent_id, Client_id, Policy_id)
(2) Check if the ObjectPolicyClient exists using the CkeyPolicyClient
(3) Update amt � amt + reimburseclient in ObjectPolicyClient

ALGORITHM 6: Policy refund.

Figure 9: Genesis blocks and their properties.

Figure 10: Transaction array.

Figure 11: Retrieved transaction data from Rinkeby.

Table 1: Potential threats and prevention.

Potential threat Prevention
Modify/delete client data PoA consensus algorithm
Word endorsement Endorsement policy
Wrong auditing result PoA consensus algorithm
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Figure 12: Average confirmation time vs. no. of peers (batch
timeout: 2 sec).

Table 2: Comparison table with this paper and other papers.

Points of this paper Points of other papers
1. +is paper implements the
Proof of Authority (PoA)
consensus algorithm and uses
the Ethereum private network
to run the system.

1. +ere is no mention of a
consensus algorithm and the
system uses Hyperledger Fabric
network to run the system [15].

2. +is paper shows a
generalized approach for all
types of insurance.

2. A usage-based insurance
model for cars is presented in
the paper [16].

3. As this paper uses a private
Ethereum network, it is solely
for the authorized peers. Proof
of Authority consensus needs
the control of 51% of peers to
attack the blockchain smart
contracts, which is virtually
impossible. So, it is secured.

3. +is paper presents concerns
about the security of smart
contracts at a period of time
when the Proof of Authority
consensus algorithm was not
established [18].

4. +is paper presents a full
framework for implanting
blockchain technology into
insurance.

4. Blockchain technologies’
possibility of disrupting sectors
like the insurance sector is only
being discussed [19].
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small or distinguished part. +is system also introduces the
use of the Proof of Authority consensus running in the core.
As an insurance process mainly works within a closed circle
or an authority, Proof of Authority is a very good choice in
this case. +is research also specifies the network system
used for this whole system, a private Ethereum network.
Overall, it is a complete framework for implementing
blockchain technology into insurance.

In some cases, some papers did not mention or talk
about their consensus algorithm. In this paper, the con-
sensus algorithm is briefly discussed along with its config
file and diagrams. Proof of Authority has been used here,
which makes it unique in terms of being used in an en-
vironment like this. +ere are some papers in the table
which did not talk about their internal feature workflow.
Here in this paper, the corresponding feature algorithms
are highly focused.+e flowchart and use case of the system
are discussed briefly in this paper. A paper talked about the
smart contracts vulnerability. On the other hand, this paper
solves the confusion with the use of the Proof of Authority
algorithm. Also, it is considered as a whole new framework.
+e other papers were domain and field specific, whereas
this paper focused on a generalized approach for all types of
insurance.

4. Conclusion

+e goal of this research is to present an insurance
framework using blockchain and smart contracts. +e in-
surance transaction process gets executed in a secure private
Ethereum based decentralized system that increases security
to a great extent. +e usual contracts for insurance are made
using smart contracts in this framework. +is framework’s
decentralized Solidity smart contracts eliminate the com-
plexities regarding claim settlements and insurance by their
immutable nature. +e use of the PoA algorithm in this
framework saves a lot of storage and money. So, the
framework provides an efficient and secure solution to in-
surance operations and functionalities.

+e framework presented in this paper is not a domain-
specific one. It focuses on a standard approach for standard
insurance policies. For any specific kind of insurance, this
framework is also prevalent with customization in the smart
contract. +is framework provides a secure procedure to
execute the whole process with security and transparency
from registration to refund in insurance. In this framework,
the scalability is tested by increasing the number of peers for
a fixed block size of 20. It is shown that the confirmation
time increases as there are more peers. +ough the con-
firmation process gets slower with more peers, the security
increases significantly with more validators.

+e proposed system framework has plenty of room for
improvement in the future. It is basically implemented as a
central solution to all kinds of insurance processes. If it is
thought to be a specific case like the IOT-based Car In-
surance Process, or other insurance processes, or fields
similar to supply chain, and so on, they can be implemented
easily based on the proposed framework. +us, it has plenty
of opportunities to expand.
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Cloud computing is an increase, use, and delivery model of Internet-based services. It usually involves the provision of dynamic
transactions and often virtualized resources through the Internet and provides the most reliable and secure data storage center.
)erefore, cloud computing technology has features of cost saving and scalability. In view of this, the design and research of an
autonomous learning platform based on the CDIO concept can make full use of cloud computing technology.)e CDIO teaching
model is a combination of theory and practice, closely linking the cultivation of knowledge, abilities, and personal qualities,
subverting the previous education methods. Although it is an engineering field, it is based on an open system. Penetrating into all
fields of education, the teaching methods of aerobics in colleges and universities are as practical as the CDIO teaching model and
must be applied to practice. )e independent learning ability, critical thinking, and team cohesion emphasized by the CDIO
teaching model are also involved in the teaching of aerobics. CDIO is a key issue that needs to be solved urgently in talent training.
CDIO is just a platform and framework. Under this framework, different schools and majors can integrate their own teaching
systems and teaching content as needed.)e reform of aerobics courses is guided by the educational framework and philosophy of
CDIO and designed in accordance with the standards of CDIO. It is very important to plan the system and training of this course.
)is paper researches and analyzes the application of CDIO teaching mode in college sports aerobics under the background of
cloud computing.

1. Introduction

With the engineering education concept of “integrated
teaching plan,” CDIO attaches importance not only to the
cultivation of students’ professional quality and basic theory
but also to the improvement and development of students’
sense of teamwork, communication skills, and innovative
practical capabilities. It also attaches importance to the
cultivation of students’ comprehensive ability of system
conception, design, implementation, and operation. CDIO is
an open educational concept. Each school or educational
institution can reform it according to its own actual situ-
ation, thereby optimizing educational resources and seeking
its own development. )e CDIO engineering education
model is one of the new achievements of the international
engineering education reform, which was first initiated and
implemented by the Department of Aeronautics and

Astronautics of the Massachusetts Institute of Technology
(MIT). )e concept of CDIO engineering education is based
on the whole life cycle of conception (conceive), designing
(design), realization (implement), and operation (operate).
Cultivate students' basic knowledge, engineering practice
ability, independent learning ability and teamwork ability
from four aspects to achieve expected goals [1, 2]. Based on
the training goals of applied talents, the CDIO model has
been widely used in major universities. Liu and Zhang [3]
studied cloud computing technology and application
courses based on the concept of CDIO; Dai Xu et al. [4]
proposed a software engineering application talent training
program based on the concept of CDIO under the back-
ground of new engineering; Donghui et al. [5] proposed
Research on the Flipped Classroom Teaching Model of
CDIO Engineering Education Concept. CDIO engineering
education concepts and blended teaching as emerging
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teaching concepts and methods provide useful reference and
breakthroughs for the reform and improvement of teaching
quality in universities. )e requirements of enterprises for
talents have also changed from “single discipline, inde-
pendent work” to “interdisciplinary, teamwork.” Enterprises
require graduates to have engineering professionalism and
good team coordination ability [6].

Starting in the 1970s, China began to introduce aerobics
courses. )rough continuous development, aerobics courses
have also become an important part of Chinese university
education courses as one of the well-known courses.
According to the investigation and research on the effects of
aerobic exercise, it is found that aerobics can be integrated
with very rich aesthetic elements and matched with dance.
After a unique arrangement, aerobics can show the aes-
thetics of the human body. )erefore, it is also called “dance
on the playground” in the western sports world. In 1982,
Darly Siedentop, a well-known American sports scholar,
proposed a sports education model at the Brisbane Federal
Sports Conference in Australia. In the “Several Opinions of
the Ministry of Education and Other Departments on
Further Strengthening the Practice Education Work of
Colleges and Universities,” the practice education work is
regarded as a reference for colleges and universities. It is also
one of the important indicators of school quality and level
evaluation [7–9]. )e rapid development of today’s society
has created higher requirements for talent training. )e new
era requires high-quality talents with strong self-learning
ability, cooperation ability, innovation ability, and strong
critical thinking.)e training of high-quality talents needs to
update our traditions. Teaching concepts and teaching
methods should abandon the old methods and introduce
advanced teaching concepts into teaching to cultivate stu-
dents’ comprehensive abilities [10, 11]. Chinese students
lack practical experience in participating in projects and
teamwork. Some developed countries in Europe and the
United States have already walked ahead of us. )e teaching
concepts and methods used in these countries are worthy of
our reference and research. Using CDIO’s educational
framework and concepts to guide the reform of aerobics
education in colleges and universities and designing and
planning the curriculum system and training plan of this
course in accordance with CDIO standards have certain
significance for colleges and universities to improve stu-
dents’ abilities and system expansion.

2. Existing Problems

)e new curriculum reform requires teachers to pay more
attention to the development of students and cultivate all-
round new talents that adapt to modern society. )e uni-
versity is an important stage in shaping all-round talents. In
this stage, teachers should not only pay attention to students’
professional knowledge and cultural courses but also pay
attention to students’ health and fitness. For this reason, in
addition to regular and necessary health checks, in order to
improve the physical fitness of students, schools should also
develop appropriate physical fitness courses. Aerobics is a
very good choice. With the deepening of China’s higher

education reforms, the emphasis on students’ physical
quality education has been strengthened in higher educa-
tion, which has led to an increase in the proportion of sports
courses in the curriculum. However, in the face of the
teaching of a new type of aerobics, the existing teaching
model still has many problems. Many teachers are still
limited to traditional teaching thinking, only emphasizing
the compulsory inculcation of skills, while ignoring students’
experience and interest in the sport. )ere is a lack of ef-
fective interaction between teachers and students, teachers
cannot grasp the students’ personal physical conditions and
psychological conditions in a timely manner, and students’
acceptance of courses cannot be effectively fed back to
teachers. )e emergence of these problems is prompting
college educators to reflect.

)ere are also problems of insufficient teachers and
limited teachers’ level, which objectively affects the teaching
effect of bodybuilding classes. )e lack of effective profes-
sional communication between limited professional teachers
makes it difficult to promote each other’s professional im-
provement, which exacerbates this problem. We still cannot
get rid of the traditional teaching mode, which means that
students are not the leaders of the classroom. At present,
teachers still dominate the classroom, focusing on teachers
“teaching” students and “learning.” Students learn passively.
Teachers teach in order to complete their teaching tasks.
)ey do not pay much attention to whether students par-
ticipate in teaching or whether students are autonomous
learning. Teachers should try their best to let the students
explore the problems that students can solve through their
own efforts. For the content that must be explained, teachers
should use the most essential language and the least time to
complete the teaching and ultimately achieve the goal of
improving the efficiency of college aerobics teaching.

)e unity of teaching content restricts the use of the
autonomous learning teachingmode. Aerobics is a sport that
emphasizes continuity and collectiveness. Now, the teaching
content of most colleges and universities is relatively simple
and has no sense of rhythm, which cannot arouse students’
interest in learning. In addition, teachers are mostly used in
the classroom to demonstrate students’ imitation and follow
standard movements. )ere is no fresh activity in the
classroom, which makes students tired of taking aerobics
classes. Among college students, most of the students who
prefer aerobics are female students. )ey hope to build a
perfect body by learning aerobics. However, for some male
students, they think that aerobics is not suitable for boys to
learn. Aerobics must be learnt to keep fit. Students should
always keep their views up to the pace of the times, so as not
to derail with the times.

3. Advantages of the CDIO Teaching Mode

Table 1 is obtained by analyzing two teaching modes.
It can be seen from Table 1 that, in a short period of time,

aerobics teaching allows students to accept new movements
and master the learning content, which does not meet the
requirements of the times for students’ all-round develop-
ment. Integrating the CDIO teaching model into college
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aerobics classes provides students with the following three
aspects of value: lasting learning motivation, multidimen-
sional learning effects, and a relaxed learning environment.
Learning motivation stimulates students’ interest in learning
and then stimulates and maintains students’ learning be-
havior. )e learning effect of students with long-term
motivation is better than that of students with long-term
motivation. Incorporating the CDIO teaching model into
the aerobics classroom can make the originally monotonous,
boring, and tasteless classroom full of vitality and mobilize
the enthusiasm and initiative of students in learning, thereby
inspiring students’ interest in aerobics learning and students’
lasting learning motivation and eliminating students who
are tired of learning aerobics; in this learning motivation,
students enjoy learning and reduce boring emotions in the
learning process, and students can well achieve the teaching
goals set by the teacher.

Taking 300 female students in an optional course of
aerobics in a university as the research object, the two groups
of students were taught in the same school year with the
same equipment, the same progress, and the same content,
and the same assessment methods were used for assessment.
)e teaching method of the experimental group adopts the
CDIO teaching method, and the teaching method of the
control group adopts the traditional teaching method.

It can be seen from Table 2 that the learning attitude of
students in the experimental group is far better than that of
the control group. )is fully shows that, through the CDIO
education model, students have a greater change in their
attitude towards college aerobics, and they are more active.
)e learning environment is one of the external factors that
affect learners’ learning. It is an external condition that
promotes learners to actively construct knowledge and
promote ability generation. )is teaching mode is student-
centered, the subjectivity of students is clearer, and students
have more independence. )e time for thinking and self-
study is to ensure that students solve problems by them-
selves. )e time for students’ teamwork and class discussion
is greatly increased. Students change from passive receivers
of knowledge to active explorers, which is conducive to the
digestion and absorption of knowledge and the cultivation of
learning ability. Teachers can further emancipate their
minds in higher education physical education, conduct
teaching activities more calmly and effectively, and better
cultivate modern talents.

As for aerobic exercise, we should pay special attention
to the coordination of the students’ limbs. )erefore, in the

teaching process, attention should be paid to cultivating the
flexibility of students’ bodies and joints. Because female
students have better flexibility than boys, female postural
aesthetics should also be reflected in the design of aerobics
movements. Only when the aesthetics is embodied, students
can be inspired to participate in aerobic exercises. Students’
autonomous learning must not only ensure sufficient time
but also have the correct guidance of the teacher. For ex-
ample, when the student learns aerobics, the teacher tells the
students that you do a good job and are very standard, which
is great for the students. Students who need your encour-
agement will be more confident and easier to find the di-
rection of their efforts. Based on the needs of students,
reasonable and rich teaching activities are designed. Con-
temporary college students are more receptive to new things.
Teachers must use innovative teaching to make them
attracted to the classroom. When students encounter dif-
ficulties, teachers will not. Instead of giving answers directly,
students can further explore by setting the same situation or
asking key questions, using appropriate guidance to stim-
ulate students’ curiosity and thirst for knowledge, stimulate
students’ thinking, and obtain information purposefully.
Students play their own strengths and characteristics in a
team and motivate each other, which is conducive to stu-
dents’ independent learning.

4. Apply the CDIO Education Model to
College Aerobics

)e CDIO outline divides students’ abilities into four parts:
basic knowledge ability, personal skills and work attitude,
teamwork ability and communication ability, and systematic
conception-design-implementation-application ability. )e
four abilities correspond to the four teaching goals. First, let
students master the basic knowledge of aerobics in theory,
and combined with specific practice, explain the principles,
methods and steps of creating aerobics, and how to choose
appropriate music and appropriate movements. Secondly,
explain some basic music theory knowledge in the class-
room, instruct students how to choose music in the process
of arranging and exercises, and emphasize the integrity of
the music and the complete set of movements, as well as the
consistency of the phrase, rhythm, and movement, and help
students understand the rhythm of the music. )rough the
coordination of music power and action power, the unity of
music rhythm and action style is achieved. Teachers will
further highlight the difficulties and key points of teaching.

Table 1: Comparison of the CDIO teaching mode and traditional teaching mode.

Teaching method Teaching objectives Teaching philosophy Teaching subject

Traditional
teaching mode

Explain, teach, directly
inject dhamma, etc

Pay attention to students’
technical movements and ignore
students’ interest in learning

Focus on theory and light on
practice, and on knowledge and

light on ability

Teacher is the subject
and core

CDIO teaching
mode

Inquiry learning
method, class and team
learning system, etc

Pay attention to students’
practice and ability training, and
cultivate students’ basic ability

Advocate the integrated teaching
concept of “teach, learn and do”
and develop in an all-round way

Focus on students and
advocate cooperation
between teachers and

students
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Only in this way, they can distinguish between primary and
secondary. Aerobics teaching can be conducted on campus
or in the form of clubs. By cooperating with some clubs in
society, more students can participate in club extracurricular
activities, which will improve their sense of identity with
aerobics teaching and sports and also improve their physical
fitness.

)e principle of “talk one, practice two, and do three”:
the main difference between the current domestic college
physical education model and internationalization is that
foreign countries are “speaking one practice, two doing
three,” while we are “teaching three, practicing two, and
doing one.” )e education model of “speaking three,
practicing two, and doing one” cannot fully trap students’
self-learning ability and innovation ability and even seri-
ously hinders the development of talents. And, this link just
implements the principle of “speaking one, training two, and
doing three,” giving full play to the leading role of students.
As students become familiar with the teaching mode and
role-playing, they will have more creative choices for
movements during the aerobics season. )e main body of
the competition will get greater play, and more time will be
spent on the creation of the action formation and the
competition. )rough the creation of action formations,
students’ creativity, imagination, organization, and com-
munication skills are fully stimulated. )rough the com-
petition, students can deepen their understanding of the
operation of each link of the competition, improve their
sports skills and tactical abilities in practice, and allow
students to experience the fun of this sport in an all-round
way. )e cultivation of humanistic care and sports culture
runs through the entire teaching process. )e education
model contains the following keywords: cooperation,
competition, creation, celebration, awards, slogans, mascots,
oaths, etc. Behind each keyword, the students have a unique
cultural experience of aerobics. )e all-round experience
enhanced the students’ sports cultural awareness and
attracted more students to participate.

Teachers can play aerobics videos to allow students to
enjoy performances and competitions of different levels,
different projects, and different styles, so that students have
an overall impression of aerobics performances.)en, divide
the whole class into several groups according to the natural
class, and each group has its own name (for example: Hyun
Dance Team, Big Dipper, etc.), and each team carries out
aerobics action combination, formation arrangement,
modeling design, etc., according to its own characteristics.
Music production and performance costume design: per-
form team program presentations in turn, record them on-
site, and make them into CDs. )is link fully demonstrates

and excavates the students’ personality and expressiveness
and cultivates the students’ sense of competition, spirit of
collaboration, collective honor, and sense of accomplish-
ment. Choose wonderful programs outside of class to
participate in performances or competitions inside and
outside the school to improve students’ on-the-spot per-
formance ability. Movement learning and creation: under
the CDIO teaching mode, students’ preclass learning is
purposeful, principled, level-based, and guided by the
teacher’s specific learning methods. It is a good way for
students to improve their learning ability. Teachers arrange
in advance through the Internet, video, etc. Preclass tasks
allow students to use all available resources and learning
methods to complete part of the learning tasks.

5. Results

Teaching evaluation has the functions of improvement,
feedback, value judgment, motivation, and guidance. Ef-
fective and scientific teaching evaluation is conducive to the
implementation of the CDIO education model in college
aerobics teaching. Learning evaluation is no longer an
isolated behavior, and the evaluation content is more
comprehensive. It not only emphasizes the evaluation of
learning emotions, learning habits, learning attitudes,
learning motivation, learning interest, and quality of will but
also emphasizes the examination of learning ability and
skills; secondly, pay more attention to integration and
students’ other evaluations, self-evaluations, and teacher
evaluations. Teachers will give students more encouraging,
instructive, and diagnostic comments during the evaluation,
focusing on encouragement and reducing direct criticism;
thirdly, it is necessary to achieve a variety of evaluation
methods. )e diversification of evaluation methods pro-
motes the comprehensive training of teachers and students’
abilities and is conducive to the establishment and im-
provement of the evaluation system and the exploration of a
more advanced learning evaluation system. )e DIO
teaching model eliminates the disadvantages of traditional
teaching evaluations such as focusing on knowledge,
neglecting ability, focusing on results, and neglecting process
in the assessment stage at the end of teaching, thereby
optimizing students’ learning methods and teachers’
teaching methods and greatly improving teaching effects.

6. Conclusion and Discussion

)e effective integration of the CDIO engineering education
concept and the new teaching model derived from it into the
online teaching process based on the low-cost and scalable

Table 2: Comparison of students’ learning attitudes.

Control group Test group
Number of people Proportion (%) Number of people Proportion (%)

Interested in aerobics 80 53.3 138 92.0
)ink learning is joyful 76 56.6 143 95.3
Learned to learn independently 47 31.3 140 93.3
Actively cooperate with teachers 127 84.6 140 93.3
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operating platform of the cloud computing environment
provides a good platform for China’s online learning. )e
development and application can change the current situ-
ation of China’s online teaching and promote the rapid
development of China’s online teaching. CDIO education
model is not only a teaching practice model but also a value
pursuit and an idea. Improving the effectiveness of college
aerobics teaching has long been the common pursuit of the
majority of college physical education teachers. It has be-
come the fundamental requirement and key link in deep-
ening the reform of college physical education elective
courses. Compared with the traditional teaching model, it
has more advantages. )e application of aerobics teaching
has lasting learning motivation, multidimensional learning
effects, and a relaxed learning environment. Colleges and
universities should actively exert creativity, explore and
innovate in the teaching methods of aerobics, continuously
innovate the teaching guiding ideology, introduce advanced
CDIO teaching concepts, and be based on the aerobics major
and not limited to this major.
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Personal genomic data constitute one important part of personal health data. However, due to the large amount of personal
genomic data obtained by the next-generation sequencing technology, special tools are needed to analyze these data. In this article,
we will explore a tool analyzing cloud-based large-scale genome sequencing data. Analyzing and identifying genomic variations
from amplicon-based next-generation sequencing data are necessary for the clinical diagnosis and treatment of cancer patients.
When processing the amplicon-based next-generation sequencing data, one essential step is removing primer sequences from the
reads to avoid detecting false-positive mutations introduced by nonspecific primer binding and primer extension reactions. At
present, the removing primer tools usually discard primer sequences from the FASTQ file instead of BAM file, but this method
could cause some downstream analysis problems. Only one tool (BAMClipper) removes primer sequences from BAM files, but it
only modified the CIGAR value of the BAM file, and false-positive mutations falling in the primer region could still be detected
based on its processed BAM file. So, we developed one cutting primer tool (rmvPFBAM) removing primer sequences from the
BAM file, and the mutations detected based on the processed BAM file by rmvPFBAM are highly credible. Besides that,
rmvPFBAM runs faster than other tools, such as cutPrimers and BAMClipper.

1. Introduction

Genomic variations are associated with the pathogenesis
and treatment of many diseases, especially cancer. Iden-
tifying genomic variations of genetic biomarkers is im-
portant for the clinical diagnosis and treatment of cancer
patients. Nowadays, there are several technologies to detect
genomic variations, such as polymerase chain reaction
(PCR), Sanger Sequencing, and next-generation sequenc-
ing [1]. Next-generation sequencing is the most effective
way for detecting genomic variations because it can obtain
hundreds of millions of bases of DNA molecules at one
time.

Targeted sequencing is one commonly useful solution of
next-generation sequencing focused on specific genomic
regions [1]. Because targeted sequencing is cost-effective and
could produce high-depth sequencing data which are able to
detect low-frequency genomic variations, targeted

sequencing is the most widely used approach in clinical
cancer diagnosis [2].(ere are two methods commonly used
for targeted sequencing: capture hybridization-based se-
quencing and amplicon-based sequencing [3]. Amplicon-
based sequencing uses multiplex PCR technology to gen-
erate thousands of amplicons for massively parallel se-
quencing and is one of the widely used targeted sequencing
technology because of its easier operation and higher am-
plification efficiency [4–9]. However, during the primer
amplification, false-positive mutations could be introduced
in the primer region because of nonspecific primer binding
and primer extension reactions [10]. So, it is necessary to
remove the primers before executing the downstream
analysis, such as detecting mutations.

(e existing removing primer tools usually remove
primers from FASTQ files, such as cutPrimers [11] and
pTrimmer [12], and the only one tool removing primers
from BAM (Binary sequence Alignment/Map) files is
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BAMClipper [13]. (ere are some drawbacks of cutting
primers from FASTQ files. For example, because the length
of read is shorter after cutting the primer, the probability of
the reads misalignment may be improved, and the shorter
reads may lead to inaccurate detecting of copy number
variation, even unable to use copy number variation tools
such as ONCOCNV [14].

BAMClipper clips primers from BAM file by only
modifying the CIGAR (Concise Idiosyncratic Gapped
Alignment Report) value in BAM files instead of removing
primers from reads. If downstream analysis such as detecting
mutations was processed based on the cutting primer BAM
file processed by BAMClipper, false-positive mutations
existed in primer region can still be detected when using
VarScan [15], that is, a classical tool for detecting mutations.
So, we developed a tool removing primers based on the BAM
file (rmvPFBAM) by creating a new BAM, and the tool is
available at github (https://github.com/YanjunMasir/
rmvPrimer). rmvPFBAM runs faster than the other tools,
and mutations detected from rmvPFBAM’s cutting primer
BAM file are more accurate than those from BAMClipper’s
BAM.

2. Methodology

2.1. Datasets. For clinical research, the patient’s surgical
tissue can be collected to construct sequencing library that
will be running on the sequencing machine, and the se-
quencing data will be produced after finishing running. (e
sequencing data are one input of rmvPFBAM, and the other
input of rmvPFBAM is the primers used for capturing the
target genomic region.

All reads and primers in the article are from the dataset
of Ultradeep Targeted Sequencing of a set of Cancer Genes
Project (SRP019940), presenting the molecular profile of 38
breast cancer species [16, 17]. (is project used a panel of 47
genes involving 1,736 amplicons. (e average length of the
amplicon was 20 bp, and all reads were obtained by se-
quencing on matched normal and tumor tissues using
Illumina MiSeq sequencer under a 150 bp long-paired reads
protocol. For rmvPFBAM demonstration purpose, six pa-
tients from the SRP019940 were randomly selected to form
the dataset (SRR866441, SRR866442, SRR866443,
SRR866444, SRR866445, and SRR948507). (e raw reads
were downloaded from the European Nucleotide Archive
datasets. (en, the reads were aligned using the BWA
software [18]. rmvPFBAM and BAMClipper were executed
based on the aligned BAM files, and cutPrimers was exe-
cuted based on the FASTQ files.

2.2. Implementation. In target sequencing, each target re-
gion is covered by millions of reads (Figure 1). For pair-end
reads, read 1 and read 2 contain the forward primer and
reverse primer, respectively, but if the fragment is shorter
than 150 bp, then read 1 contains part or whole of the
reverse primer and read 2 contains part or whole of the
forward primer (Figure 1). Due to the high error rate of
base pairing during primer extension, the forward and

reverse primer needed to be removed before processing the
reads.

(e rmvPFBAM workflow is implemented with python
language and is available to Linux platform. (e program
rmvPFBAM uses BAM file and primer file as input. (e
primer file must contain the amplicon information, such as
chromatin, amplicon’s start position, amplicon’s end posi-
tion, front primer sequence, and reverse primer sequence.
rmvPFBAMuses pysam package to process the BAMfile and
regex package to search primer sequences with regular
expressions and multiprocessing for multithreading. Pysam
is the most widely used python module that can manipulate
mapped short read sequence data stored in SAM/BAM files.
Because the primer files usually contain thousands of
primers, rmvPFBAM splits the primers into several parts
with each part containing hundreds of primers. (en, these
several parts of primers are processed at the same time.

We compared our tool with already existing tools cut-
Primers and BAMClipper. cutPrimers removed primers
from FASTQ file instead of BAM file. BAMClipper removed
primer sequences from BAM files, and it only modified the
CIGAR value in the BAM file instead of modifying the BAM
files, but rmvPFBAM not only modified the CIGAR value
but also the BAM file. Examples of commands used for
execution are available in Supplementary Material.

(e flowchart (Figure 2) shows the details of processing
one amplicon in the program. For one amplicon, all reads
mapping to this amplicon were extracted. (en, for one
primary mapping read, find the read pair of this read and
remove the primer sequence from the reads only if the reads
contain the primer sequence. After removing primer se-
quence, save the processed reads to one file and continue to
process the next read mapping to this amplicon. Reads not
containing the primer sequence are not allowed to save to
the file.

3. Results

We performed comparative evaluation of the three pro-
grams using six samples from the SRP019940. Besides that,
we also downloaded three datasets from the amplicon-based
sequencing data [5] to compare rmvPFBAM, cutPrimers,
and BAMClipper. (e results were displayed in the Sup-
plementary Material.

As cutPrimers remove primers from FASTQ files, only
the runtime of this tool is compared with rmvPFBAM.
Comparison of the functionality of rmvPFBAM, cutPrimers,
and BAMClipper included the following parameters: (1)
time of running, (2) no. of paired reads after cutting primer,
(3) no. of target region reads after cutting primer, (4) no. of
nontarget region reads after cutting primer, (5) no. of
mutations detected based on the cutting primer BAM, and
(6) no. of mutations based on the cutting primer BAM
(falling in the target region). Results of the comparative
analysis are presented in Table 1. We executed all processes
on a personal computer (Intel(R)Xeon(R) CPU E5-2620 v2
2.10GHz, 32G RAM).

‘No. of paired reads after cutting primers (%)’ indicates
the count of reads in the BAMfile before cutting primers and
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the percent of those reads in the total reads. ‘No. of target
region reads after cutting primers (%)’ indicates the reads
falling in the target region and the percent of those reads in
the total reads. ‘No. of nontarget region reads after cutting
primers (%)’ indicates the reads falling in the nontarget
region and the percent of those reads in the total reads. ‘No.
of mutations detected based on the cutting primer BAM’
indicates the count of mutations detected by VarScan2 based
on the cutting primer BAM file. ‘No. of mutations based on
the cutting primer BAM (fall in target region)’ indicates the
count of mutations falling in the target region based on the
cutting primer BAM.

rmvPFBAM showed a much higher speed of processing
reads than cutPrimers and BAMClipper in the six datasets
(Figure 3(a)). (e average running time of rmvPFBAM was
162 s, the cutPrimers was 526 s, and the BAMClipper was

1137 s. rmvPFBAM’s running time was almost four or seven
times that of the other two tools. Besides that, we compared
the number of reads falling in the target region. Because
BAMCliper only modifies the CIGAR value in the BAM file,
the modified BAM by BAMClipper contains the same
number of reads as the before modified BAM. However, the
number of reads mapping to the target region is less different
between rmvPFBAM and BAMClipper (Figure 3(b)).

Only reads mapping to the target region are useful for
the downstream analysis, such as detectingmutations. So, we
compared the number of mutations detected based on
rmvPFBAM’s and BAMClipper’s BAM file. One classical
tool for detecting mutations-Varscan2 was used to detect
mutations from BAM files processed by BAMClipper and
rmvPFBAM. About a third of mutations detected from the
BAMClipper’s BAM files were in the nontarget region

Primary
mapping read

Extract reads falling in
the amplicon region

Extract one read

Reads
contain amplicon

sequence
 

Remove primer from reads

Save reads to one file

Finish

Discard the read

End

No

Yes

No

No

Yes

Yes

Find readpair of the read

Extract one amplicon

Figure 2: Workflow of rmvPFBAM.
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…

Forward-primer
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Target sequence
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Target sequence

Figure 1: Scheme of the target sequencing bymultiplex PCR.(e blue region is the target region that we want to get the sequence of that and
millions of reads are produced to cover it. For each read, the red sequence is the forward primer and the green sequence is the reverse primer.
For each pair of read, read 1 contains forward primer (red) and read 2 contains reverse primer (green).
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Table 1: Comparative data among the three tools by using six samples from amplicon-based next-generation sequencing data.

Sample (no. of paired reads) Parameter CutPrimers (err� 3,
threads� 4)

BAMClipper
(with –g)

rmvPFBAM
(err� 3)

SRR866441 (2238436)
SRR866442 (2738246)
SRR866443 (2628572)
SRR866444 (3586450)
SRR866445 (2760844)
SRR948507 (2749834)

Time of running(s)

451
507
485
672
513
525

869
1135
1052
1467
1148
1149

121
159
150
229
149
164

SRR866441 (2238436)
SRR866442 (2738246)
SRR866443 (2628572)
SRR866444 (3586450)
SRR866445 (2760844)
SRR948507 (2749834)

No. of paired reads after cutting primers (%) _

2238436(100)
2738246(100)
2628572(100)
3586450(100)
2760844(100)
2749834(100)

1840262(82.2)
2518726(92.0)
2320172(88.3)
3342890(93.2)
2380948(86.2)
2430968(88.4)

SRR866441 (2238436)
SRR866442 (2738246)
SRR866443 (2628572)
SRR866444 (3586450)
SRR866445 (2760844)
SRR948507 (2749834)

No. of target region reads after cutting
primers (%) _

1882305(84.1)
2609012(95.3)
2365634(90.0)
3390685(94.5)
2424973(87.8)
2473225(89.9)

1840262(82.2)
2518726(92.0)
2320172(88.3)
3342890(93.2)
2380948(86.2)
2430968(88.4)

SRR866441 (2238436)
SRR866442 (2738246)
SRR866443 (2628572)
SRR866444 (3586450)
SRR866445 (2760844)
SRR948507 (2749834)

No. of nontarget region reads after cutting
primers (%) _

269848(12.1)
103128(3.8)
186292(7.1)
161479(4.5)
254749(9.2)
221905(8.1)

0
0
0
0
0
0

SRR866441 (2238436)
SRR866442 (2738246)
SRR866443 (2628572)
SRR866444 (3586450)
SRR866445 (2760844)
SRR948507 (2749834)

No. of mutations detected based on the
cutting primer BAM _

981
527
584
544
847
793

676
329
398
349
515
488

SRR866441 (2238436)
SRR866442 (2738246)
SRR866443 (2628572)
SRR866444 (3586450)
SRR866445 (2760844)
SRR948507 (2749834)

No. of mutations based on the cutting primer
BAM (fall in target region) _

727
351
415
361
552
527

676
329
398
349
515
488
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Figure 3: Continued.
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(Figure 3(c)), and they were mostly like to be false-positive
[8]. When only comparing mutations falling in the target
region, the count of mutations from the BAM file processed
by rmvPFBAM was almost the same as that of from
BAMClipper (Figure 3(d)). So, the mutations detected from
the rmvPFBAM’s cutting primer BAM file mostly fall in the
target region and show little false-positive mutations
compared with BAMClipper.

4. Discussion

rmvPFBAM is one tool cutting primer sequences from the
BAM file of amplicon-based next-generating sequencing.
(e processing speed of this tool is much faster than that of
the other tools. Also, owing to its creation of a new BAM file
instead of only modifying the CIGAR value of the BAM file,
the downstream analysis based on rmvPFBAM’s created
BAM file is more accurate than from BAMClipper’s BAM
files.

Amplicon-based next-generation sequencing is widely
used in the diagnosis of clinical cancer patients. Accurate
and reliable detection of mutations could improve diag-
nostics and find new potential targets. Although there are
many tools to remove primers, most tools remove primers
from FASTQ files instead of BAM files. Removing primers
from FASTQ file is simple to implement, but it is slightly
limited for the downstream analysis. Nowadays, BAM-
Clipper is the only published tool removing primers from
BAM files. It processes the primers for a long time and only
modified the CIGAR value of the BAM file so we developed
rmvPFBAM. (e processing speed of rmvPFBAM is much
faster than that of BAMClipper, and it modified all the items
in the BAM file including CIGAR and sequence. (e result
of downstream analysis such as detecting mutations is more
accurate than BAMClipper. However, because rmvPFBAM

applies a more strict strategy to remove primers from pair-
end reads, about 10 percent of reads were discarded from the
original BAM file. It is valuable to get more accurate results
through the loss of 10 percent of the data.
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Algorithm is a step of problem-solving, and algorithm can be defined as any special method for solving a certain type of problem.
In computer science, algorithms are described in computer algorithm language and represent accurate and effective methods for
solving a class of problems with computers. In order to verify the role of the OTO teaching mode from the perspective of
cultivating learning interest and to provide a practical basis for the reform of physical education in colleges and universities, 107
second-year physical education majors in a common university were selected as experimental subjects and divided into an
experimental group and a control group, and the two groups were intervened through a 16-week experiment. Multivariate
covariance was used to analyze the influence of two teachingmodes on college students’ interest in sports learning. After excluding
factors such as student gender, physical exercise behavior stage, football learning experience, and physical health, the groups have
statistical significance in the four dimensions of positivity, skill learning, extracurricular activities, and negativity in sports
learning interest. However, there is no significant difference in the influence of sports attention on sports learning interest. .e
research proves that the application of OTO teaching mode is conducive to promoting students’ learning positivity, technical
learning, and extracurricular activities and alleviating students’ negative learning emotions..e degree of attention to sports in the
interest of sports learning is not very significant. It is suggested that colleges and universities adopt the OTO teaching mode in the
teaching of general football courses.

1. Introduction

Being interested in a certain sport activity can encourage
people to devote more time and energy to it, generate lasting
attention, and maintain a clear perception. Interest is caused
by the needs of the individual, and a tendency to engage in a
certain activity is produced under the interaction of the
individual’s subjective state and environmental character-
istics. It is a guarantee of motivation to promote and
maintain the individual to continue to engage in a certain
activity [1]. PE learning interest is the psychological state
generated by the interaction between the individual’s sub-
jective state and the physical learning environment [2], and
it is an important driving force for acquiring sports and

health knowledge and skills and promoting the physical and
mental health of students. It affects the direction and in-
tensity of specific activities of people participating in sports.
For example, the Opinions on Strengthening School Sports
to Promote the Comprehensive Development of Students’
Physical and Mental Health promulgated by the General
Office of the State Council in 2016 pointed out that students
should cultivate interest, develop exercise habits, and master
sports skills [3].

As the work of campus football enters the 2.0 era, China
attaches significant importance to the development of
campus football and has introduced a lot of policies. Football
has also made considerable progress among young people.
However, some problems have also appeared in the teaching
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of football courses in colleges and universities, such as
backward sports concepts, traditional teaching methods,
single teaching methods in football courses [4, 5], and lack of
attention to physical education. .ese greatly reduce the
students’ positivity for participating in football and their
interest and positivity for football. .e study found that with
the continuous deepening of the new curriculum reform,
higher physical education is also facing higher and newer
requirements. .e traditional teaching model is more and
more difficult to adapt to the requirements of higher edu-
cation, and not only it is not obvious enough to improve the
physical quality of students but also it is not conducive to
cultivating students’ interest in learning [6].

.e OTO teaching mode was first proposed by Alex
Rampell in the United States. “OTO” means “online and
offline” in Chinese. Scholars believe that the OTO teaching
mode is a hybrid teaching that combines traditional classroom
teaching and modern online education in the mobile Internet,
big data, and cloud computing environment and effectively
combines online learning resources and online learning tools
with student learning and teacher teaching [7–9].

.erefore, the OTO teaching mode is not just a type of
teaching form, but a new teaching method that uses all the
information and tools on the mobile Internet and the in-
telligent application of mobile terminals to conduct inter-
active teaching through the network. In the case of the huge
impact of the COVID-19 pandemic on education and
teaching, the Ministry of Education requires the online
course platform to follow “suspension of classes without
cessation of learning, suspension of classes without cessation
of teaching” which means that no matter when the school
resumes classes, we must first keep the children in a state of
learning during the epidemic. Based on this, this study
adopts the online and offline hybrid teaching mode com-
bining Chaoxing Learning Platform+Tencent WeChat
Group in the teaching of football general courses, mainly
using the Chaoxing Learning Platform as a platform to
integrate the syllabus, teaching plan, PPT courseware, and
teaching content..e teaching videos, animations, and other
related materials are uploaded to the Chaoxing Learning
Platform, and a teaching model of “online teaching, offline
training” is formed [10]. At the same time, the provincial
high-quality football online courses that come with the
platform provide excellent teaching resources for students to
study on their own [11]. On this basis, exploring the impact
of OTO teaching mode on college students’ interest in sports
learning has important practical significance to the reform of
college physical education and teaching.

2. Research Objects and Methods

2.1. Research Objects. Students in the second year in four
football classes of a university’s physical education major
were selected as experimental subjects, including 51 in the
experimental group and 56 in the control group (Table 1).
Among them, the experimental class adopts the OTO
teaching mode for teaching and the control class adopts the
traditional teaching mode for teaching. Before and after the
experiment, focus on students’ PE learning interests

(including positivity, negativity, skill learning, extracurric-
ular activities, and sports attention) and football skills (in-
cluding bumping the ball, passing on the inside of the foot,
shooting around the club, and kicking far) were analyzed.

2.2. Teacher Settings. .e Jianghong Dai is a teacher in the
experimental group, specializing in football, has ten years of
college football teaching experience, and has implemented
certain research on online and offline teaching modes. .e
teacher in the control group is an old teacher of college football
special teaching with 20 years of teaching experience. .e
teachingmethod is relatively traditional. He has participated in
the compilation of traditional teaching plans and is familiar
with the teaching content and process. Both groups of teachers
are specialized in football, with rich teaching experience, se-
rious teaching attitude, and good teaching effect.

2.3. Intervention Programme. .e teaching plan of the ex-
perimental group was compiled by the author according to
the structure and characteristics of the OTO course teaching
mode. .e teaching plan of the control group was prepared
by the teachers of the general football course based on the
syllabus of the teaching syllabus. It has gone through four
years of teaching practice.

2.3.1. Teaching Content Settings

(1) Teaching content of each semester: the overall
teaching content of the experimental group and the
control group is the same, including basic theories,
basic techniques (inner foot pass, bump, 20M round
shot, long kick), basic tactics (two-over-one coop-
eration, defensive counterattack), physical fitness
(speed, strength, flexibility, bounce, agility), and
examination (technical, quality examination).
However, the design concept of the teaching
schedule is not the same. .e experimental group is
based on the OTO teaching model, using software to
learn and using online and offline teaching methods
to design content. It is roughly divided into 4 stages.
First, the basic stage includes learning and watching
a relatively simple, basic combination of basic
football moves, such as the combination of passing
the ball on the inside of the foot and moving left and
right. Second, the development stage includes
learning and watching movement skills that are
slightly more difficult, such as 20-meter circum-
navigation and shooting. .ird, the promotion stage
includes combining the actions learned in the pre-
vious stage in the set competition. Fourth, the ap-
plication stage includes using them in actual
competitions. .e control group is designed
according to the difficulty of mastering technology or
tactics and is roughly divided into 3 stages. First, the
basic stage includes learning the basic skills of
football. Second, the development stage includes
learning basic tactics. .ird, the application stage
includes the competition application stage.
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(2) Teaching content of each lesson: the teaching
content of the experimental group is mainly on the
inside of the foot to pass, bump the ball, 20M
around the shot, and kick long. In addition, the
learning pass software is used to record teaching
videos and the learning pass software is then
uploaded. Using flipped classroom, students learn
the teaching content of this lesson through the
learning software before the class. In the rest in-
terval of classroom teaching, the teacher introduces
the teaching content of this lesson in combination
with the teaching video of the learning software..e
teaching of the control group mainly adopts tra-
ditional teaching methods. For example, the teacher
first explains the key points of the pass movement
on the inside of the foot, as well as the key and
difficult points, the teacher’s demonstration, and
the form of exercises by the students.

2.3.2. Teaching Process and Procedure Settings

(1) .e teaching process of each lesson: the teaching
process of the experimental group and the control
group includes three parts, the preparation part, the
basic part, and the end part and they are different.
During the preparation period, the experimental
group had previewed the teaching content of the
class through Chaoxing Learning Platform, watched
the teaching video, and had a preliminary impression
of the teaching content in their minds. During the
basic part, the teachers of the experimental group
spent less time talking than those of the control
group and the students were mainly asked to practice
more, interspersed with re-review of the video
during the period. Finally, after the course is over,
homework will be assigned to the Chaoxing Learning
Platform, such as uploading a video of after-school
practice of what they have learned..e control group
mainly used conventional teaching procedures.

(2) Teaching steps for each exercise: the experimental
group adopts the OTO teaching mode to teach. .e
main steps are preclass preparation, participation in
class consolidation after class, and assessment and
evaluation (Figure 1).

Among the teaching steps, the main practice method
adopted is the motor image learning method. .rough the
use of the Chaoxing Learning Platform, the learning content
is studied before class and the teacher’s explanation is

combined with the content in the class to carry out struc-
tured learning. After class, the content of the class is
practiced, a video is recorded, and it is uploaded to the
Chaoxing Learning Platform.

.e teaching steps of technical exercises in the control
group are explanation, demonstration, exercises organiza-
tion, cycle guidance, and teaching feedback. .e teaching
content of the second class is taken as an example (Table 2).

2.3.3. Teaching Method. .e teaching methods adopted by
the experimental group mainly include intuitive teaching
method, discovery teaching method, heuristic teaching
method, and competition teaching method. .e teaching
methods adopted by the control group mainly include the
demonstration method, the intuitive teaching method, the
complete method, and the decomposition method.

2.4. Experimental Steps

2.4.1. Pretest. .e experimental group and the control group
started teaching from the first week of the first semester of
the 2020-2021 school year, two hours a week, and the
teaching lasted for 16 weeks. In the first week, the students’
interest in sports learning was tested through the PE learning
interest scale and the technical evaluation standards were
used to test the basic technical movements of football
(passing on the inside of the foot, kicking far, bumping the
ball, 20M shooting around the shot).

2.4.2. Intervention Content. In the process of experimental
intervention, the control group used traditional teaching and
activity schedules, that is, normal football teaching; the
experimental class used the OTO teaching mode for football
teaching.

.e experimental group carried out a general football
course intervention every week. In class, after finishing the
preparatory activities, the teaching assistant will use the
computer to hold a Tencent meeting and all the students will
join the meeting. .e assistant will explain the football
teaching video online, and the video time is 10minutes while
explaining the technical actions offline. And, questions are
asked randomly, for about 10 minutes.

Teaching process includes the following: watching
football teaching video (teacher-assisted explanation),
practicing without a ball (teacher- and assistant-guided
teaching), and practicing with a ball (teacher- and assistant-
guided practice).

Table 1: Basic situation of experimental group and control group students (M±SD).

Class time Group Number Height Weight Age
Tuesday (5-6) Experimental 26 171.± 6.05 70.3± 4.25 19.3± 1.01
Tuesday (7-8) Experimental 25 170.± 7.12 71.6± 5.18 19.5± 0.82
Total Experimental 51 171.± 6.58 70.9± 4.72 19.4± 0.91
Tuesday (5-6) Control 28 170.± 5.12 70.6± 5.23 19.3± 0.72
Tuesday (7-8) Control 29 171.± 6.21 70.7± 4.15 19.4± 0.63
Total Control 57 170.± 5.32 70.6± 4.69 19.3± 0.67
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2.4.3. Intervention Implementation and Control. .e ex-
perimental intervention period of this study is from October
2020 to January 2021, a total of one semester, 16weeks. At
the same time, in order to reduce the impact of time,
weather, and other reasons on students’ football skills test
and PE learning interest test, it is unified to conduct football
skills and PE learning interest index tests for the experi-
mental group and the control group inmid-October. Among
them, the football skill test includes passing the ball on the
inside of the foot, kicking the ball far, bumping the ball, and
shooting 20M around the pole. .e PE learning interest
evaluation scale includes five indicators: positivity, nega-
tivity, skill learning, extracurricular activities, and sports
attention. .rough a one-semester intervention, in late
January 2021, the students will be posttested on football skills
and PE learning interests in the same venue, with the same
test format and method..e authenticity of the two test data
records must be guaranteed.

2.5. Research Tool. Using the “College Student Sports
Learning Interest Evaluation Scale” compiled by Gu
Haiyong and Jie Chao, the reliability coefficient of the scale is
0.925, which has very high reliability..e scale uses a 5-point
scoring method, ranging from “completely disagree” to

“completely agree.” .e larger the score is, the greater the
influence on the behavior will be. .e scale contains 5
dimensions:

(i) Positivity includes questions 1, 2, 3, 4, 5, and 6
(ii) Negativity includes questions 7, 8, 9, 10, 11, and 12
(iii) Skills learning includes questions 13, 14, 15, and 16
(iv) After-school activities include questions 17, 18, and

19
(v) Sports attention includes questions 20, 21, 22, 23,

and 24.

3. Results

3.1. Before the Experiment, 0ere Was No Significant Differ-
ence between the Experimental Group and the Control Group
in the Results of the Physical Learning Interest Level Test Items.
Before the experiment, the independent sampleT-test results of
students’ PE learning interest level showed that there was no
significant difference in the five dimensions of positivity,
passivity, skill learning, extracurricular activities, and sports
attention between the experimental group and the control
group. (T positivity� −0.083, P> 0.05; T negativity� −0.237,
P> 0.05; T skill learning� −0.213, P> 0.05; T extracurricular

Self-study
before class

Participation
in class

Consolidation
after class

Evaluation
system

1. Study task
released

2. Learning
through
self-study

3. Feedback on
self-study

1. Lecture on
important and
difficult points

2. Student practice
3. Watch the video
discussion

1. Homework
exercises

2. Reflection
and problem
discovery

1. Attendance
2. Participation
in class

3. The completion of
learning through tasks

4. Exam situation
5. Practical operation

Figure 1: Teaching implementation steps.

Table 2: Comparison of the teaching steps of the inside of the football foot between the experimental group and the control group.

Experimental group Control group
1. Preparation before class: the teacher uploads relevant learning
materials such as the syllabus, teaching design, teaching-related
videos, and animations to the Chaoxing Learning Platform course
column for students to preview in advance. Teaching content videos
are published through group mailboxes, QQ, WeChat, etc.

1. Explanation: the teacher introduces the concept of passing the ball
on the inside of the foot, the action essentials, and the application of
the game.

2. Classroom teaching: the teacher will give a brief explanation after
the demonstration.

2. Demonstration: the teacher demonstrates the complete pass of the
inside of the football foot.

3. Organizing student exercises: exercises are paired in groups of 2,
exercises are paired on the move, and exercises are applied in the
game.

3. Organizing student exercises: these include ball-free exercises and
fixed ball exercises, exercises are paired in groups of 2, and exercises
are paired on the move.

4. Teaching feedback: teacher inspection guidance and error
correction.

4. Teaching feedback: teacher inspection guidance and error
correction.

5. Homework: homework assigned to Chaoxing Learning Platform.
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activities� −1.044,P> 0.05; Tsports attention� 0.911,P> 0.05.
See Table 3 for details.) .is result shows that before the ex-
periment, the students in the experimental group and the
students in the control group basically show the same level of
interest in sports learning.

3.2. Analysis on the Differences of Different Dimensions of
Sports Interest between the Experimental Group and the
Control Group after the Experiment. After the experiment,
the independent sample T-test results of the students’ PE
learning interest level showed that there were significant
differences in the four dimensions of the PE learning interest
level of positivity, negativity, skill learning, and extracur-
ricular activities between the experimental group and the
control group. .e P value of the dimension of sports at-
tention is greater than 0.05, so there is no significant dif-
ference in sports attention. (Tpositivity� −2.473, P< 0.05; T
negativity� 3.209, P< 0.007; T skill learning� 2.786,
P< 0.05; T extracurricular activities� 2.934, P< 0.01; T
sports attention� 1.119, P> 0.05. See Table 4 for details.).e
results show that the online and offline teaching mode can
effectively enhance students’ interest in sports learning, but
it has little effect on sports attention.

4. Discussion

.e experimental results show that the PE learning interest
of the experimental group is significantly higher than that of
the control group and its negative interest is significantly
lower than that of the control group. It can be concluded that
the experimental results support some of the hypotheses put
forward by the research. .at is to say, the OTO teaching
mode with football lessons as the carrier has obvious pro-
motion effect on the positivity of college students’ PE
learning interest, skill learning, and extracurricular activities
and alleviating the negativity of PE learning interest. .e
reason is that, first of all, compared with the traditional
offline teaching action explanation, the OTO teaching mode
is a new type of teaching mode. It integrates sound and
picture, with high clarity and interest, and can be intuitive to
students. .e stimulus of the picture makes the students’
interest in physical education to gradually increase, so that
their learning positivity will be higher [12]. Second, in
football teaching, the understanding and mastery of

technical movements is the key. .e teaching of football
technical actions requires a lot of observation, imitation,
feedback, and correction in the process of technical action
and a lot of perceptual information besides proprioception,
such as visual information and auditory information. Online
teaching can integrate animations and assist teachers in
providing students with various perceptions of three-di-
mensional space and conducting specific practical exercises
offline to form a mixed teaching mode of “online teaching
and offline training.” In addition, due to factors such as the
age and technical level of some teachers, it is impossible to
demonstrate some difficult football skills. Multimedia pro-
duction can solve it as well, and the actions can be
decomposed in an orderly manner and displayed from
different angles. .ese undoubtedly play a significant role in
promoting the learning of skills. .ird, the OTO teaching
mode has expanded infinitely in terms of space and time.
Students can study the teaching content without restriction
before, during, and after class, without being restricted by
time and space. Finally, the OTO teaching model can op-
timize the evaluation mechanism and build a hybrid eval-
uation mechanism of “online + offline.” Online classroom
can count student sign-in frequency and online learning
time [10]. It provides a reference for the evaluation of the
usual grades at the end of the term. A trinity comprehensive
evaluation system of “student self-evaluation, student-stu-
dent mutual evaluation, and teaching evaluation” is intro-
duced offline to complement the online mode to promote
the development of students’ football skills, thereby en-
hancing students’ interest in sports learning.

.e OTO teaching mode also presents some short-
comings in practical application. First of all, the lag of online
teaching facilities and technology affects the effect of online
teaching. For example, network freezes occur during online
teaching, football teaching video resources will have not
formed a system, and echoes during the playback process
often occur, which affect the effect of online teaching.
Second, it is difficult to supervise online teaching, which
mainly relies on the consciousness of students [13]. Al-
though there are abundant resources online, due to the
constraints of time and space, teachers cannot directly face
students and it is difficult to comprehensively, accurately,
and timely grasp the learning status of students, which af-
fects the application effect of the OTO teaching mode.

Table 3: Before the experiment, the comparison and analysis table of the difference in students’ PE learning interest level between the
experimental group and the control group (n� 107).

Test items Test index Group Number Mean, M±SD T P

PE interest level

Positivity Group 1 51 1.75± 1.02
−0.083 0.751Group 2 56 1.70± 1.04

Negativity Group 1 51 3.74± 1.30
−0.237 0.506Group 2 56 3.79± 1.11

Skills Group 1 51 4.01± 1.01
−0.213 0.278Group 2 56 4.05± 0.97

Activities Group 1 51 3.78± 1.15
−1.044 0.428Group 2 56 4.0± 1.058

Attention Group 1 51 3.8± 1.165 0.911 0.368
Group 2 56 3.6± 0.936

Note. Group 1: experimental group; Group 2: control group.
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5. Conclusions and Suggestions

5.1. Conclusions

(1) .e implementation of the OTO teaching mode can
effectively stimulate the positivity of students’ PE
learning interest, skill learning, and extracurricular
activities and alleviate the negativity of PE learning
interest.

(2) .e OTO teaching mode has little effect on sports
attention in PE learning interest.

5.2. Suggestions

(1) All colleges and universities should actively adopt the
OTO teaching mode in physical education, which is
conducive to stimulating students’ interest in
physical education, improving teaching quality, and
promoting the reform and development of college
physical education courses.

(2) In the course of daily class, you should grasp the time
of online class and allow enough time for students to
practice.

(3) A diversified evaluation system of evaluation subject,
evaluation content, and evaluation dimensions
should be adopted in order to obtain more objective,
comprehensive, and accurate evaluation results and
more accurately reflect the learning situation of
students.
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It is more and more important to optimize electric power system scheduling in the development of the Internet of Vehicles. How
to improve the applicability and scientific nature of electric vehicle charging is an urgent problem to be solved.(is paper proposes
an intelligent scheduling access model for electric vehicles based on blockchain. Firstly, the layout simplification calculation is
carried out for the layout of the traditional distributed power grid. (en, a data storage and consensus system is built using
blockchain smart contracts to ensure that all historical data are not tampered with and are traceable. Finally, the model forms an
electricity price guidance model in the intelligent scheduling and access of electric vehicles, optimizes the multivehicle line
congestion in operation, and can dynamically schedule and correct the model. In terms of the experiment, 13 test electric vehicles
were dispatched based on 12 real power station nodes and 36 test nodes of Yunnan Power Grid Co. Information Center for
verification.(e result analysis shows that the model can effectively and quickly solve the blocking and unblocking of the Internet
of Vehicles and can develop a scheduling scheme conforming to the safety constraints of electric vehicles in a relatively short time.

1. Introduction

Electric vehicles (EVs) replacing traditional fuel cars are of
great significance in alleviating urban air pollution. Com-
pared with traditional fuel cars, electric vehicles are ex-
pensive, take longer to charge, and have a shorter range. In
particular, the lack of charging piles greatly affected the
promotion of electric vehicles. All countries are committed
to the research and development of new energy vehicle key
technologies, but the penetration rate is not high [1]. In the
future, the proportion of electric vehicles on the Internet of
Vehicles (IoV) or Internet of things (IoT) will be increas-
ingly large, because of its great advantages; for example,
logistics enterprises can provide a fixed charging station.
Compared with fuel cars, electric trucks are environmentally
friendly and cost-saving. At present, EV charging service has
problems such as difficulty in finding a pile for charging
users, difficulty in information connection between charging

stations, and difficulty in charging transaction settlement
[2, 3]. For example, the introduction of a central organi-
zation to manage charging services and charging transaction
information can improve the current situation, but it re-
quires high cost and risks of information leakage [4].
(erefore, we need to seek new charging service mode and
transaction information management system. With the
increasing level of digitalization and decentralization of
energy systems, the need for reliable defense against
cyberattacks in the IoV has increased dramatically. If
properly applied, blockchain technology can fix vulnera-
bilities in networking and data communication. It can
improve data confidentiality and privacy, so as to effectively
defend against various threats from the inside and outside
[5]. In terms of data communication vulnerability repair,
blockchain technology can integrate the pricing and set-
tlement functions of the wholesale power market into a
secure blockchain system. It can greatly reduce the risk of
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fake data injection and price manipulation. It ensures that
the dataset or communication series specified between the
trading parties is immutable. At the same time, blockchain
can improve data confidentiality and privacy. As digitally
distributed systems become the norm in the energy sector
and billions of energy-using devices are integrated into
power systems, malicious attackers will see more opportu-
nities to break into these systems and attempt to disrupt
them [6].

Due to the wide network coverage, high data informa-
tion transmission rate, low end-to-end latency, and support
for massive connections, 5G networks are rapidly spreading
[7]. As the underlying network communication technology,
5G can deeply empower upper-layer vertical applications.
(e integration of 5G and blockchain can cause them to
empower each other. With its high speed and low latency,
5G helps the blockchain accelerate transactions (full network
broadcasting), avoiding stalls and long-term unrespon-
siveness [8]. Moreover, because 5G drives V2X, it has
spawned a lot of data and scenarios, which is conducive to
the implementation of blockchain applications.

In this context, how to improve the applicability and
scientific nature of electric vehicle charging is an urgent
problem to be solved. In order to improve the scheduling
optimization of EV in the development of IoV in the real
environment, this paper proposes an intelligent scheduling
access model for EV based on blockchain.

(e rest of this paper is organized as follows. Section 2
explores the latest methods about blockchain, IoV, and
intelligent contract. Section 3 presents the access model of
intelligent scheduling of EV based on blockchain. Com-
parisons of experimental results with other works and
discussion are provided in Section 4. Section 5 summarizes
the paper and offers directions for future research.

2. Related Work

2.1. Blockchain Security in Power Grid Industry. (e de-
centralization, openness, intelligence, and sharing of
blockchain are in line with the ideas of the IoV and the
energy Internet. (ey can be done by means of data en-
cryption, timestamps, distributed consensus, and economic
incentives. Point-to-point transaction, coordination, and
collaboration can be realized based on decentralized credit in
a distributed system where nodes do not need to trust each
other [9]. (e application of blockchain in IoV will effec-
tively support the open interconnection of multitype systems
and the extensive and deep participation of multiple users. It
can not only solve network access, long-distance trans-
mission loss, demand-side response, network security, and
other problems, but also form some new models for the
inherent market mechanism and business model of the
power industry [10].

At the same time, in terms of power market transactions,
blockchain can exist in three decentralized forms with
different degrees of the public chain, private chain, and
alliance chain. (e internal finance of power grid adopts a
private chain, which is conducive to the transparency of
internal management universities and the improvement of

clearing and auditing efficiency. Alliance chain, power plant,
power grid, electricity selling company, and other subjects
are adopted among the trading subjects in the power market
to reach contract agreements, improve efficiency, and fa-
cilitate inquiry and statistics. (e public link is adopted
between the electricity selling company and users, and
automatic meter reading, metering, and billing are adopted
to improve transparency and credibility [11].

Blockchain has a natural network threat defense capa-
bility, which benefits from the following characteristics
[12, 13]:

(1) Tamper-proof data: after proper application of
blockchain, all calculations will be performed in hash
form and will be tamper-proof when the data are
generated, thus avoiding the risk of being tampered
with in transmission.

(2) Complete data availability: blockchain can store data
in a decentralized form through multiple nodes.
Under such an architecture, even if some nodes or
servers are hacked, the user can still get the complete
dataset.

(3) Redundancy: the operation of blockchain has no
central failure point, so this architecture is inherently
highly reliable through redundancy.

(4) Privacy and control: blockchain users can choose
which data are permanently transparent and which
data are encrypted, so only the designated receiver
can view the data content.

(5) Outsourcing calculation: the encrypted data can be
sent to a third party for processing, and the data
content will not be displayed in the whole process.

2.2. IoV in the Grid Intelligent Scheduling Algorithm.
Vehicle scheduling problem was first proposed by Dantzig
and Ramser [2]. (e goal is under certain constraints, such
as the limitation of vehicle load and the volume of the goods
to seek the best assembly, also called the vehicle scheduling
problem (VSP), or seek vehicles’ best path, also called the
vehicle routing problem (VRP), which makes the total
distribution cost minimum. (erefore, the vehicle sched-
uling problem is a typical nondeterministic polynomial
problem. When the electric vehicle is used for trans-
portation, the problem is more difficult to solve due to the
influence of charging and endurance. In recent years, the
logistics scheduling problem based on new energy vehicles is
collectively known as the green vehicle routing problem
(GVRP). As GVRP is relatively new, there is not much
classical research literature. Literature [6] summarizes the
research status of EVRP before 2014. It summarizes the
technical background of electric vehicles, including vehicle
type and battery, cost comparison with traditional fuel car,
vehicle grouping, route selection, and optimal route, and
gives possible research directions.

In the past two years, representative research results
included the following: vehicle scheduling problems under
the constraints of time and charging station are widely
concerned [9–11]. Literature [9] adopted a new hybrid
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heuristic algorithm to solve this problem.(e new algorithm
combined variable domain search and tabu search algorithm
to test on the standard set and achieved good results. Lit-
erature [10, 11] studied the hybrid formation problem of
different types of electric vehicles. In the model, the im-
proved branch-and-price algorithm based on Adaptive
Large Neighborhood Search was adopted to solve the
problem with the constraints of transportation time,
transportation cost, vehicle load, etc. (e experiment
showed that the algorithmwas effective. Moreover, literature
[12] studies the different trolley charging conditions under
different scheduling paths under time constraints and uses
branch-price-and-cut algorithms to determine whether
there are multiple charging stations on each scheduling path
and whether each charge must be filled to get 4 combina-
tions. (e study shows that in the case of 100 customers and
21 charging stations, all four combinations have solutions.
(e comparison of the four kinds of path planning reveals
that multiple charging piles have more advantages than the
other three cases without full charging. Literature [13]
proposes a universal EVRP model, which takes minimum
transportation time, minimum energy consumption, and
minimum transportation vehicle as constraints and passes
through each customer only once. Different from previous
models, the problem of power consumption under different
loads is considered in this modeling. In this model, the
feasible solution space is not large, so the computer is used to
solve it accurately. However, the above work did not solve
the problem of electricity price optimization.

2.3. Intelligent Contract for Secure Access. As a new appli-
cation technology of the new form of IoV, blockchain has the
characteristics of weak centralization, distrust, and not being
tampered with easily. It can realize the undifferentiated
records of multiple nodes and promote the interconnection
of information [5, 6]. Intelligent contracts can be widely used
in various interconnection scenarios of energy transactions
such as power market transactions and energy demand
response [9, 10]. Literature [11] proposes to use blockchain
technology to realize transparent and trust-based charging
of public charging piles. Literature [12] proposed Ethereum
EV charging transactionmode, in which EV users choose the
best bidding charging station. Literature [13] proposed a
charging pile sharing platform based on a lightning network,
blockchain, and intelligent contract. Literature [14] pro-
posed electric vehicle charging transaction based on a
lightning network, which solved the possible security
problems in a lightning network.

(e above studies generally use the traditional bitcoin or
Ethereum blockchain architecture, which requires tokens
and public chain, which is not conducive to improving
transaction efficiency and reducing transaction cost.
(erefore, it is necessary to select a blockchain architecture
more suitable for the performance requirements of EV
charging transaction business. Many scholars use the weakly
centralized alliance chain to improve the efficiency and
security of EV transaction. In literature [15], multiple agent

nodes are set up to manage the choice and transaction of
user charging mode, but the implementation structure of a
specific alliance chain is not mentioned. In [16], electric
vehicle users and distributed energy operators were set up
for the application scenario of microgrid. Literature [17]
used an alliance chain to design charging and discharging
transactions between electric vehicles and set up local
aggregators to act as service nodes, without involving user
transactions in different aggregators.

(e sorting and analysis of the above research status
show that blockchain can effectively improve the defects of
grid security access and optimize the charging model of
electric vehicles.

3. Intelligent Scheduling Access Model of EV

3.1. Electric Vehicle Charging Security Access Trading Design.
EV charging trading system architecture can be divided into
application layer, intelligent contract layer, consensus layer,
network layer, and data layer [18]. (e data layer stores the
transaction data in LevelDB or CouchDB in the data
structure of Merkle Bucket tree and blockchain list [19]. (e
network layer selects HTTP/2-based P2P protocol as the
network transmission protocol and makes the node listen to
verify whether the new block or new transaction of the
broadcast is valid. (e consensus layer adopts a practical
Byzantine fault-tolerant algorithm. (e intelligent contract
layer encapsulates the electric vehicle charging trading in-
telligent contract written in Go language. (e application
layer supports EV charging applications with query charging
stations and transfer transaction functions [20–24].

Figure 1 shows the network structure of EV charging
transaction model. Participants include application, charg-
ing station nodes of charging operators and utility com-
panies, sorting service nodes, and regulatory authorities of
charging transaction market.

Each charging operator or utility serves as an organi-
zation in the transaction network structure, with multiple
charging station nodes per organization. All nodes are ac-
counting nodes, responsible for validating transactions and
writing them into the books. On this basis, a node can also
act as master node, anchor node, and endorsement node.
(e master node is the node responsible for communicating
with the sorting service node, which receives the transaction
containing the endorsement signature. It sorts unpackaged
transactions, generates blocks, and broadcasts them to the
billing node. Anchor nodes are nodes that can communicate
with the nodes of other organizations. By running its in-
stalled smart contract, the endorsement node can sign and
endorse the charging transaction proposal put forward by
the client and feed back the result. (e transaction model
calculates the endorsement experience valueM according to
the endorsement times of the nodes and refers to this index
in service evaluation, so as to encourage each charging
station node to act as the endorsement node and maintain
the stable operation of the blockchain platform. (e ex-
pression of endorsement experience value M is
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M � β
lc,n

Ln

, (1)

where lc,n is the number of account updates of the charging
station node as the endorsement node up to this transaction.
Ln is the total number of ledger updates. β is the weight of the
adjusted endorsement experience value.

Data exchange is realized by establishing a trading
channel, which is a virtual channel of atomic broadcasting.
(e design of the trading channel makes it impossible for the
nodes outside the channel to access the data inside the
channel, which provides safe and efficient data exchange.
(e channel is managed by the regulatory department of the
EV charging trading market and connects charging station
nodes and sequencing service nodes of multiple companies.
Users who register with any charging operator or utility can
have the account authentication of the trading platform and
deposit their wallet address, account balance, current
credibility, certificate, and public/private key pair. (rough
the application, users can access all endorsement nodes in
the channel and select charging services provided by mul-
tiple charging operators and utility companies.

3.2. 0e Process of Trading Electric Cars in IoV. (e opera-
tional process of EV charging transaction model is based on
practical Byzantine fault tolerance (PBFT) algorithm
[25, 26]. PBFT is a copy replication algorithm for state
machines that replicate on different nodes.(e client sends a
request to the master node to invoke the service operation,
and upon receiving the request information, the master node
enters the preparatory stage to broadcast to other nodes.
After receiving the broadcast, other nodes simulate the
transaction, generate the transaction result, generate the
hash value of the new block according to the result infor-
mation, and enter the preparation stage to carry out the
broadcast within its scope.

As shown in Figure 2, the operation of EV charging
trading mode is the process of transaction initiation, con-
tract execution, and transaction verification by the trading

subject under the consensus mechanism. Firstly, EV users
select charging stations according to service rating and use
the charging clients to send a request to the endorsement
node in the channel and invoke charging service operation.
After receiving the request message, the endorsement node
verifies the client’s identity, performs intelligent contract
simulation transactions, and evaluates the charging service.
(e endorsement node outputs the result of the intelligent
contract, that is, a set of key values read or written in the
intelligent contract. (e transaction request response with
the endorsement signature is sent back to the client. (e
client broadcasts it to the sorting service node. (e sorting
service node passes ordered transactions as blocks to all
nodes on the channel. Each node verifies that the execution
result can be written to the ledger status database and no-
tifies the client.

3.3. Smart Contract for EV Charging Trading Model.
Smart contracts are programs that run on a ledger of
blockchain data and are automatically executed by com-
puters [27].(emain functions of the intelligent contract for
EV charging transactions include EV charging charge set-
tlement, charging service, user credit evaluation, and
transaction order query from users, charging operators,
utility companies, and other institutions.

Every time the owner completes the transaction settle-
ment of electric vehicle, the credibility of the owner is
evaluated, Rv, according to it transaction behavior, and the
formula is

Rv �
1
J



J

j�0
Cvj, (2)

where Cvj is the integral reward that EV account v obtains or
deducts after the j-th charging transaction is completed, and
its value is set. Let its value meet the set Cvj ∈ −1, +1{ }. When
the user completes the correct payment of the previous
charging service, it can get a bonus point. Otherwise, it can
deduct a credit point. If the credit is lower than the
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Figure 1: Network structure of EV charging transaction model.
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minimum threshold set by the system, that is, Rv <Rv,min,
the user will not be able to use charging service normally. In
this model, the initial value of credit and the threshold value
are 0.

(e transaction model recommends charging stations
with high evaluation of nearby charging services to users
with normal credibility for charging transactions. (e
charging service evaluation Rcs,n of the charging station node
is constantly updated with the increase of n times of
transactions. (e following equation calculates the charging
service evaluation of the charging station according to the
score given by users with different credibility and the en-
dorsement experience value of the charging station node.

Rcs,n � Rcs,n−1 +
1
α

(1 + M)ϕ Rcs,n−1 Rv Wn − En( ,

ϕ Rcs,n−1  � 1 −
1

1 + e
− Rcs,n−1− D( )/σ

,

En �
Rcs,n−1

D
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

where Rcs,n−1 represents the n − 1 transaction service eval-
uation of charging station node, and the adjustment pa-
rameter α> 1 determines the speed of change of service
evaluation after each transaction score. (e value of α can be
adjusted so that after the service capacity of charging station
nodes with low evaluation is improved, the evaluation will
not always be affected by the previous bad evaluation. M is
the calculated endorsement experience value. Wn is the score
made by users whose credit rating is higher than the
minimum threshold, and in this paper Wn � 1, 2, 3, 4, 5{ }.
(e En is the expected score of the charging station node.
(e D is the highest level in service evaluation, and this
model takes D � 6. (e ϕ(Rcs,n−1) is the damping function
that makes the change of charging service evaluation value
tend to be gentle. (e σ is the acceleration factor in the
damping function, and σ � 0.7.

In the calculation of charging service evaluation, the
credibility of EV users and endorsement of charging station
nodes are considered to make the evaluation value more

reasonable. Moreover, they can stimulate charging station
nodes to improve charging service level, contribute com-
puting power, and maintain stable and efficient operation of
the trading platform. A charging station is set up to provide
charging service for EV. (e charges that EV users need to
pay to charging operators and utility power companies
include electricity fee and service fee, and the formula is

Fcharging(v) � fcharging(v) Ee − Es( ,

Fsercice(v) � fservice(v) Ee − Es( ,
(4)

where Es is the initial electric quantity of the electric vehicle.
Ee is the power after charging. fcharging(v) is the unit price of
electricity charge. fservice(v) is the service fee unit price. (e
total cost of charging an electric car v is

Fv � Fcharging(v) + Fservice(v) � fcharging(v)Pvt + fservice(v)Pvt,

(5)

where Pv is the charging power. t is the charging time.
(e specific steps of the transaction fee settlement

function are as follows. (e first step is to receive the pa-
rameters including charging amount Echarging(v); (e second
step is to apply the API of querying the ledger to get the
balance of the charging station and EV account, as well as the
unit electricity price corresponding to the period number.
(e third step is to complete the calculation of the charging
transaction amount payment function according to the
formula and transfer the corresponding amount in the EV
account to the charging station account. If the balance of the
electric vehicle account is lower than the threshold value, the
credit points will be deducted and the bonus points will be
increased. (e fourth step is to write deals into the blocks.

Administrators of electric vehicle users and charging
operators can query various data of charging bills through
intelligent contracts, taking the function of bill inquiry by
users as an example. (e first step is to receive the EV
number (EVID) from the client’s SDK. (e second step
constructs the query string based on the EVID, sends the
query string proposal to the ledger, and retrieves the query
result. Query results include transaction time, charging cost,
unit electricity price, charging station number, organization
number of the user, and organization number of the
charging station. (e third step is to aggregate all query
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results and return them. Unlike other functions that need to
be written into the ledger, such as invoking the transaction
ledger function, the node runs the intelligent contract to
access the status data and directly outputs the running re-
sults to the client without consensus.

4. Experiment and Analysis

4.1. 0e Experiment Platform. In terms of the experiment,
the hardware platform includes 13 unmanned logistics ve-
hicles, as shown in Figure 3, 12 charging nodes, laptop
computers, and servers. (e software platform includes 36
test nodes and blockchain based on alliance chain.

4.2. 0e Experiment Design. (e experiment evaluates the
computational efficiency of the model by using performance
indicators of data throughput, response time, and latency. As
shown in Figure 4, under the same node, when using the
model in this article, it has better throughput and response
time than the traditional model. Compared with the tra-
ditional model, the proposed model has more data
throughput, shorter response time, and lower delay time
under the same node. As shown in Figure 5, with the same
number of vehicles, the number of nodes is gradually in-
creased, and the performance of the model in this paper is
better than the traditional model.

Under large-scale scheduling, the ratio of the ware-
house’s storage capacity to the vehicle’s transportation ca-
pacity is an important index affecting scheduling. In this
article, it is called the α coefficient, which is

α �


n
i�1 Wi


m
j�1 Vj

, (6)

where Wi stands for storage capacity and Vi stands for
vehicle transportation capacity.

In this experiment, 13 vehicles are dispatched using 36
nodes. (e proposed algorithm and the traditional sched-
uling algorithm are run 150 times each with different
number of vehicles, and the average of the running results
was applied for the comparison. As shown in Figure 6, under
the same number of vehicles, the model in this paper has
better data than traditional algorithms, which increases
vehicle scheduling efficiency.

In order to test the safety of this model, the illegal vehicle
ID packet was synthesized with the correct vehicle ID packet
to try to link the charging device. When a blockchain-based
charging device identifies an illegal data packet, it will give
alarm and detect the average alarm time. As shown in
Figure 7, the conventional model does not identify the illegal
vehicle ID data packet several times; thus, the charging
device starts to work. When using this experimental model,
all illegal vehicle ID data packets are detected and an alarm is
issued successfully. As shown in Figure 7, the detection time
was significantly lower than the traditional model.

(e transmission network includes load L1 and two large
units G1 and G2. (e distribution network is divided into

two active distribution networks, ADN1 and ADN2.
According to the line and geographical location, the ADN1
includes 1 wind turbine (W2), 2 tram stations (EV2 and
EV3), 1 set (DG3), and 1 load node (L3). (e ADN2 consists
of 1 wind turbine (W1), 1 tram station (EV1), 2 units (DG1
and DG2), and 1 load node (L2). (e unit information is
shown in Table 1, where a, b, and c are the constant, primary,
and secondary coefficients of the generation cost, respec-
tively. (e Pmin and Pmax are the minima and maxima of
output, respectively.(e optimal regulation of generating set
is shown in Table 2.

4.3. 0e Experimental Analysis. In the experiment, a
common algorithm without model optimization is firstly
used to conduct vehicle scheduling and charging as a
comparison item. After that, the distributed optimiza-
tion algorithm and the dynamic adjustment model based
on blockchain were adopted to conduct V2G optimi-
zation of the power grid, distribution network, and ve-
hicle charging schedule; meanwhile, the dynamic
constraint counting method was adopted for blocking
management.

In the scheduling process, as shown in Table 3, power
flow overload occurs in some nodes such as 15, 16, and 17.
By adding the 3 modulation constraints into the constraint
set, the traditional algorithm presents large information
blocking, which makes the vehicle scheduling appear
sluggish, and the charging efficiency is greatly reduced. After
that, the proposed model was used for optimization. After
the optimization, there was no longer the case of charging
overload in statistics, so the results were in line with the
optimal solution of security constraints. In the test, the
traditional algorithm presented information blocking. Un-
der the optimization of the proposed model, the interference
is quickly eliminated, and the charging of multiple vehicles is
not disturbed. Moreover, under the optimization model, the
electricity price of charging is lower than that without
optimization.

As shown in Figure 8, when blockchain is used in
scheduling and charging transactions, the delay is greatly
reduced. (e increase of information throughput
strengthens the optimization effect of the model and ach-
ieves a good experimental result.

(e running time and cost after optimization are less
than those without model optimization. (e optimized
optimal power flow distribution and the data are better
than the data obtained without model optimization. It
can be seen from the above results that when vehicle
scheduling is carried out by using the proposed model,
the charging efficiency of the vehicle is higher, the cost is
lower, there is no information blocking, and it is safer and
more efficient. (e optimal scheduling scheme is devel-
oped in a short time to make the vehicle running and
charging more reasonable. (e proposed model enables
logistics enterprises to make better profits and achieve
higher logistics efficiency.
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Figure 5: (roughput (a) and response time (b) for the same number of vehicles.

Figure 3: Unmanned logistics vehicles.
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Table 1: Generator information.

Pmin/MW Pmax/MW a/yuan b/yuan ∗ MŴ−1 c/yuan ∗ MŴ−2
G1 20 160 450 28 15
G2 10 130 330 20 25
DG1 0 45 450 23 15
DG2 0 30 360 29 20
DG3 0 45 360 17 15

Table 2: Optimal generating.

Time DG1/MW DG2/MW DG3/MW G1/MW G2/MW
1 25.6 29.8 31.2 42.1 34.5
2 24.1 29.1 30.8 40.2 33.2
3 23.3 29.5 29.5 40.3 32.4
4 22.7 29.9 29.6 37.4 33.5
5 22.4 30.2 28.3 37.1 30.7
6 23.8 30.0 28.2 38.7 32.3
7 23.5 30.0 28.6 36.9 30.8
8 24.3 30.3 27.7 40.2 32.5
9 23.4 28.9 29.8 38.5 31.1
10 20.1 29.1 28.5 33.1 27.8
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Table 2: Continued.

Time DG1/MW DG2/MW DG3/MW G1/MW G2/MW
11 25.8 29.0 24.1 41.4 34.3
12 29.1 28.7 30.1 41.8 38.9
13 30.1 30.1 35.5 47.5 44.8
14 20.8 30.2 36.4 51.5 37.9
15 31.1 30.2 35.3 45.2 39.8
16 20.9 30.1 26.5 44.3 38.1
17 23.8 29.7 29.3 50.9 45.8
18 30.1 29.8 28.5 57.4 39.2
19 30.4 30.2 36.3 50.3 40.2
20 29.6 30.2 40.5 43.6 45.6
21 30.1 30.0 37.8 45.3 40.1
22 30.8 29.8 37.5 49.6 40.3
23 30.1 30.0 35.2 39.3 39.8
24 23.5 30.1 29.0 40.1 35.6

Table 3: Branch information.

Branch number Outflow node Injection node Current limit/MW
1 1 3 60
2 1 10 60
3 2 21 80
4 3 26 70
5 4 25 65
6 5 26 65
7 3 34 65
8 11 30 65
9 12 31 65
10 16 35 65
11 2 22 70
12 6 21 70
13 6 20 70
14 7 9 70
15 9 8 70
16 13 6 70
17 15 2 70
18 19 1 60
19 23 23 60
20 22 28 60
21 28 27 60
22 26 31 80
23 26 31 80
24 29 34 75
25 34 35 75
26 33 25 65
27 36 22 65
28 30 10 65
29 16 9 65
30 18 9 65
31 11 7 60
32 34 5 60
33 30 2 60
34 31 17 60
35 29 15 60
36 28 11 60
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5. Conclusion

In view of the fact that the current electric vehicle dis-
patching is mostly manual dispatching and its efficiency is
low, we investigate how to improve the applicability and
scientific problem of electric vehicle charging in the existing
distributed grid layout. Based on blockchain and 5G tech-
nologies, the proposed intelligent vehicle dispatching model
realizes the simplified calculation of the layout of the tra-
ditional distributed power grid. It uses smart contracts to
build data storage and consensus systems to ensure that all
historical data are not tampered with and is traceable. It
forms the electricity price guidance model in the electric
vehicle intelligent dispatching and access, optimizes the
multivehicle line blocking in the operation, and dynamically
adjusts the model scheduling. It has achieved good results in
application, such as optimizing charging running time,
saving power, and controlling cost. (e simulation and
actual test show that the model is feasible and correct.
Compared with the traditional scheduling algorithm, the
proposed intelligent vehicle dispatching model realizes the
dynamic adjustment and correction and better optimizes the
distributed power system to make up for the current electric
vehicle. (e future research will discuss the blockchain in
more power nodes and multivehicle collaborative optimi-
zation problems.
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Unmanned aerial vehicle (UAV) is regarded as a powerful tool to expand the existing ground wireless network into aerial space.
Since high mobility is an essential characteristic for UAV, it is important to carry out an accurate, real-time, and high-precision
localization in terms of safe operation and communication link maintenance. *e cellular network-based localization technology
has provided UAV a solution with both high coverage and seamless connection. However, the complex channel environment
between the UAV and terrestrial base station (BS) would have weakened the localization performance. To solve this problem, a
two-stage channel adaptive algorithm for cellular-connected UAV has been proposed. *e first stage of the algorithm is to revise
the observation error introduced by the complex channel environment using the model of DDPG.*e second stage is to locate the
UAV position with TDOA algorithm using the revised observation values. Simulation results have demonstrated that the
proposed algorithm can achieve the channel adaptive effect by revising the observation errors and improve location performance
greatly, especially for UAVs at a relative lower altitude.

1. Introduction

With the large-scale deployment and application of the fifth
generation (5G) cellular system, researchers start to focus their
studies on the sixth generation (6G) mobile communication
network. Compared with 5G, the most impressive improve-
ment of 6G network is the ability to provide an intelligent,
seamless, and three-dimensional (3D) aerial access network
connectivity with a data rate of several terabits per second
(TBPs) and ultralow delay of sub-millisecond [1]. In order to
fulfill the innovative objective in wireless communications for
the coming 6G communication systems and provide an on-
demand connectivity from the sky, new subjects such as sat-
ellites, high- and low-altitude platforms, drones, aircrafts, and
airships are being included to take the role as aerial base
stations. Among them, the unmanned aerial vehicles (UAVs)
have been regarded as a powerful tool to expand the existing 5G
wireless network into the aerial access network with its flexible
on-demand deployment capability [2].

Since high mobility is an essential characteristic for UAVs,
it is very important to carry out an accurate, real-time, and
high-precision localization in terms of the safe operation and
communication link maintenance. According to [3], GNSS
(Global Navigation Satellite System), INS (Inertial Navigation
System), and visual-based navigation are three technologies
used by UAV localization. GNSS is the most widely used one
for its global coverage; however the satellite signal is sensitive to
obstacles and blockings, leading to accuracy drops in complex
environments like city centers. INS does not rely on the satellite
signal, but the relatively high cost of equipment makes it not
suitable for small aircraft, and the accumulated offset error over
time due to integral drift is an unsettled problem [4]. Visual-
based localization depends onweather conditions; low visibility
environments like dusty or smoking can damage the visual
signal seriously, causing significant declines of accuracy [5].
Furthermore, visual-based localization demands large amount
of image processing, which requires high computing capability
and increases the system complexity.
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As the rise of 6G, the aerial-terrestrial integration net-
work has provided an alternative for UAV localization,
namely, the cellular-connected UAVs localization solution
[6–8]. 6G aerial network can provide cellular connectivity
with ubiquitous accessibility for UAVs and not restricted by
satellite signal attenuation and visual signal damage. Cel-
lular-connected UAV can also be a research model of user
experience for the high-altitude network as well to help
improving the service quality of the aerial network [7, 9].
Furthermore, the existing wireless communication tech-
nologies such as massive MIMO and millimeter wave
communication can also be exploited for UAV localization.

From 1G to 5G, various localization technologies have been
designed and implemented [10]. Network topology informa-
tion and radio signal from wireless network are the main
information source for mobile network localization. According
to the implementation principle, the location algorithm can be
divided into five categories: proximity, angle of arrival (AOA),
received signal strength (RSS), time of arrival (TOA)/time
difference of arrival (TDOA), and hybrid method [11]. Among
them, the proximity method depends on the density of the
network transmitter, leading higher cost of the positioning
equipment [12]; AOA is easily affected by the external envi-
ronment, and the need of additional hardware makes it not
suitable for the large-scale sensor networks respect to the
hardware size and power consumption [13]; the RSS method
shows good characteristics in the experimental environment,
but its low robustness of the environment temperature, hu-
midity, and propagation mode makes it difficult to implement
in the practical world [14]; TOA-based positioning also has a
relatively good performance on location accuracy, but it re-
quires accurate time synchronization among all the nodes,
which is very difficult to implement and requires a high cost
[15]; TDOA is widely implemented in the current mobile
network positioning technology, not only for it retains the
advantages of TOA’s small ranging error, but also for its no
need of the strict time synchronization between nodes [16].

Related research like drone detection and tracking using
technologies mentioned above has achieved positive results.
In [17], authors have designed a system in order to detect the
unlicensed small-sized drones in 5G mm wave cellular
networks. Schloemann et al. [18] have investigated the ap-
plication of cellular networks for localization of terrestrial
mobile terminals with the theory of stochastic geometry.
However, those studies have not considered the complex
aerial environment UAV works in; the new emerging aerial
users (such as cellular-connected UAVs) would have in-
troduced much more complexity to the existing location
model as well.

Generally, factors such as the three-dimensional mo-
bility of UAVs, altitude-dependent channel characteristics
(between BSs and UAVs), line of sight (LOS)/nonline of
sight (NLOS) conditions, and the interference from the
neighboring BSs contribute to the complex aerial environ-
ment. It is quite difficult to achieve a satisfied result by
adjusting only one factor at a time for the coexistence and
cooperation among parameters [19]. One creative way to
solve this is to observe the problem from a global view
instead of regional parts, oriented by factors affecting the

localization performance other than reasons complicated
UAV working environment. According to [18, 20], locali-
zation performance depends on three factors no matter
which technology was used. *ese factors are as follows:
number of participating BSs, accuracy of original observa-
tions, and relative distance between surrounding BSs and the
target device. Among them, location observation is the only
option with enough flexibility to be optimized; number of
participating BSs and relative distance between BSs and the
target device are related to the infrastructures which are
relatively difficult to be modified.

To improve the quality of location observations from a
global view, reinforcement learning (RF) is introduced to
compensate the errors. RF is a machine learning algorithm
trained by unlabelled data similar to the semisupervised
learning. Since the dynamic aerial model is difficult to de-
scribe and the action of TDOA is a continuous behaviour,
model-free policy optimization methods are good options
under these circumstances. Policy optimizationmethods can
solve problems of continuous behaviour space with con-
trollable computational complexity using a dual neural
network (actor-critical network). Gradient algorithm (VPG)
[21], trust region policy optimization (TRPO) [22], prox-
imity policy optimization (PPO) [23], and deep determin-
istic policy gradient (DDPG) [24] are typical policy
algorithms. In [25], Zhang et al. used the PPO algorithm to
correct the NLOS measurement error in AOA location and
achieved good results. However, PPO uses online strategy
which cannot take efficient usage of the historical data and
increases the cost of training set. However, DDPG has
skilfully combined the advantage of Q learning and policy
algorithm by using experience playback and a duel-double
network. *at means DDPG can solve the problem of
continuous action space and improve data utilization rate of
TDOA at the same time.

In this paper, a channel adaptive algorithm for UAV
localization by optimizing the location observations based
on DDPG has been proposed. *e proposed algorithm has
included two stages: firstly, revise the location observations
error introduced by the complex aerial channel environment
by studying the historical data using DDPGmodel; secondly,
calculate the location of target UAV using the TDOA al-
gorithm. Since the observation values are revised by the
learning model of the whole channel environment instead of
each single variable, the complexity of the algorithm can be
reduced while the location performance increased.

*e organization of the paper is as follows: the channel
propagation model of aerial environment UAV works in has
been analysed in Section 2. *e introduction of basic idea in
DDPG, observation revised model, and TDOA procedure
analysis have been constructed in Section 3. Simulation
results have been illustrated in Section 4. Section 5 has
concluded the whole paper and the future work plans.

2. Channel Model

Due to the complexity of the aerial wireless channel com-
munication environment, the location observation value will
be interfered by many factors such as three-dimensional
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mobility of UAVs, altitude-dependent channel character-
istics between base stations (BSs) and UAVs, LOS/NLOS
conditions, and interference from neighboring BSs, who will
lead certain deviations to the final location accuracy. In this
section, the wireless transmission channel model of location
observation and the mathematical expression of error would
be illustrated.

Assume that there are M transmitting antennas at the
base station, N receiving antennas in the mobile receiving
terminal, one wireless propagation path between the
transmitting and receiving points. *en the signal received
by the receiving antenna at time t can be expressed as follows
[26, 27]:

yj � 
M

i�1
xi(t)h

l
i,j(t) + ni,j(t), (1)

where xi(t) is the transmitted signal, yj is the received
signal, hl

i,j(t) is the channel model between transmitting
antenna i and receiving antenna j at time t, and ni,j(t) is the
noise.

Assume t0 is the time delay caused by multipath
propagation, so that each multipath subchannel model of
MIMO system can be defined as

h
l
i,j(τ − t) � h

l
i,j(t)δ τ − t0( . (2)

*e propagation delay is usually caused by the signal
reflection, refraction, and scattering introduced by the
NLOS condition in the environment. *erefore, the ob-
servation values used in the location algorithm as input of
the second stage will introduce certain errors to the location
system.*emathematical expression of the error is shown as
follows:

αi,j � α0,i,j + αn,i,j + αe,i,j, (3)

where α0,i,j is the location observation value in the ideal
environment, αn,i,j is the channel error caused by NLOS, αe,i,j

is the measurement error introduced by the complex en-
vironment, i is the number of transmitting antennas, and j is
the number of receiving antennas. Our goal is to minimize
the sum of αn,i,j and αe,i,j so that the value αi,j is as close to
α0,i,j as possible.

3. Channel Adaptive Algorithm

3.1. Deep Deterministic Policy Gradient. DDPG is a com-
bination of Q learning and policy gradient. *ere are four
networks in DDPG, namely, the critic, actor, target critic,
and target actor network. *e critic network responses for
the Q function updates using the loss function similar as
DQN (deep Q network) [28], except that the action is
calculated separately by the actor network. *is operation
makes DDPG possible to deal with complex and continuous
actions. *e actor network calculates an action result with
the highest Q value according to the policy gradient used in
DPG (deterministic policy gradient) [29]. It is deterministic
since DDPG does not calculate the probability of every
possible action but outputs only one deterministic action.

Since in many cases (for example, our localization
scenery), targets keep changing while update values are
calculated, which would lead in difficulties for update.
Similar as DDQN (deep reinforcement learning with double
Q learning) [30], DDPG has implicated the fix network
technology to fix the target network before assigning the new
parameters. *e parameter assignment of the target network
has taken usage of a soft update instead of the hard one to
assure the stability of learning.

In order to avoid the correlation of samples and different
feature unit, DDPG has introduced the replay buffer and
batch normalization mechanism. *e replay buffer stores a
finite set of state, action, and reward pair.*e actor and critic
network take samples from the replay buffer to calculate the
target at each time step. When the buffer is full, the oldest set
would be discarded, leaving room for the new comings.

*e core of the channel adaptive algorithm proposed
here is to revise the location observation with the help of the
DDPG model. Since the observation value is time-changing
and needs a continuous revised action, it is quite suitable for
taking use of DDPG. Once the observations are revised, the
UAV location will be calculated using the revised obser-
vation value by the TDOA algorithm.

3.2. Location Observation Revise Model. Assume {NIdeali,
i� 1, . . .,N1} are samples ofN1 observation values under the
real channel environment and {Ideali, i� 1, . . ., N2} are
samples of N2 observation values under ideal channel en-
vironment. According to formula (3), the relationship is as
follows:

NIdeali � Ideali + αn,i + αe.i. (4)

Let S� {NIdeali, i� 1, . . ., N1} and T� {TIdeali, i� 1, . . .,
N2}; denote S as the initial state of the revise model and T as
the training target. According to the DDPG algorithm, there
are four networks in the system. During the initialization
process, four networks and their caches would be assigned
initialized values. *e initialization process is as follows:

(i) Initialize the critic network Q(s, a|θQ) and actor
network μ(s|ϑμ) randomly, with s representing the
current state of two networks, a representing the
action to be executed, θQ and θμ are network
parameters.

(ii) Initialize the target networks Q′ and target actor μ′
randomly, with network parameters θQi � θQ,
θμ′ � θμ.

(iii) Empty the replay buffer and denote it as R.

After initialization, for i� 1, . . ., M, denote S to be the
initial state set and perform the following steps at time t� 1,
. . ., T:

(i) Obtain action at � μ(st|θ
μ) in the policy network

at state S,
where μ is a mapping from state to action with
function approximators parameterized by θμ and st

is the state action that at starts from.
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(ii) Execute action at and obtain the new state st+1 and
reward rt.

(iii) Store (st, at, rt, st+1) into the replay buffer R.
(iv) Select N groups of variables B� {(si, ai, ri, si+1)}

from R randomly and input B into the actor target
network and critical target network, respectively.

(v) Calculate the next action at+1 in the actor target
network with

at+1 � μ′ st+1 | θμ′ , (5)

where μ′ is the mapping function of state and
action at time t+ 1 whose function approximators
parameterized by θμ′ .

(vi) Calculate the target value yi of Q in the critical
target network:

yi � ri + cQ′ si+1, μ′ si+1 | θμ′ |θQ′
 , (6)

where ri is the reward at time step i, c is a dis-
counting factor with c ∈ [0, 1], and
Q′(si+1, μ′(si+1|θ

μ′)|θQ′) represents the expected
return after taking action ai+1 at state si+1. How-
ever, yi is also dependent on θQ′.

(vii) Calculate the loss function L of Q:

L �
1
N


i

yi − Q si, ai|θ
Q

  
2
, (7)

where N is the number of sets selected from the
replay buffer.

(viii) Update the critical network by minimizing the loss
function.

(ix) Update the actor network by the gradient back
propagation algorithm of the neural network:

∇θμJ ≈
1
N


i

∇aQ s, a | θQ
  s�si,a�μ si( )∇θμμ s | θμ( 




si

.

(8)

*is is the policy gradient calculation model, and
the derivation process can be found in [27].

(x) Update critical target network parameters and
actor target network parameters:

θQ′⟵τθQ
+(1 − τ)θQ′

,

θμ′⟵τθμ +(1 − τ)θμ′ ,
(9)

where τ is the soft update parameter with value of
τ ∈ [0, 1].

(xi) Complete the current iteration if st+1 is the ter-
mination state, otherwise return the first step.

Figure 1 has illustrated the training process of the ob-
servation data using DDPG. In our model, action at is a
continuous value that can make the location observation
samples as close as the samples in the ideal environment.*e

reward information rt represents the quality of the location
observation value of DDPG model, and the policy would
adopt corresponding correction actions according to rt, in
order to maximize the reward value.

Since the concept of “Replay Buffer” is quoted in this
paper, the data of the previous policy can be used for each
training episode instead of only the current cycle, which
would reduce the training data scale and improve the data
utilization efficiency.

3.3. UAV Location with TDOA. In the location system of
TDOA, once the observation value is determined, the dis-
tance between UAV and base station can be calculated.
Several observation values could constitute a set of hyper-
bolic equations about the terminal position of the target, and
the estimated position would be obtained by solving those
equations.

Assume there areN base stations distributed in the three-
dimensional (3D) space, the coordinate of the i-th base
station is (xi, yi, zi), the location of target UAV is (x, y, z), and
the distance between target UAV and the i-th BS is Ri, where
i� 1, 2, 3, . . ., M. *en we got

Ri �

��������������������������

x − xi( 
2

+ y − yi( 
2

+ z − zi( 
2



. (10)

Denote signal from BS1 as signal 1, and mark it as the
reference signal. Record the time difference between signal i
(i ∈m) and signal 1 as ti1 and the distance as Ri1; then

ti1 � ti − t1,

Ri1 � c∗ ti1

� c ti − t1( 

� Ri − R1,

(11)

where c is the propagation velocity of electromagnetic wave.
After transposition, we got

R
2
i − R

2
1 � x − xi( 

2
+ y − yi( 

2
+ z − zi( 

2

− x − x1( 
2

− y − y1( 
2

− z − z1( 
2
.

(12)

After calculation, equation (12) can be presented as

Policy/Actor
Network

Q/Critic 
Network

R Buffer

Policy/Actor
Target

Q/Critic 
Target

St+1, rt

a′

yi

Actor Critic

at

B={(si,ai,ri,si+1)}
B={(si,ai,ri,si+1)}

(st,at,rt,st+1)′

′

′

Figure 1: *e training process of DDPG.
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2 x1 − xi( x + 2 y1 − yi( y + 2 z1 − zi( z

+ x
2
i + y

2
i + z

2
i  − x

2
1 + y

2
1 + z

2
1 .

(13)

Here, we denote

Ki � x
2
i + y

2
i + z

2
i ,

Xi,1 � x1 − xi,

Yi,1 � y1 − yi,

Zi,1 � z1 − zi.

(14)

After simplification, we got

R
2
i − R

2
1 � 2 Xi,1 Yi,1 Zi,1( 

x

y

z

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ + Ki − K1. (15)

When there are four base stations participating in the
localization process successfully, at least three TDOA ob-
servations can be obtained. Assume R1 is known, and the
location of UAV can be calculated as

x

y

z

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
� −

X2,1 Y2,1 Z2,1

X3,1 Y3,1 Z3,1

X4,1 Y4,1 Z4,1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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*is is the specific location information of the UAV to be
measured. It can be seen that to localize an UAVwith TDOA
algorithm, at least four base stations are required to par-
ticipate the localization. For simplification, we discussed
only the four base stations case in this paper.

4. Simulation Results

4.1. Simulation Parameters. *e 3GPP research project has
studied three cellular-connected UAV scenarios, namely,
urban-macro with aerial vehicles (UMa-AV), urban-micro
with aerial vehicles (UMi-AV), and rural-macro with aerial
vehicles (RMa-AV) [7]. *e eNodeB antennas mounted
above the rooftop levels of surrounding buildings in urban
environment are UMa-AV scenarios. UMi-AV represents
scenarios where eNodeB antennas are mounted below
rooftop. eNodeB antennas mounted on top of towers of
larger cells in rural environment are represented by RMa-
AV [31]. In our simulation study, the 3GPP channel model
of UMa-AV scenario for UAVs is considered.

*e simulation environment is set by assuming the
intersite distances of 500m, and the height of BS is 25m [4].
*e channel being used is with bandwidth of 10MHz and
the carrier frequency (fc) of 2GHz. Variance of the shad-
owing is modelled as 4.64exp (−0.0066hUT) and 6 dB for
LOS and NLOS conditions, respectively [4]. *e transmitted

power is taken as 46 dBm and the noise figure of the UAV as
9 dB.

4.2. Numerical Results. Since our proposed algorithm is a
two-staged process, there are two parts of numerical results
demonstrated in this section, that is, the observation revised
results and the final UAV location accuracy analysis.

Before setting the error revised model, it is necessary
to collect a set of reference data under the ideal envi-
ronment to help training and evaluating the revised effect.
Define error ratio as the ratio between observation value
and the reference data. An error ratio of 1 indicates that
the observed data are exactly the same as the reference
data.*at is, the closer the error ratio is to 1, the better the
correction effect will be.

Figure 2 shows the error ratio of observation data of
TDOA before and after using the revised model as the
UAV working at different altitudes. It is obvious that the
revised observations have smaller amplitude than the
original ones, which means their error rates are better.
*is advantage becomes more pronounced when the UAV
(UE) stays at a relatively lower altitude. *is phenomenon
is consistent with the probabilistic simulation results of
LOS at different UE heights. *e references [7, 20] have
shown the same result.
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For the location stage, the cumulative distribution of
positioning error is used to measure the final location ac-
curacy. *e cumulative error of positioning accuracy rep-
resents the cumulative probability value of positioning
results within a specific range. Within the same distance
range, the higher the cumulative probability value is, the
better the positioning accuracy is.

Figure 3 shows the cumulative distribution error of
location accuracy obtained by the TDOA algorithm before
and after optimization. *e UAV’s altitude (hUE) was set to
25m here. It can be seen that the proposed algorithm has a
probability of 64.4% that the location accuracy is within 2m,
and the probability of positioning error within 4m is 85.4%;
compared with the results of using the original TDOA al-
gorithm, the positioning accuracy within 2m has been
improved by 51.9%, and the positioning accuracy within 4m
has been improved by 37.7%.

Simulation results shown in this chapter have demon-
strated that the proposed algorithm can achieve the channel
adaptive effect by revising the observation errors and im-
proving location performance greatly, while the improved
effect is especially noticeable for UAVs at a relative lower
altitude.

5. Conclusions

In this paper, a two-stage channel adaptive algorithm for
cellular-connected UAV has been proposed. *e first stage
of the algorithm is to revise the observation error introduced
by the complex channel environment between UAV and
base stations. *e second stage is to locate the UAV position
with TDOA using the revised observation values. Simulation
results have demonstrated that the proposed algorithm can
achieve the channel adaptive effect by correcting the ob-
servation errors and improving location performance
greatly, especially for the UEs at a relatively lower altitude.

*e future work would be concentrated on the following
aspects: one is to replace the single TDOA algorithm in this
paper by the hybrid algorithm composed of TDOA, AOA, or
RSS to optimize the location algorithm itself; the second
aspect is to introduce the random policy factor represented
by the information entropy into the optimization algorithm,
in order to improve the randomness of the system and avoid
the problem of the local optimal trap. *e third aspect is to
expand the quality evaluation domain from single location
accuracy to a diversified set by introducing other user ex-
perience target, leading the model closer to user experience.
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Current data has the characteristics of complexity and low information density, which can be called the information sparse data.
However, a large amount of data makes it difficult to analyse sparse data with traditional collaborative filtering recommendation
algorithms, which may lead to low accuracy. Meanwhile, the complexity of data means that the recommended environment is
affected by multiple dimensional factors. In order to solve these problems efficiently, our paper proposes a multidimensional
collaborative filtering algorithm based on improved item rating prediction. )e algorithm considers a variety of factors that affect
user ratings; then, it uses the penalty to account for users’ popularity to calculate the degree of similarity between users and cross-
iterative bi-clustering for the user scoring matrix to take into account changes in user’s preferences and improves on the
traditional item rating prediction algorithm, which considers user ratings according to multidimensional factors. In this al-
gorithm, the introduction of systematic error factors based on statistical learning improves the accuracy of rating prediction, and
the multidimensional method can solve data sparsity problems, enabling the strongest relevant dimension influencing factors with
association rules to be found. )e experiment results show that the proposed algorithm has the advantages of smaller rec-
ommendation error and higher recommendation accuracy.

1. Introduction

Recommendation algorithms are mainly divided into six
categories: content-based filtering, collaborative filtering,
recommendation based on association rules, recommen-
dation based on utility, recommendation based on knowl-
edge, and mixed recommendation [1, 2]. Collaborative
filtering (CF) algorithms are themost widely used and classic
because of their easy implementation, high accuracy, and
high recommendation efficiency. However, in the era of big
data, one typical feature is that the amount of data is huge
but the information density is low, which can also be called
information sparse data. Collaborative filtering algorithms
are often ineffective when dealing with large amounts of
sparse data. Furthermore, the complex data environment
results in many factors affecting the recommendation. With
the development of the mobile Internet, mobile devices can
easily obtain more information about dimensions, such as

location, weather, and social relationships. Under different
external influences, the recommendation results will change
greatly. However, most of the current collaborative filtering
algorithms are based on a single dimension for
recommendation.

In order to improve the performance of collaborative
filtering recommendation algorithms, researchers resolve
the problems from different perspectives and propose a
variety of recommendation algorithms. Some researchers
optimized the user scoring matrix using different methods
[3–6], and others used fuzzy sets to efficiently represent user
features [7, 8]. )ese methods all effectively alleviate the
problem of sparse data. In order to find a neighbor set that is
more similar to the target user’s interest and improve the
accuracy of recommendations, some researchers improved
the similarity calculation method [7, 9, 10], and others used
location information and trust relationship information,
such as [11, 12]. )e potential relationship between
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information mining users provides new ideas for finding
neighbors. Researchers have also used demographic
knowledge [13, 14] to achieve major breakthroughs, while
some scholars used score ranking prediction methods to
enhance recommendation performance such as [15–17], and
others chose the genetic algorithm used in the prediction
process to improve recommendation performance, such as
[18, 19]. Context as a dynamic description of an item and a
user’s situation affects the user’s decision-making process;
hence, it is essential for any recommendation system in a big
data environment [20–22].

)ese algorithms alleviate the problems caused by data
sparsity to some extent, improve the accuracy of calculation
similarity and recommendation quality with different
methods, but the implementation of the algorithm depends
on a large amount of user information and calculation,
which can be due to high complexity and hard
implementation.

In this paper, we focus on the recommendation algo-
rithm of data in complex environments. Firstly, we study the
traditional item rating prediction algorithm and make some
improvements with adding the weight problem considering
user score. We introduce the system error factor based on
statistical learning for the user to develop a personalized
rating prediction algorithm. )en, we propose a personal-
ized rating prediction method that is combined with a
classical collaborative filtering algorithm User-Inverse Item
Frequency (User-IIF) [23] to develop a novel collaborative
filtering algorithm. )is method is based on both User-IIF
and personalized rating prediction. Secondly, we focus on
the impact of multidimensional factors and propose a novel
multidimensional method, which can separate user groups
based on context-aware dimensions combined with both
user clustering and item clustering. Finally, we conduct a
series of experiments to prove that our algorithms and
methods are effective and efficient. )e experiment results
prove that our algorithms are easy to implement with low
computational overhead. In addition, our algorithms can
also process sparse data and improve the accuracy of
recommendations.

)e rest of the paper is organized as follows. )e works
related to our research and our novel methods to deal with
multidimensional recommendation are proposed in Section
2, and the experiment results and discussion are presented in
Section 3. Finally, the conclusion and suggestions for future
work are given in Section 4.

2. Methodology

2.1. Proposed Item Rating Prediction Method. Traditional
item rating prediction algorithms take the target user’s
average item historical score as the reference center and then
use the similarity between similar neighbors to perform item
rating prediction. When user data is sparse, the error rate of
traditional item rating prediction algorithms increases and
the accuracy rate decreases. )is proposed method adds

weights to consider user ratings and introduces systematic
error factors based on statistical learning to improve tra-
ditional item rating prediction algorithms.

2.1.1. User Rating Weighting Factor. Traditional item rating
prediction algorithms take the historical average score of the
target user as the central value and rely on the neighbor’s
score to correct it. Traditional algorithms rely too much on
the user’s score and its anti-interference ability is ineffective
when it is faced with data sparseness. For example, when a
user has not scored many items, even if the average user
score is close to 0, using the user’s historical average score as
the center value may result in inaccurate recommendation
results. )e item scoring prediction method proposed in this
work considers the factors of public scoring, improves the
algorithm using (1), introduces the weighting factor a of the
user’s score, and assigns the weight of the scoring (1− α) to
the scoring of the item.

rui � a · ru +(1 − a) · ri +
v∈s(u,K)∩N(i)simuv rvi − rv( 

v∈s(u,K)∩N(i) simuv




.

(1)

2.1.2. Systematic Error Factor Based on Statistical Learning.
A large number of studies show that there are errors in item
rating prediction, which only a few algorithms have
addressed by performing a statistical analysis calculation on
each recommendation result. In order to achieve more
personalized recommendations, it is necessary to establish a
system error factor generated by the recommendation
system for each user.

)e system error εu generated by the recommendation of
target user u is calculated by (2), where the actual score of
user u on item i is represented as Rui, and rui describes the
predicted rating of user u generated by the system. NI(u)

describes the number of items in the itemsets I(u) that target
user u adopts from the recommendation results. )rough
statistical learning, the system sets the error factor for each
user, and then this is applied to the collaborative filtering
algorithm to correct the item rating prediction, as shown in
(3), for a more accurate personalized recommendation al-
gorithm for the target user.

εu �
i∈I(u) Rui − rui( 

NI(u)

, (2)

rui � a · ru +(1 − a) · ri +
v∈s(u,K)∩N(i)simuv rvi − rv( 

v∈s(u,K)∩N(i) simuv




+ εu.

(3)

Based on the above calculations, this paper proposes a
novel algorithm, namely, improved item-rating prediction
(IIP) for user scoring. )e main steps of IIP are shown in
Figure 1(a). )e basic idea is to form a set of error factors for
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Figure 1: Multidimensional collaborative filtering algorithm based on improved item rating prediction. (a) Algorithm 1. (b) Algorithm 2.
(c) Algorithm 3. (d) Algorithm 4.
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each user through statistical learning, and then apply it to the
collaborative filtering algorithm to correct the item rating
prediction.

2.2. User Scoring Based on Multidimensional Context

2.2.1. User Similarity Calculation. )e first step of our
method is to get the user’s neighbor cluster, which is ob-
tained through the user’s scoring matrix. Users in the user
group whose interests are similar to each other can be se-
lected as neighbor users. )is paper utilizes Pearson’s
similarity [24] to measure the distance between users as
shown in (4). Pearson’s similarity is similar to cosine sim-
ilarity in form. )e average evaluation value of users is
subtracted during calculation, which is to normalize the
cosine similarity and unify the user’s scoring standard. )e
range of Pearson’s similarity is [−1, 1], which is more ac-
curate than that of Jaccard’s correlation coefficient and
cosine similarity.

su,v �
i∈Iu∩Iv

ru,i − ru  rv,i − rv 
������������������������������

i∈Iu∩Iv
ru,i − ru 

2
i∈Iu∩Iv

rv,i − rv 
2

 , (4)

where su,v represents the similarity value between target user
a and its neighbor cluster user, Iu represents the set of items
that target user u has scored, and Iv indicates the set of
products scored by neighbor cluster user v. i represents the
item that the target user u and neighbor cluster user v scored
together. ru,i indicates the rating of item i by target user u,
and ru indicates the average rating of target user u. Following
the same principle, rv,i is the score of neighbor cluster user v

for item i, and rv indicates the average rating of neighbor
cluster user v. )e traditional collaborative filtering

algorithm uses the above formula to calculate the similarity
between users.

A user will have different scoring standards under dif-
ferent contexts, such as the user’s rating of a hotel when
traveling on business and the rating criteria for a hotel when
traveling privately. So after considering the context, it has
nothing to do with the previous rating and is replaced by a
new symbol, we use ru,c instead of ru and rv,c instead of rv,
where ru,c represents the average rating of user u under
context condition c. )e range of c can be appropriately
generalized or filtered as needed. )e proposed improved
method can be described as follows:

su,v,c �
i∈Iu∩Iv

ru,i − ru,c  rv,i − rv,c 
��������������������������������

i∈Iu∩Iv
ru,i − ru,c 

2
i∈Iu∩Iv

rv,i − rv,c 
2

 . (5)

)e improved user neighbor cluster similarity calcula-
tion formula takes into account the influence of context
factors on the basic rating, making the calculation formula
closer to the context recommendation environment. After
considering the context, the user’s similarity calculation (4)
is improved to (5), and the influence of the context on the
user’s rating is taken into account when using the mean
calibration error of the score.

2.2.2. User and Item Cross-Iterative Bi-Clustering. )e cross-
iterative bi-clustering method is used for cluster users and
items separately. Due to the sparsity of the user-item matrix,
the initial clustering is not accurate enough. )erefore, we
use the cross-iterative method to adjust both user clustering
and item clustering.

User clustering adjustment is calculated by (6), and item
clustering adjustment is calculated by (7)

SU ut, uc(  �

1, ut � uc,

1


n
k�1rtk

n
k�1rck



ii∈I ut,uc( )



ij∈I ut,uc( )

sim ii, ij , else,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(6)

where rtk is the score of user ut for each item and rck is the
score of user uc for each item. I(ut, uc) is a collection of items
that ut and uc have scored together, and sim(ii, jj) is the
similarity between items ii and jj. Here, we also use Pear-
son’s similarity to calculate this. If there are a lot of items that
have been rated together, they can be considered as users

with similar interests. If the obtained Su(ut, uc) is greater
than a certain threshold ε, it can be kept in the cluster;
otherwise, it will be separated from the current cluster.)en,
we calculate the similarity between ut and the other cluster
centers. )is is added to the cluster with the most similarity
to complete the adjustment of the user cluster.

SI it, ic(  �

1, it � ic,

1


m
k�1 rtk 

m
k�1 rck



ui∈U it,ic( )



uj∈U it,ic( )

sim ui, uj , else,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(7)
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where rtk is the score of each user on item it and rck is the
score of each user on item ic. U(it, ic) is the set of users that it
and ic have scored together. sim(ui, uj) is the similarity
between items ui and uj. Here, we use Pearson’s similarity. If
the obtained SI(it, ic) is greater than a certain threshold η,
the item will be kept in the cluster; otherwise, it will be
separated from the current cluster. )en, we calculate the
similarity between it and the other cluster centers. )is is
added to the cluster with the most similarity to complete the
adjustment of the user cluster. Algorithm 2 is proposed for
cross-iterative bi-clustering, as shown in Figure 1(b).

2.2.3. Context Similarity Calculation. When the scope of the
context is very large, there are many different dimensions,
such as time, place, surrounding people, etc. According to
the characteristics of the dataset and the environment col-
lection ability, the context dimension selected by the rec-
ommendation system will be different. As far as the time
dimension is concerned, it can also be specifically subdivided
into seasons, weeks, moments, holidays, and so on.

Assume that we select a system with z different di-
mensions, which is shown as c � (c1, c2, . . . , cz), where
ct(t � 1, . . . , z) is a contextual dimension (such as time,
location, weather, etc.).)e similarity of the context between
two score records x, y on dimension t can be recorded as
simt(x, y). We use the degree of influence of the context
dimension on the score to measure the similarity between
the two context variables as follows:

simt(x, y, i) �


n
u�1 ru,i,xt

− ri  · ru,i,yt
− ri 

σxt
· σyt

, (8)

where u is the user and ru,i,xt
describes the rating of item i

under the context of xt by user u. ri is the average score of
item i. Similarly, ru,i,yt

is user u’s rating of item i under
context yt, σxt

is the standard deviation of context di-
mension xt, and σyt

is the standard deviation of context
dimension yt. )is paper proposes a novel method to
measure the similarity of context x and y, according to the
influence degree of different contexts on the score of the
same commodity i in the t dimension. Algorithm 3 is shown
in Figure 1(c) to calculate context similarity efficiently.

2.2.4. 6e Proposed Multidimensional Context-Aware Based
Method. In multidimensional recommendation, the addi-
tion of context results in a lot of interesting rules and mining
high-frequency patterns between contexts and items can
help discover the impact of different contexts on user de-
cisions. In this paper, we select the multidimensional context
from strong association rules with the algorithm FP-growth.

Generally, when determining the neighbor user group,
the N-user with the largest similarity can be selected as the
cluster neighbor of the target user according to the similarity
calculation formula. )e context can help the user to filter
out some of the user score records that have a large dif-
ference in context from the current recommendation en-
vironment. Because some commodity decisions are closely
related to a certain context factor, the context is called a hard

context and must be considered and satisfied in the rec-
ommendation. Some score records that do not satisfy the
current context can be filtered out preferentially and are not
considered when calculating the similarity of neighbor
clusters.

Due to the influence of the context, the user’s rating
record has its own context background, and the target user’s
current background is different, so the rating record in
different contexts is different from the user in the current
context. In order to distinguish the relevance of the rating
record under the current context, we use the contextual
similarity calculation method to calculate simt(x, y, i),
which describes the similarity between context x and context
y in the t dimension. )e user rating predictions in a
multidimensional context can be described as follows:

ru,i,c � α · ru + β · ri +(1 − α − β) · rc

+
v∈S(u,K)∩N(i)simu,v rv,i − rv 

v∈S(u,K)∩N(i) simu,v




+ εu,

(9)

where c is the context in which the target user is located and
εu is the system error (the other symbols are described in the
previous formula). It is well known that contexts can have
many specific dimensions, depending on the data collection,
such as time, location, and related personnel. )e time
dimension can be divided into seasons, weeks, moments,
holidays, and so on.

After comprehensively considering the influence of
context on the recommendation system, (10) can be replaced
with (11). )e basic clustering rating prediction formula is
modified as follows:

Ru,i,c � k 
x∈c



z

c�1
ru,i,c · simt(x, y, c), (10)

P � ru,c +
v∈Nc

Rv,i,c − rv,c  × sim(u, v, c)

v∈Nc
sim(u, v, c)

. (11)

Algorithm 4 shown in Figure 1(d) is proposed as the
multidimensional context-aware based method. Using this
algorithm, item scores can be obtained under multidi-
mensional conditions.

3. Experiments and Results

3.1. Experimental Datasets and Environment. In order to
verify the impact of a user’s scoring weight on the recom-
mendation results and to prove that the recommendation
accuracy of the collaborative filtering algorithm based on the
user and improved item scoring is more accurate, it is
necessary to compare our proposed algorithm with tradi-
tional algorithms that are based on classical item scoring
prediction methods.

)ese experiments were conducted under the following
conditions: (1) CPU dual core i7-8750H with frequency
2.5GHz; (2) main memory of 8G; (3) Windows 10 64-bit
operating system; (4) database software version MySQL 5.7.
)e proposed machine learning algorithms are implemented
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using an object-oriented dynamic type interpreted scripting
language Python, including Python itself with some pow-
erful libraries and third-party modules which cover scientific
computing, database interfaces, etc., such as NumPy,
pandas, etc. )e integrated development environment is
JetBrains PyCharm Professional 2018.2.5.

)e experiments to improve user rating prediction
utilize two datasets, MovieLens and Jester. )e Jester dataset
was developed by Ken Goldberg and his team at the Berkeley
University of California. )e Jesters dataset scored [−10, 10],
the jester-dataset-1 comprises data from 24,983 users who
have rated 36 or more jokes, a matrix of 24983×101; and
jester-dataset-3 comprises data from 24,938 users who have
rated between 15 and 35 jokes, a matrix of 24938×101
dimensions. )e MovieLens dataset was organized by the
Group Lens team at the University of Minnesota. )e
MovieLens 100K dataset comprises 100,000 ratings from
1000 users for 1,682 movies, rated between 1 and 5. )e
sparsity of the set is about 93.7%, and the data sparse
problem is evident. In the experiment, in order to simulate
datasets of different scales and different sparsity levels, the
existing datasets were processed to generate four datasets as
shown in Table 1. From this table, we can see that the
datasets were randomly divided into training sets and test
sets during the experiment, where the training set accounted
for 80% of the entire dataset, and the test set accounted for
the remaining 20%. When the Jesters dataset was processed,
the score was formulated with the value 0 to 5 by
r∗ � (r+ 10)/4.

)e source of the experimental datasets for testing the
multidimensional collaborative filtering algorithm is CAR-
SKit (https://github.com/irecsys/CARSKit/), which is an
open-source Java-based context-aware recommendation
engine. We used two datasets: DePaulMovie [25] and Tri-
pAdvisor_v1 [26]. In the experiments, DePaulMovie kept its
original shape, and TripAdvisor_v1 was filtered and ad-
justed. We used 70% of the dataset as the training set and
30% as the test set.

3.2. Evaluation Indicators of the Experiment Results. In order
to study the performance of the improved recommendation
algorithm, the experiment used four indicators, namely,
precision, recall, mean absolute error (MAE), and root mean
square error (RMSE).

Precision is an important indicator for evaluating the
performance of a recommendation algorithm. It describes
the proportion of the recommended items that the rec-
ommendation system makes for the user. )e larger its
value, the higher the accuracy of the system, and the better
the system’s recommendation. Precision is computed as
shown in the following formula:

precison �
u|R(u) ∩T(u)|

u|R(u)|
, (12)

where u is the target user who uses the system, R(u) is the set
of recommended items for the user, and T(u) is the set of
items in which the user is actually interested.

“Recall” describes how many of the products the user is
interested in and how many are actually recommended to
him by the system. Recall is computed as shown in the
following formula:

Recall �
u|R(u)∩T(u)|

u|T(u)|
. (13)

)e molecular weight of recall is the same as the mol-
ecule of the precision, which is the intersection of R(u) and
T(u); however, their denominators are different. )e de-
nominator part of the accuracy rate is R(u), which is the set
of all items recommended to the user, and the denominator
of the recall rate is T(u), which is the collection of all the
items of interest of the user. A larger recall corresponds to a
better performance.

MAE avoids the problem where the errors cancel each
other out and accurately reflects the actual prediction error.
)e calculationmethod is as shown as in formula (14), which
averages the absolute value of the difference between the
actual score and the predicted score.

MAE �
1
m



m

i�1
Yi − yi


, (14)

where Yi and yi denote the original data and predicted data,
respectively.

RMSE is used to measure the deviation between the
observed value and the true value. )e calculation method is
shown in formula (15), that is, the ratio of the square of the
difference between the predicted score and the actual score
to the m number of observations squared.

RMSE �

�������������

1
m



m

i�1
Yi − yi( 

2




. (15)

)e smaller the MAE and RMSE values, the better the
recommended performance of the algorithm.

3.3. Experiment Results

3.3.1. Choosing the Best Value for the User Score Weighting
Factor. Firstly, the optimal value for the user’s score
weighting factor a is determined for the collaborative fil-
tering algorithm (U&IPRP-CF), based on the user and the
improved item rating prediction. To ensure the accuracy of
the experiment, the number of item recommendations N of
the Jester-500-100, Jester-1000-100, and Jester-1000-200
datasets is set to a constantN� 10, meaning that 10 items are
recommended to each target user. However, the number of
items in the MovieLens dataset is large, and the number of
recommended items N is set to a constant N� 30, meaning
that 30 items are recommended to each target user. )e K
number of the most similar neighbors selected for each
target user is a variable, and K is taken from 50, in incre-
ments of 10, and sequentially taken to 100, that is, [50, 60, 70,
80, 90, 100].

Each dataset was tested on a set of values of a� 1, 0.9, 0.8,
0.7, 0.6, 0.5 for a. )e experiment results of the Jester-500-
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100 dataset are shown in Tables 2 and 3.)e best value of a is
around 0.9. )e experiment results of the Jester-1000-100
dataset are shown in Tables 4 and 5. )e best value of a is
around 0.8 and 0.9. )e experiment results of the Jester-
1000-200 dataset are shown in Tables 6 and 7. )e best value
of a is around 0.7. )e experiment results of the MovieLens
dataset are shown in Tables 8 and 9. )e best value of a is
around 0.7. In summary, as the size of the dataset increases
and sparsity increases, the optimal value of the user’s score
weighting factor a decreases.

After determining the best value of the user’s score
weighting factor, a comparative experiment is carried out,
and the algorithms are first sorted and named, as shown in
Table 10.

)e algorithms are compared in Table 10. In order to
ensure the accuracy of the experiment, the recommended
number N of Jester-500-100, Jester-1000-100, and Jester-
1000-200 datasets is a constant N� 10. )e recommended N
number of items in the MovieLens dataset is a constant
N� 30. )e K number of most similar neighbors selected for
each target user is a variable. K has a value from 50 to 100
with an interval of 10, expressed as [50, 60, 70, 80, 90, 100].

)e comparison results of the performance for different
datasets are shown in Figure 2. )e experiment results for
the Jester-500-100 dataset are shown in Figures 2(a) and
2(b). )e experiment results for the Jester-1000-100 dataset
are shown in Figures 2(c) and 2(d). )e experiment results
for the Jester-1000-200 dataset are shown in Figures 2(e) and
2(f). )e experiment results for the MovieLens dataset are
shown in Figures 2(g) and 2(h). It can be seen that for the
different datasets, the error generated by the U&IPRP-CF
algorithm is smaller than the traditional algorithm, and it
has obvious advantages in terms of the accuracy of
recommendations.

In the three datasets Jester-500-100, Jester-1000-100, and
Jester-1000-200, the U&URWFRP-CF algorithm does not
reduce the recommendation error, whereas the recom-
mendation error for the U&URWFRP-CF algorithm is re-
duced in the MovieLens dataset. )is shows that when the
dataset is small and sparse, the user’s score is very reliable;
otherwise, when the dataset is large and information sparse,
the user’s score is less likely to be referenced under a large
base. In this situation, the weights of the user ratings need to
be considered.

From these figures, it can be seen that when the scale and
sparsity of the dataset are gradually increased, the recom-
mendation error of the U&IPRP-CF algorithm is also re-
duced and the performance becomes increasingly better,
which alleviates the data sparsity problem to some extent.

It can be seen from the experiment results that using the
average score of the public to replace the average historical

score weight of the user alone can enable the system to
predict the user’s score on the unrated item, resulting in less
error, thus making more accurate recommendations. To
reduce the error of score prediction, a systematic error factor
is established for each user, and statistical learning is im-
proved on each recommendation, which can effectively
correct the error and improve the accuracy of
recommendations.

In addition, combined with experiment 3.3.1, it can be
seen that choosing the correct parameters is also key to
improving the accuracy of recommendations. When the
number of items recommended by item N, the number of
neighbors of target user K, and the user’s score weighting
factor a are in a practical application, the recommendation
system needs to compare and select appropriate values for
the experiment.

3.3.2. Performance Comparison Experiments Using Different
Algorithms. )e experimental results were verified by
DePaulMovie and TripAdvisor_v1 datasets published by
GroupLens. Our paper compared four recommendation
algorithms: CF, CF-AR, Multi-CF, Multi-CF-AR, CF-AR-
IIP, and Multi-CF-AR-IIP, the latter two being the algo-
rithms proposed in this paper. )e algorithms are explained
as follows:

(a) CF: classical user-based collaborative filtering rec-
ommendation algorithm

(b) CF-AR: user-based collaborative filtering recom-
mendation algorithm combined with association
rules mining

(c) CF-AR-IIP: user-based collaborative filtering rec-
ommendation algorithm combined with association
rules mining and improved item-rating prediction,
which is proposed in this paper

(d) Multi-CF: classical multidimensional context-aware
user-based collaborative filtering algorithm

(e) Multi-CF-AR: multidimensional context-aware
user-based collaborative filtering algorithm com-
bined with association rules mining

(f) Multi-CF-AR-IIP: user-based collaborative filtering
recommendation algorithm combined with associ-
ation rules mining and improved item-rating pre-
diction, which is proposed in this paper

In the experiments based on the DePaulMovie datasets,
the top-K (K� 10, 15, 20, 25) neighbors with the highest
similarity for each user and the top-N (N� 10, 15, 20)
recommended items with the highest predicted rating for the
target users are selected. )e system has three context

Table 1: Dataset and related parameters.

Item User number Item number Score Sparseness
Jester-500-100 500 100 35,861 0.283
Jester-1000-100 1000 100 70,675 0.293
Jester-1000-200 1000 200 50,516 0.747
MovieLens 943 1,682 100,000 0.937
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dimensions, namely, C� (C1, C2, C3)� (Time, Location,
Companion), where C1 (Time)� (Weekday, Weekend), C2
(Location)� (Cinema, Home), and C3� (Companion)
� (Alone, Family, Partner).

In the experiments based on the TripAdvisor_v1 dataset,
the top-K (K� 20, 30, 40, 50) neighbors with the highest
similarity for each user and the top-N (N� 10, 15, 20)
recommended items with the highest predicted rating for the
target users are selected. )e system has three context di-
mensions as follows: C� (C1, C2, C3)� (USER_
TIMEZONE, HOTEL_TIMEZONE, Trip Type), where C1
(USER_TIMEZONE)� (Eastern, Central, Pacific, Moun-
tain, HI, AK), C2 (HOTEL_TIMEZONE)� (Eastern, Cen-
tral, Pacific, Mountain), and C3 (Trip Type)� (1, 2, 3, 4, 5).
Table 11 shows information on the related context di-
mensions selected for the datasets.

Figures 3(a) and 3(b) show the precision of the algo-
rithms. Multi-CF-AR-IIP achieves the best precision, and
Multi-CF-AR is the second best. Particularly when N is

small, Multi-CF-AR-IIP has obvious advantages. As N
increases, the precision of all the algorithms decreases, and
the difference between the algorithms becomes increasingly
smaller. )is shows that the increase in the number of
recommendations reduces the accuracy of the recom-
mendation. Different algorithms will exhibit different
characteristics in different datasets. Multi-CF has an ad-
vantage in DePaulMovie, but it does not work well in
TripAdvisor_v1.

Figures 3(c) and 3(d) show the recall of the algorithms.
)e result is the same as for precision, where Multi-CF-AR-
IIP achieves the best recall, and Multi-CF-AR is the second
best. However, recall increases significantly as N increases.
)is is because the denominator of recall is the number of
items in which the user is actually interested and its value is
small.

Figures 3(e) and 3(f) show the MAE of the algorithms
and Figures 3(g) and 3(h) show the RMSE of the algorithms.
In DePaulMovie, except CF, the resulting errors of the other

Table 2: Comparison of MAE using Jester-500-100.

a K� 50 K� 60 K� 70 K� 80 K� 90 K� 100
1 0.5791 0.5781 0.5985 0.5723 0.5539 0.5574
0.9 0.5530 0.5655 0.5591 0.5334 0.5480 0.5675
0.8 0.5411 0.5795 0.5710 0.5350 0.5597 0.5815
0.7 0.5754 0.5729 0.5903 0.5630 0.5356 0.5871
0.6 0.5632 0.5917 0.5917 0.5782 0.5618 0.5746
0.5 0.5747 0.6027 0.5973 0.5806 0.5712 0.5800

Table 3: Comparison of RMSE using Jester-500-100.

a K� 50 K� 60 K� 70 K� 80 K� 90 K� 100
1 0.8860 0.8982 0.9618 0.9141 0.8662 0.8731
0.9 0.8710 0.8975 0.8942 0.8560 0.8542 0.8966
0.8 0.8529 0.9222 0.9120 0.8507 0.8922 0.9335
0.7 0.9032 0.9243 0.9456 0.8928 0.8469 0.9438
0.6 0.8928 0.9568 0.9396 0.9212 0.8770 0.9056
0.5 0.8976 0.9722 0.9466 0.9487 0.8865 0.9084

Table 4: Comparison of MAE using Jester-1000-100.

a K� 50 K� 60 K� 70 K� 80 K� 90 K� 100
1 0.5091 0.5105 0.5528 0.5385 0.5199 0.5058
0.9 0.5029 0.5081 0.5366 0.5432 0.5195 0.5225
0.8 0.5006 0.5302 0.5191 0.5263 0.5233 0.5460
0.7 0.5090 0.5141 0.5289 0.5364 0.5377 0.5409
0.6 0.5330 0.5289 0.5572 0.5431 0.5429 0.5337
0.5 0.5417 0.5440 0.5647 0.5534 0.5509 0.5455

Table 5: Comparison of RMSE using Jester-1000-100.

a K� 50 K� 60 K� 70 K� 80 K� 90 K� 100
1 0.8212 0.8322 0.8932 0.8659 0.8242 0.8212
0.9 0.8120 0.8372 0.8736 0.8865 0.8345 0.8332
0.8 0.8130 0.8713 0.8474 0.8692 0.8418 0.8788
0.7 0.8345 0.8543 0.8753 0.8832 0.8713 0.8722
0.6 0.8783 0.8707 0.9133 0.8792 0.8740 0.8590
0.5 0.8918 0.8885 0.9246 0.8993 0.8822 0.8667
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five algorithms are almost similar. But the error gap in
TripAdvisor_v1 is obvious, and the multidimensional al-
gorithms produce a high number of errors. MAE and RMSE
calculate the difference between the predict rating and the
user’s true rating, which aims to measure the difference
between the recommended result and the user’s true pref-
erence. )e smaller the MAE and the RMSE, the more users
like the recommended items. Association rule mining
(ARM) improves the precision and recall of the

recommendation, which means that it improves click vol-
ume and purchase amount. At the same time, it also makes it
difficult for the recommender system to predict the rating,
and the probability of the system recommending items that
the user does not like is increased. From the experiment
results, it can reduce MAE and RMSE with improved item-
rating prediction (IIP) method.

In general, the fusion algorithm Multi-CF-AR-IIP has
better recommendation performance than the others. It

Table 6: Comparison of MAE using Jester-1000-200.

a K� 50 K� 60 K� 70 K� 80 K� 90 K� 100
1 0.4139 0.3714 0.2611 0.1727 0.2059 0.1799
0.9 0.3562 0.4590 0.2103 0.2422 0.1879 0.1815
0.8 0.2933 0.3235 0.2426 0.2472 0.1991 0.1999
0.7 0.2309 0.3507 0.1582 0.2160 0.2616 0.2489
0.6 0.3161 0.3401 0.2105 0.2445 0.2566 0.2718
0.5 0.2940 0.3113 0.2763 0.2415 0.2604 0.3213

Table 7: Comparison of RMSE using Jester-1000-200.

a K� 50 K� 60 K� 70 K� 80 K� 90 K� 100
1 0.8962 0.6459 0.3511 0.3651 0.4679 0.3333
0.9 0.9843 0.5405 0.4266 0.3451 0.4401 0.3403
0.8 0.7912 0.6234 0.4295 0.3887 0.3769 0.3676
0.7 0.7718 0.4226 0.4382 0.5201 0.5442 0.4873
0.6 0.7545 0.5812 0.5336 0.4989 0.5547 0.5323
0.5 0.6692 0.5975 0.5068 0.5343 0.5589 0.6286

Table 8: Comparison of MAE using MovieLens.

a K� 50 K� 60 K� 70 K� 80 K� 90 K� 100
1 0.2634 0.6377 0.7479 0.7883 0.7851 0.3524
0.9 0.1978 0.4791 0.4692 0.3977 0.0811 0.0249
0.8 0.2178 0.3709 0.3448 0.2918 0.0931 0.1255
0.7 0.2456 0.2994 0.3058 0.2271 0.1942 0.1589
0.6 0.3610 0.3881 0.3552 0.2668 0.1889 0.1499
0.5 0.4612 0.4560 0.3491 0.2803 0.2177 0.2261

Table 9: Comparison of RMSE using MovieLens.

a K� 50 K� 60 K� 70 K� 80 K� 90 K� 100
1 0.7249 1.4619 1.5619 1.4962 1.5344 0.3524
0.9 0.6457 1.0449 1.0487 1.0665 0.3218 0.0249
0.8 0.6294 0.9029 0.8317 0.7804 0.3212 0.1255
0.7 0.6488 0.7891 0.7623 0.6921 0.4911 0.1589
0.6 0.8638 0.9174 0.8160 0.7339 0.5431 0.1499
0.5 0.9838 1.0053 0.7864 0.7406 0.5577 0.2261

Table 10: )e names of the algorithms.

English abbreviation Full name
COS&TPRP-CF Collaborative filtering algorithm based on cosine and traditional item rating prediction
U&TPRP-CF Collaborative filtering algorithm based on user and traditional item rating prediction
U&URWFRP-CF Collaborative filtering algorithm based on user and user scoring weight factor rating prediction
U&IPRP-CF Collaborative filtering algorithm based on user and improved item rating prediction (our algorithm)
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Figure 2: Continued.
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Figure 2: Comparison of the performance results for the different datasets. (a) Comparison of MAE for Jester-500-100. (b) Comparison of
RMSE for Jester-500-100. (c) Comparison of MAE for Jester-1000-100. (d) Comparison of RMSE for Jester-1000-100. (e) Comparison of
MAE for Jester-1000-200. (f ) Comparison of RMSE for Jester-1000-200. (g) Comparison of MAE for MovieLens. (h) Comparison of RMSE
for MovieLens.

Table 11: Information on the related context dimensions for the datasets.

DePaulMovie
Number Users Items Ratings Sparsity

97 79 5043 0.3419

Context dimension Time Location Companion
Weekday, weekend Cinema, home Alone, family, partner

TripAdvisor_v1

Number Users Items Ratings Sparsity
1129 48 4669 0.9138

Context dimension
USER_TIMEZONE HOTEL_TIMEZONE Trip type

Eastern, central, pacific, mountain, HI, AK Eastern, central,
pacific, mountain 1, 2, 3, 4, 5
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Figure 3: Continued.
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Figure 3: Performance comparison of algorithms based on different datasets. (a) Comparison of precision of algorithms based on
DePaulMovie. (b) Comparison of precision of algorithms based on TripAdvisor_v1. (c) Comparison of recall of algorithms based on
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recommends more diversified items to users by using
multidimension context and AR and recommends items that
users may prefer by using IIP.

4. Conclusion

In recent years, recommendation systems have been widely
used in various fields. )e accuracy and applicability of the
recommendation system is very important. In this paper, we
proposed a novel recommendation algorithm based on
improved collaborative filtering with multidimensional
context and association rules. Firstly, an improved cross-
iterative bi-clustering based user scoring prediction method
is proposed. )en, the multidimensional context-aware
method is introduced into the traditional user collaborative
filtering algorithm by using context-aware related infor-
mation. In this method, a multidimensional context is used
to filter the original data, the excess data is filtered to adjust
the recommendation results, and the context data is inte-
grated into the similarity calculation process of the user and
the product to obtain more accurate recommendation re-
sults. In addition, in order to better compensate for the
impact of data sparseness and increase the user’s satisfaction,
association rules can be used to find similar preferences
between users with low similarity. Bymining the context and
the relevance of the user’s selected items, we can find popular
items with a high degree of contextual relevance to com-
plement the algorithm’s novelty and reliability. )e algo-
rithm proposed in this paper can enhance the user’s
experience on the recommendation platform and strengthen
the connection between context and recommendation re-
sults. )e algorithms we propose provide recommendations
for users in a multidimensional context environment, which
not only complements the omission of the collaborative
filtering algorithm, but also improves the accuracy and ef-
ficiency of the recommendation results.

In the future, we will study high-dimensional clustering
algorithms, which will help solve the problem of data sparsity
and determine the decision-making of social groups. To es-
tablish a more personalized recommendation system, we must
develop effective recommendation methods from multiple
perspectives. Another new research direction is how to use
recursive neural networks to provide personalized advice.
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As a popular education major at present, e-commerce and innovation and entrepreneurship education are combined with
research that has important strategic significance for talents. In the process of the coordinated development of the two, the sharing
of educational resources is the core issue. For this reason, an e-commerce professional innovation and entrepreneurship education
resource sharing platform has been constructed. *e platform is divided into three hierarchical structures of resource layer,
middle layer, and application layer, and detailed analysis is performed on the key modules in the construction of the educational
resource sharing platform, including user login module, educational resource management module, systemmanagement module,
and database design module; based onmodular design, after logging in to the system, users can independently publish educational
information and can also browse and retrieve shared resources. Experimental results show that the platform has a good operating
effect, strong load capacity, rapid response of the system, and high safety performance, with a maximum safety of 97%.

1. Introduction

At present, the country vigorously advocates the spirit of
innovation, strengthens the cultivation of innovative edu-
cation and innovative talents in many aspects, and builds an
innovative society in an all-round way, and the concept of
innovative entrepreneurship education follows. Innovative
entrepreneurship education takes creativity and innovation
as the core content and improves students’ comprehensive
quality based on the combination of teaching and practice
[1, 2]. By carrying out innovative entrepreneurship educa-
tion, we can cultivate students’ autonomy, reduce the
shackles of traditional education on students’ learning
methods and ideas, deeply tap students’ potential, cultivate
students’ ability to choose jobs and compete, and vigorously
develop innovative entrepreneurship education. It not only
is the demand for contemporary students’ career develop-
ment but also plays an important role in the construction of
innovative country.

Innovation and entrepreneurship education is not a
separate education, but it should be integrated into pro-
fessional education and teaching, and the two should

continue to integrate and practice, in order to truly play the
role of innovation [3]. With the development of science and
technology, e-commerce major has been developed and
valued. *e combination of e-commerce education and
innovation and entrepreneurship education will greatly
benefit the professional development of students and pro-
vide more ways for social employment development.

Many scholars have studied the concept of innovation
and entrepreneurship education. *e study in [4] points out
the importance of the integration of industry and education.
In view of the current lack of innovation ability of higher
vocational e-commerce students, through extensive research
and resource integration, this paper constructs an innova-
tion and entrepreneurship ability training model. *e au-
thors of [5] put forward an innovative model of university,
industry, and government, which has some shortcomings in
resource sharing, cooperation mode, and so on. *erefore,
this paper constructs a community of innovative entre-
preneurship education in colleges and universities in order
to change the cooperation model and establish a community
of resource sharing and cooperation. *e study in [6] puts
forward the knowledge and ability structure requirements of
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cross-border e-commerce talent training and explores the
cross-border e-commerce innovation and entrepreneurial
talent training methods from the perspective of school-
enterprise cooperation to meet the market demand. *e
work in [7] analyzes the ways of cultivating college students’
innovative entrepreneurial ability in special poor areas, uses
file inquiry to understand the current situation of local
students, and implements them by perfecting the education
system, developing new teaching models, and constructing
management platforms to maximize the sharing of educa-
tional resources and improve the innovative entrepreneurial
ability of college students in poor areas.

On the basis of the existing relevant research, we learn
the importance of college students’ innovation and entre-
preneurship education resources, in order to improve col-
lege students’ innovation and entrepreneurship ability,
explore resource sharing strategies, and provide ways for the
innovative development of e-commerce majors.

2. Related Work

Innovation and entrepreneurship education is an inevitable
requirement for the development of higher education in the
era of knowledge economy. As a new type of professional
education, e-commerce major should establish the core
curriculum of innovation and entrepreneurship, strengthen
the sharing of educational resources, gather more innova-
tion and entrepreneurship resources of e-commerce major,
and further deepen the reform of the education system; it is a
new direction to develop e-commerce education. During the
development of innovation and entrepreneurship education,
there will be huge data resources, which are widely dis-
tributed and difficult to concentrate. *erefore, the educa-
tion resources in some regions cannot meet the teaching
needs. Hence, how to provide a convenient and efficient way
of resource sharing and make it play a greater role in ed-
ucation is an important problem to be solved.

In foreign research, the study in [8] put forward the way
of sharing educational resources based on 5G network and
FPGA system, studied the reform of the Wushu teaching
system by the latest fifth generation technology, realized the
experimental verification of FPGA system integration and
equipment leasing system, and then realized the educational
goal of comprehensive reform of the Wushu teaching sys-
tem. It provides a theoretical reference for the new coop-
erative practice to require physical education planning, and
the research of this method is relatively single. *e work in
[9] points out that resource sharing has become a key
problem to be solved in the network environment. *is
paper studies the link prediction method in online education
and establishes an appropriate model for online education. A
neural network path-sorting algorithm based on the path-
sorting method is proposed to realize the link prediction
problem in online learning knowledge base, which provides
support for educational resource sharing but has a long
response time. *e study in [10] explores and studies the
network distance teaching and resource sharing system of
higher education, comprehensively introduces the social
needs, framework composition, main functions, and

expected objectives of the system, analyzes the main
problems and development bottlenecks in combination with
teaching practice, and obtains a better method of resource
sharing platform construction through practical application.
*e study in [11] designed an object-oriented statistical
analysis platform for educational data to meet the needs of
teaching resource sharing service business and analysed the
problem of teaching resource sharing from the perspective of
different school color users, but the research results are not
deep enough.

*ere are also many studies in China. *e study in [12]
provides research support for e-commerce teaching and
education from the perspective of concept consensus, but
there is a problem of poor operation function of sharing
mechanism. *e work in [13] has studied the mechanism of
innovative entrepreneurship education resources integra-
tion and put forward specific ways of resource integration
from many levels, including the construction of the system,
the platform, and the way to expand.*e construction of the
resource sharing platform is insufficient. *e work in [14]
suggests that in the construction of practical teaching re-
sources between schools and enterprises, the problem of
resource sharing is insufficient in demand and scope.
*erefore, this paper studies the sharing strategy of teaching
resources in detail in order to improve the sharing degree of
teaching resources. *is improves the use value, but the
sharing efficiency is not good. In [15], taking innovative
entrepreneurship education as the background, this paper
expounds the necessity of resource sharing, starting with the
establishment of resource sharing goal, the construction of
shared service platform, the establishment of related
mechanism, and the construction of talent team, and
comprehensively analyzes the problem of resource sharing.

In view of the shortcomings of the existing research, this
paper studies the e-commerce professional innovation and
entrepreneurship education resource sharing strategy,
constructs the education resource sharing platform, mod-
ularizes the design of the platform, divides it into three parts,
resource layer, middle layer, and application layer, and
focuses on the analysis of user management, education
resource management, and system management; the run-
ning function, load, running performance, and system se-
curity of the platform are tested, and the feasibility of the
platform is verified. Finally, combined with the platform
construction, the paper puts forward the e-commerce
professional innovation and entrepreneurship education
resource sharing strategy from multiple perspectives, which
provides support for e-commerce professional education.

3. Construction of the Resource Sharing
Platform for Innovation and
Entrepreneurship Education for
e-Commerce Majors

In order to study an effective e-commerce professional in-
novation and entrepreneurship education resource sharing
strategy, this paper constructs an education resource sharing
platform based on computer intelligent analysis technology
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and hopes to provide more abundant and comprehensive
innovation and entrepreneurship education resources for
e-commerce specialty through the platform construction, so
as to meet the needs of e-commerce professional teachers,
students, and more users for innovation and entrepre-
neurship resources, promote the in-depth reform and de-
velopment of e-commerce professional education,
strengthen the cultivation of innovative talents, and provide
talent strategic support for the construction of an innovative
country [16, 17]. *e framework of e-commerce innovation
and entrepreneurship education resource sharing platform
is given in Figure 1.

It can be seen from Figure 1 that this paper divides the
educational resource sharing platform into three parts: re-
source layer, middle layer, and application layer. Each part is
modularized, each module has strong independence, and
different modules are connected by interface, which is
convenient for the later maintenance of the system.

*e resource layer is the basic layer of the platform,
covering all kinds of hardware facilities. *e middle layer
mainly includes the data interface system and the shared
resource processing system, which manages the interface by
classification, connects the upper and lower layers for data
transmission, realizes the information circulation, enhances
the system flexibility, and analyzes and processes the
transmitted data according to the user requirements of the
application layer. *e application layer is the task imple-
mentation layer, where users issue demand instructions,
through the operation of the resource layer and the middle
layer to complete the sharing of educational resources users
need.

In order to fully meet the needs of users, in the design of
e-commerce professional innovation and entrepreneurship
education resource sharing platform, it is necessary to clarify
the functional and nonfunctional requirements of the
platform according to the user characteristics.

3.1. Functional Requirements. In the construction of
e-commerce professional innovation and entrepreneurship
education resource sharing platform, it mainly includes
administrator and user roles, among which the user includes
teachers, students, and so on. Users can publish new
e-commerce professional education resources through the
platform and also search the required resources from the
platform. Unhealthy information needs to be reviewed and
deleted one by one, so as to ensure the quality of e-commerce
professional innovation and entrepreneurship education
resources in the platform. At the same time, safety main-
tenance work needs to be carried out [18]. *e structure of
functional requirements is shown in Figure 2.

3.2. Nonfunctional Requirements. *e nonfunctional re-
quirements for running the E-commerce professional in-
novation and entrepreneurship education resource sharing
platform include operational requirements and security
requirements; operational requirements are usually rela-
tively simple, and mastering the basic knowledge of

computer use can complete the operation. *e design of
operation interface is usually more humanized [19].

Nonfunctional requirements specify the service level that
the system must meet, the attributes of nonrunning time of
the system, and the constraints that the system must comply
with. Although nonfunctional requirements do not directly
affect the system function, they have a great impact on the
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recognition of the information system by users and system
support personnel. Nonfunctional requirements mainly
include system constraints and assumptions, system avail-
ability, reliability, performance, scalability, etc.

*e content of nonfunctional requirements is generally
expressed by nonquantitative indicators. Indicators describe a
range from which certain characteristics of the system can be
measured. In this project, the system is required to adopt
simple and friendly man-machine interface, so that users can
apply it conveniently and quickly. Due to the limited computer
application level of customer employees, it is required not to
change the man-machine interface and operation habits of the
client of the previous version of real-time cooperation system.

4. Analysis of Key Platform Modules

4.1. User Login Module. User registration and login are the
basis of system operation and use. In order to ensure the
high-quality and high-accuracy operation of the educational
resource sharing platform and strengthen the security
performance of platform operation, users must correctly
select their identity after logging in with their user name and
entering their password. *ey can log in to the system only
after all verification is accurate; otherwise, they will be
prompted to log in incorrectly, unable to enter the platform
system. If you log in correctly, users with different identities
will jump to the corresponding interface. Teachers and
students have different permissions, and the accessible in-
terface is not exactly the same. *e user login process is
shown in Figure 3.

4.2. Education Resource Management Module. *e main
basis for the realization of educational resource sharing is
that users can obtain the required resource information
through website browsing. How to help users quickly and
accurately obtain the required resources from the platform is
a problem to be considered in the design of this module, so
the design of educational resource management module is
particularly important [20]. In this module, users with
different roles can upload and download information related
to e-commerce innovation and entrepreneurship education
and administrators can delete resources in this module.

4.2.1. Resource Uploading. Considering the normative
characteristics of educational resources, before uploading
the resources related to innovation and entrepreneurship
education of e-commerce major, administrators should first
review the resources and relevant explanations themselves
and then they can be released successfully after the com-
pletion of the audit. *e main contents of the audit include
the completeness of resource filling and the accuracy of
resource classification. In addition, the modification func-
tion is also set to facilitate users tomodify the content in time
according to the feedback information of the system. After
the modification is completed, the administrator will review
it again. After the review, the information can be released
successfully. *e overall process of resource uploading is
given in Figure 4.

4.2.2. Resources Downloading. After users log in to the
platform and get the required educational resources
through website and web browsing, they can download the
resources after permission application. It is important to

User login

User name

N

Password Identity

Verify the 
information

Qualified?

Y

Success of landing

End

Figure 3: User login flowchart.

User login
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resources

N
Approved?

Y

Upload the 
warehousing

Administrator 
authorization

Modification of 
resources

Approved?

Y

End

N

Figure 4: Resource uploading process.
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note that different users have different rights to download
resources. Users can only download resources within their
own permission. *e specific flow is given in Figure 5.

4.2.3. Resource Deletion. Resource deletion is the exclusive
authority of the system manager. During the normal op-
eration and maintenance process of the platform system, the
system administrator can delete invalid educational re-
sources such as duplicate data, much old data, and so on
according to maintenance needs.

4.3. System Management Module. After logging into the
system, the administrator is mainly responsible for the
operation andmanagement of the user’s general information
and permissions and must timely audit the shared resources
issued by the user, so as to prevent the spread of bad in-
formation and invalid information. In addition, daily
maintenance of the system is needed to ensure the normal
operation of the platform. *e operation flow of system
administrator is given in Figure 6.

4.4. Database Design Module. Traditional databases often
use a single user server to complete data sharing, so this
study uses cloud service technology to design the platform
database, which allows multiple users to share and use the
same database and centrally manage platform data [21]. *e
physical architecture of cloud database is given in Figure 7.

5. Test Analysis of the Educational Resource
Sharing Platform

After the construction of educational resource platform, the
testing process is very important, which can find some
problems in time and avoid unnecessary trouble. Taking the
innovative entrepreneurial education resources of e-com-
mercemajor in a province as an example, the performance of
this paper is tested. *e data are from all colleges and
universities in the province, and the time range is
2019–2020.

*e software and hardware environments tested on the
platform are given in Table 1.

In the test environment given in Table 1, the functions,
performance, and security of the educational resource
sharing platform are tested.

5.1. Functional Testing. *e user login and administrator
operation function are used to analyze and in many ex-
periments to test whether the platform can successfully
complete user login and administrator operations. *e re-
sults are shown in Table 2.

As can be seen from Table 2, many tests show that the
functional modules of the platform are running well.

5.2. Performance Testing. By selecting load capacity and
response time as indicators, the performance of platforms of
this paper and [9], [10], [14], and [15] is compared and

tested. *e response time refers to the time when the system
makes the response when the user visits; the shorter the
response time, which indicates that the higher the efficiency
of the system, the higher the user experience. Load capacity
refers to the response time of the system when the number of
users is increasing. *e shorter the response time is, the
stronger the load bearing capacity of the system will be. *e
performance test results are shown in Figure 8.

User login

Educational resource 
browsing and retrieval

Judgment of 
permission

Download resources

End

Figure 5: Resource downloading process.

Administrator login

Review user requests

N

Agree?
Y

Back to the user

Release resources

End

Figure 6: Flowchart of the system administrator.
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By analyzing Figure 8, it can be seen that when the
number of users is 100, the response time of the system in
this paper is about 3 s and when the number of users is 200,
the response time of the system in this paper is about 5 s,

which can quickly respond to user operations. *e study in
[15] has the longest response time, up to 8 s when the
number of users is 200. In terms of response time, the re-
sponse time of the system in this paper is far lower than that
in other references.

From the analysis of system load capacity, with the
increase in access users, the response time curve of this
paper’s system and reference [10] system is relatively small,
the curve of platforms in reference [14] and reference [15] is
larger, and the increase in access users leads to the slowdown
of the system. System load capacity is not strong. Com-
prehensive analysis found that the system has strong load
capacity and running ability and its performance is better.
*e reason is that this paper adopts cloud service design
platform database and centrally manages platform data,
which enhances the efficiency of the system.

5.3. SafetyTesting. Security is very important for educational
resource platforms. Especially for confidential educational
resources, security tests are required to prevent data leakage
and system vulnerabilities. *e test results are given in
Table 3.

It can be seen from Table 3 that the security performance
of different systems will decrease slightly under high load.
*e educational resource sharing platform in this paper can
better cope with the system load. *e security is high under

Table 1: Platform test environment.

Hardware environment Software environment
Name Type Name Type
Operating system Windows 10 Programming technology JavaScript
Database server MySQL Programming language Java
Central server Web Platform design framework CI
Operating environment Php5.6

Table 2: Functional testing.

Number of experiments/times User login function Administrator action function
10 Good running Good running
20 Good running Good running
30 Good running Good running
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Figure 8: Performance test analysis of the platform.
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Figure 7: Physical architecture of the cloud database.
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literature studies, the safety of system in reference [9] is
relatively high and that of reference [15] is relatively low.*e
reason for the good security performance of the system in
this paper is that during the construction of the platform, an
access tool is designed to detect the security performance
regularly and the administrator will also maintain the se-
curity of the system in daily operation, which improves the
security of the platform built in this paper.

6. Discussion

Innovative entrepreneurship education is a new form and
new concept of talent training and social innovation de-
velopment in the new era. If e-commerce major wants to
achieve great development, the cultivation of high-quality
e-commerce talents is the key. In order to improve the
quality of e-commerce talents and promote the smooth
implementation of the innovation and entrepreneurship
education reform of e-commerce specialty, we can put
forward the strategy of sharing educational resources from
the following aspects:

(1) Strengthen the understanding of innovation and
entrepreneurship education. Set up advanced edu-
cation ideas and improve the training standard of
e-commerce professionals, to promote the concept
of quality education in colleges and universities, to
integrate innovative entrepreneurship education
into the study plan of e-commerce major and to fully
run through it, to deeply analyze the characteristics
of e-commerce major, and to strengthen education
in combination with professional characteristics.
Improve students’ understanding of innovative en-
trepreneurship education and strengthen students’
innovative entrepreneurial ability. In evaluating the
training quality of e-commerce professionals, col-
leges and universities should add the assessment of
innovative entrepreneurial ability and gradually
strengthen the importance of this index.

(2) It is the core to build a sharing platform for
e-commerce innovation and entrepreneurship edu-
cation resources. *e platform has the correspond-
ing mechanism of technical support and guarantee,
can fully expand the e-commerce professional ed-
ucation knowledge base, gather high-quality edu-
cation resources, can consult the required knowledge
to students and teachers on the platform, can further
understand innovation and entrepreneurship edu-
cation, so as to enrich the educational form, can

deeply tap the education needs, and can strengthen
the e-commerce professional talent innovation and
entrepreneurship learning. *rough the construc-
tion and gradual application of the sharing platform
of e-commerce innovation and entrepreneurship
education resources, e-commerce education re-
sources will continue to accumulate and strengthen
gradually, so as to provide a good foundation for
e-commerce talents training.

(3) Create an atmosphere for sharing educational re-
sources. Build an organizational atmosphere of trust
and respect, improve the willingness of teachers and
students of e-commerce majors to share knowledge,
and strengthen encouragement and support for
students’ innovative consciousness of e-commerce
majors. Gradually, form a new mechanism to pro-
mote the development of innovative entrepreneur-
ship education.

(4) Innovation and entrepreneurship education should
be integrated into practical education. Combining
theory learning with practice, the innovative entre-
preneurship education resources will be integrated
into e-commerce professional education, teaching
content and teaching mechanism will be improved,
the quality of professional talents and practical
ability of entrepreneurship and employment will be
continuously improved, and more efforts will be
cultivated for the development of e-commerce
education.

7. Conclusion

*e innovation and development of e-commerce technology
can ensure the security of network data. In order to highlight
the effectiveness of e-commerce teaching, sharing teaching
resources is an extremely effective means. In order to find an
efficient education resource sharing strategy, this paper
constructs an innovation and entrepreneurship education
resource sharing platform for e-commerce specialty and
modularizes the platform structure. Users can publish re-
sources after logging in to the platform and can also obtain
their own education resources on the platform. *e con-
struction of the platform can enrich the education content of
e-commerce specialty, promote the education reform of
e-commerce specialty, and provide favorable promotion for
cultivating innovative and entrepreneurial e-commerce
talents. In the future research work, we should improve the
security of the platform to ensure that the information
e-commerce teaching information will not be invaded or
tampered with.
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Computer vision is a significant component of human-computer interaction (HCI) processes in interactive control systems. In
general, the interaction between humans and computers relies on the flexibility of the interactive visualization system. Elec-
tromyography (EMG) is a bioelectric signal used in HCI that can be captured noninvasively by placing electrodes on the human
hand. Due to the impact of complex background, accurate recognition and analysis of human motion in real-time multitarget
scenarios are considered challenging in HCI. Further, EMG signals of human hand motions are exceedingly nonlinear, and it is
important to utilize a dynamic approach to address the noise problem in EMG signals. Hence, in this paper, the Optimized
Noninvasive Human-Computer Interaction (ONIHCI) model has been proposed to predict human motion recognition. Average
Intrinsic Mode Function (AIMF) has been used to reduce the noise factor in EMG signals. Furthermore, this paper introduces
spatial thermographic imaging to overcome the conventional sensor problem, such as gesture recognition and human target
identification in multitarget scenarios. )e human motion behavior in spatial thermographic images is examined by target
trajectory, and body movement kinematics is employed to classify human targets and objects. )e experimental findings
demonstrate that the proposed method reduces noise by 7.2% and improves accuracy by 97.2% in humanmotion recognition and
human target identification.

1. Introduction

Nowadays, with the rapid development of information
technology, human beings are trying to communicate with
computers more naturally [1]. )e conventional human-
computer interaction input devices such as the mouse,
keyboards, and remote devices lack flexibility, and there is
no longer a natural way of interacting [2]. In general, voice
commands and body language are natural ways for people to

communicate with computers, including many online
commercial products [3]. )e interaction between humans
and computers is the most important application of com-
puter vision for autonomous structures [4]. It is essential to
acquire precise data like shape, behavior, and motions for
efficient human-computer interaction [5]. An effective
characteristic analysis of these human targets can accurately
recognize and identify the targets [6]. Human target iden-
tification and objects surrounding play a crucial role and
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pose many challenges before interaction between computers
and humans [7]. We rapidly determine the number of
important facts and qualities about each other during hu-
man-to-human interaction, including identification, age,
facial expressions, and gestures. )ese visual cues/features
have an impact on the content and flow of a conversation,
and they provide contextual information such as situation
and speech context. A gesture or a facial expression, for
example, could be intended as a signal of understanding, or
the gaze direction can be used to differentiate between the
object referred to like this and the direction over there in
speech. As a result, other communication channels such as
speech and gestures are both coexpressive and comple-
mentary to the visual channel.

Conversely, conventional sensors do not deliver an ac-
ceptable field of view (FOV) to monitor various targets to
examine human movement and body features [8]. )e
process of human movement identification needs sufficient
space tomap command gestures and different human targets
[9]. It is significant to recognize the human targets and
surrounding objects, and the computer aims to satisfy the
requirements of the human interaction environment [10].
)e user’s gesture would be consistent with the physical
space of the virtual world; i.e., the user’s action should be
matched with the gesture in the virtual field, and it is more
appropriate to estimate the gesture for human-computer
interaction [11]. A rich user experience and more effective
and efficient interaction can be obtained by integrating
visual information with other input modalities (such as
keyboard and mouse). In addition to standard desktop
computing, vision-based interaction could be beneficial in a
variety of scenarios, including mobile, immersive, and
ubiquitous computing.

Presently, sensor technology such as electromyographic
(EMG) and signal processing has been extensively utilized in
the field of human-computer interaction and multifunc-
tional prosthetic hand control [12, 13]. Electromyographic
(EMG) signal collects superficial muscle and nerve trunk
activity bioelectric signals through electrodes on the surface
of the skin and performs muscle processes evaluations and
simulations via the recorded, filtered, amplified, transmitted,
and feeding of the collected bioelectric signals [14, 15]. Since
the EMG signaling of the human leg or hand movements
during object usage easily interferes with noise [16]. )e
main problem to accomplish a difficult understanding of
hand motion is successfully gathering signals, extracting
features, and classifying diverse hand movements for hu-
man-computer interaction [17]. From the object’s charac-
teristics such as weight, size, and shape, it is possible to
identify human targets/emotions [18].

In this paper, the Optimized Noninvasive Human-
Computer Interaction (ONIHCI) model has been proposed
to address gesture recognition and human target identifi-
cation problems. )e electromyographic (EMG) signal can
represent the muscles’ active conditions; the data of the
neural activities can be determined [19]. )e advantage of
electromyographic is noninvasive; thus, it executes well in
studying neurological rehabilitation, motion detection, and
artificial control. Besides, the AIMF algorithm has been

employed to reduce noise in the EMG signal. )e present
models focus on human-computer interaction, emphasizing
a specific target or the behavioral analysis of a set of targets
[20]. )e spatial thermographic images for human motions
are analyzed to explain the trajectory actions and the ki-
nematics motion of the human and objects. Our approach
defines human targets precisely and allows them to improve
their restricted vision and overcome traditional methodo-
logical problems related to gesture recognition and human
target identification [21]. Target trajectory examines human
motion behavior in spatial thermographic images, and body
movement kinematics is used to classify human targets and
objects.

)e rest of the paper is arranged as follows. Section 1 and
Section 2 discussed the overview of computer vision for
human-computer interaction and related works. In Section
3, the Optimized Noninvasive Human-Computer Interac-
tion (ONIHCI) model has been suggested. In Section 4, the
experimental results have been performed. Finally, Section 5
concludes the research paper.

2. Related Works and Features of This
Research Article

Qi et al. [22] introduced the linear discriminant analysis and
extreme learning machine (LDA-ELM) method for smart
human-computer interaction based on surface EMG gesture
recognition. )e proposed method can minimize the useless
data in Surface Electromyography (SEMG) signals and
enhance identification accuracy and efficiency. )is paper
concentrates on time variances optimization in surface [23].
EMG pattern recognition and the numerical outcomes are
advantageous to decreasing the time variances in gesture
identification based on surface EMG. Chen et al. suggested
the Motor Unit Spike Trains with Blind Source Separation
Algorithm (MUST-BSSA). )at is how well high-density
EMG signals recognize motor unit movements during hand
postures. )ey characterize the precision in recognition of
motor unit actions during hand postures from high-density
EMG signals. )e results demonstrate the possibility of
recognizing motors during the assigned motor operations
and the high precision of hand gestures classification for
human-computer interface perspectives [24].

Song et al. [25] discussed the Guidance framework for
tracking by detection (GFTD) for hand detection based on
the thermal image. )ey introduced an Adaptive Hand
Detection (AHD) based automatic tracking-by-detection
algorithm utilizing the Kernelized correlation filters
tracker to enhance the performance of the proposed
model. )e proposed model detects hands in real time by
decreasing calculation utilizing a single sensor instead of
fusing manifold sensors, enables precise tracking, and
enhances hand tracking precision. Xiao et al. [26] proposed
the variational mode decomposition and composite per-
mutation entropy index (VMD-CPEI) method to classify
hand movements. )e approach suggested in this paper
uses the VMD procedure for decomposing the initial
SEMG signal into multiple VMFs and measuring the re-
lated CPEI of each signal component. )e model proposed
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can enhance the quality of life of amputees, disabled
persons, and others.

Sekhavat et al. [19] introduced Affective User Interface
Design and Evaluation (AFFUIDE) to evaluate the effect of
using facial expressions emotions as a user interface (UI) and
system input in virtual scenarios. )e data suggests that the
traditional usable user interface is the most useful and that
the full affective user interface feels the best fun and user
experience. Choudhary et al. [20] recognized someone even
when they were not in a neutral condition or had any facial
expression. Using a hidden Markov model with singular
value decomposition, they could identify persons whose top
half face is visible (HMM-SVD). Singular value decompo-
sition parameters were used in this article to build a series of
blocks for each picture of a face [21]. To cover the entire face,
a seven-state HMM was employed. In this paper, the Op-
timized Noninvasive Human-Computer Interaction
(ONIHCI) model has been proposed to address gesture
recognition and human target identification [23]. )is paper
proposes a novel approach to determine the human targets
in spatial thermographic images [24, 27] using vision per-
ception. )is system estimates the capacity of the human
targets to view when they have restricted visualization and
supports targets perceiving their surroundings by informing
them about their condition through the visualization system
[28, 29]. Identifying human targets is the main aim and, at
the same time, recognizing the scenario for human targets.
)e signals of human hand motions have been gathered
utilizing an EMG acquisition device [30, 31]. A motor unit
classification-based gesture recognition method was pro-
posed in [32]. MUSTs were first classified into 11 categories,
one per motion. )e averaged discharge timings of MUSTs
in each group are then used to measure the activation level of
the cerebral drive to each motion. By comparing the esti-
mated activation levels of each motion, the output gesture
class was determined. AIMF has been used to denoise the
obtained real signs and feature sets for the hand movement
classification process [22, 25, 33]. )e proposed method is
briefly described in the following section.

3. Optimized Noninvasive Human-Computer
Interaction Model (ONIHCI)

In this paper, the Optimized Noninvasive Human-Com-
puter Interaction (ONIHCI) model has been proposed to
address gesture recognition and human target identification
problems. )e requirement for computer vision-based hu-
man-computer interaction and human movement recog-
nition has been increased in fields like intelligent
monitoring, security, and surveillance system. )e most
significant and common human movement is walking and
running. Many studies aimed to develop a computer model
of motion. )e role of human movement recognition is a
challenge in human-computer interaction. Motion analysis
includes measuring, analyzing, and evaluating the motion
functions associated with walking or running activity to
determine the human target in an HCI system.

Case 1. Human kinematics analysis and trajectory analysis
for human target identification

Solution 1. Analysis of human kinematics is the initial
measure to determine a human in the course of its movement
or static prospect. Human frames are extracted from the
spatial thermographic image, and areas are calculated from
dynamic targets to explore trajectories and kinematics to
calculate the proposed approach. )e key targets know the
instructions and are in an upright position.)is paper utilizes
three human targets for the identification of human targets.

Figure 1 shows the human body kinematics analysis. )e
human body orientation around the arm region [XBYBZB],
legs [XL,RYL,RZL,R], and head for the upper part of the
targets spot [XVYVZV] is determined for every human.

Human Target 1 (G1). )e human body orientation
around the arm region is denoted as [XB1

YB1
ZB1

], left
leg [XL1

YL1
ZL1

], right leg [XR1
YR1

ZR1
], and head target

sport [XV1
YV1

ZV1
]

Human Target 2 (G2). )e human body orientation
around the arm region is denoted as [XB2

YB2
ZB2

], left
leg [XL2

YL2
ZL2

], right leg [XR2
YR2

ZR2
], and head target

sport [XV2
YV2

ZV2
]

Human Target 3 (G1). )e human body orientation
around the arm region is denoted as [XB3

YB3
ZB3

], left
leg [XL3

YL3
ZL3

], right leg [XR3
YR3

ZR3
], and head target

sport [XV3
YV3

ZV3
]

)e human body provides a few signs of motion or static
state disposition. )e inclination for direction is extracted
from the determination of the direction between these ki-
nematics. If the legs and head position are open at a certain
angle, the motion direction from the slope of the head is
provided by the angle between the legs and head. Figure 1
shows the human body kinematics; here, the human target G1
is being demonstrated with a running direction to the head
and right sloped toward a similar direction. In the instance of
a static condition of the target, body, legs, and head orien-
tation comprising arms might be parallel to human targets G2
and G3. )e interactive system point of view transferred
kinematics is provided with GW and the kinematics from the
initial interactive system, [XG, YG, ZG] are multiplied with
orientation and translation, and the interactive systems and
rotation between the interactive systems are expressed as

GW1
� XG1

YG1
ZG1 

cos θ −sin θ 0

sin θ cos θ 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + xt yt zt ,

(1a)

GW2
� XG2

YG2
ZG2 

cos θ −sin θ 0
sin θ cos θ 0
0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + xt yt zt ,

(1b)
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GW3
� XG3

YG3
ZG3 

cos θ −sin θ 0
sin θ cos θ 0
0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + xt yt zt .

(1c)

As inferred from equations (1a), (1b), and (1c), the
human body target rotation matrix, kinematics, and
translation vector of the transformation vector can be
computed. )e relationship between two groups of kine-
matics can be utilized to choose the categorized targets from
two interactive systems to connect similar targets in two
various thermographic views.

Figure 2 shows the position data of every computer or
interactive system Tt, andRt is utilized to convert the human
body kinematics of the other view direction. In Figure 2, the
spatial thermographic interactive system coordinate system is
denoted as QST � [XSTYSTZST], the single perspective inter-
active system is denoted as QW � [XWYWZW], and the in-
teractive stereo system denoted is as QST � [XQYQZQ]. )e
rotation and translation between interactive systems are
denoted as RQ, TQ and RW, Tw. )e human target trajectories

are examined in the thermographic scene concerning the
trajectory trend of the respective target’s feature points. )e
height and width of the target area are evaluated for a ratio to
determine the first data about the trajectory target trend. )e
ratio variations are reliant on the target alignment through the
center rotation.)e height and width variations for the target’s
backward and forward motion concern the interactive system.

In Figure 3, the backward and forward motion calculations
and the magnitude and direction vector are provided for every
interactive system denoted as dotted lines. )e variations of
ratios from every interactive systems perspective are presented
in Figure 3. Stereo vision-based identification combines features
extracted from two-dimensional stereo images with reas-
sembled three-dimensional object features to sense humans in
an interactive setting. )e interactive stereo system is already
monitoring the target G1, the computer endowed perspective
sensor; thermographic camera altered its direction to the
absorbed target as a portion of the human-computer interaction
task. )e human target coordinate system is represented by the
direction vector U1, width sw, and the height gw; the ratio
(gq,1/sq, 1) indicates the target G1 moving toward a single

ZV2

XV1

XV2
YV2

YV1

YR2

YL2

Human Target 2

Human Target 1Human Target 3
Computer

Camera

ZV1

XR1

YR1

ZR1

XR3
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ZL3

XV3

YV3

ZV3
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G2

Figure 1: Human body kinematics analysis.
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perspective interactive system. )e ratio (gw,1/sw, 1) indicates
the target G1 moving toward the interactive stereo system; cs is
the direction. )e rotation and translation between interactive
systems are denoted as RQ, TQ and RW, TW. )ese variations
are noted during themovement of the targetG1 and updated for
a time r by equation (2). To determine the method vector
direction Us, the height gw and width sw are utilized in the
thermographic image.

Us �

sw,r − sw,r−1, if
gw

sw

 
r

−
gw

sw

 
r−1

� 0,

0, if
gw

sw

 
r

−
gw

sw

 
r−1
≠ 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(2)

As shown in equation (2), sw denotes rotation width, gw

denotes rotation height, and (gw/sw) denotes the rotation
ratio. If there is no variance between successive proportions,
the direction vector Us is acquired from the variance be-
tween the successive target’s width in successive pictures. If
the proportion is varying, let us think that the target is
creating a rotation around itself.

)e horizontal target motion is utilized for right and left
directions in its trajectory. Let us assume the overall
extracted feature point for this particular target is F and the
feature extracted point for a particular target is xf. )e
horizontal motion feature point xf is followed after the
evaluation of their mean coordinates until the overall
number of F. )e final horizontal position average at the
time r − 1 is deducted from the present mean. )is variation
supports the determination of the direction and horizontal
vector magnitude cw from the next expression.

Condition 1:

cw �


F
f�1 xf,r 

F
. (3a)

Condition 2:

cw �


F
f�1 xf,r−1 

F
. (3b)

After computing
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Camera

Computer

Computer Computer

Camera Camera

XST

ZST

YQ

XQ

ZQ

YW

XW

RQRW

TQ
TW

ZW

Figure 2: )ree interactive systems equipped with a single thermal camera, stereo thermal sensor, and IR sensor. Rotation and translation
between interactive systems are exposed with a corresponding spatial thermographic interactive system.
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cw �


F
f�1 xf,r 

F
−


F
f�1 xf,r−1 

F
, (3c)

Uw �

�������

U
2
s + c

2
w



. (3d)

As discussed in equations (3a), (3b), and (3c) xf denotes
the extracted feature points for a particular target. F denotes
the overall extracted features point for specific targets. )e
final horizontal position average at period r − 1 is deducted
from the present mean r. cw denotes the direction and
horizontal vector magnitude. Uw denotes the final trajectory
vector. A trajectory trend is produced for every target in the
spatial thermographic picture, and it is equated with another
interactive system trajectory assessment. Every interactive
system assessment utilizes a horizontal andmethod vector to
determine the last trajectory vector.

)e target areas identified are labeled with two criteria
for their characteristics. )e human target areas are
identified and bounded by a rectangle frame. )e frame is

split into W � (Ga/mver)(Sa/mhor) number of cells to ex-
amine every segment distinctly. )e number of cells in the
horizontal direction mhor and the vertical direction is
provided with mver. )e human target is chosen utilizing
associated elements and distinct from added substances in
the target frame. )e pixels in each cell are added by
equation (4), and the overall human target field is deter-
mined for the respective cell. Let us consider that w is the
respective cell, Aw is the overall cell pixel value, and Gaand
Sa are the height and width of the target frame, respectively.
Each row and the cell column are added to a bird’s eyesight
and perception target spectrum as an added target indis-
tinguishable signature:

Aw � 

xk

x�Ax



xk

y�Ay

q(x, y). (4)

As shown in equation (4), Aw is the overall cell pixel
value. Each pixel in a cell is provided with the pixel q, and the
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interactive system

Stereo interactive
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Spatial Interaction
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g1 s1
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cq,1
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Figure 3: Interactive system identifying the trajectory vector for every target.
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coordinates of this pixel in the cells are (x, y). )e final pixel
directs from the bottom and left of each cell can be evaluated
from the subsequent expression:

(xy)k � f (xy)k(  �

xk, if mhor(  � Ax + wx

Sa

mhor
 ,

yk, if mver(  � Ay + wy

Ga

mver
 ,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(5a)

xk � Ax + wx

Sa

mhor
 yk � Ay + wy. (5b)

Equations (5a) and (5b) show the thermographic image final
pixel coordinates of each cell, where the number of cells in the
horizontal direction mhor and the vertical direction is provided
with mver. Ga and Sa are the target frame height and width,
respectively. )e beginning coordinates of every cell Ax and Ay

are determined from the present directs of the target frame and
frame height and width from the resulting expression:

(A)xy � f (A)xy  �

Ax, if mhor(  �
Sa

mhor
wx − 1( ,

Ay, if mver(  �
Ga

mver
wy − 1 ,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(6a)

Ax �
Sa

mhor
wx − 1( , (6b)

Ay �
Ga

mver
wy − 1 , (6c)

As derived in equations (6a), (6b), and (6c), every cell
index is evaluated from wy � [w − 1/mver] + 1 utilizing floor
function after division and wy � w − wymhor. After deter-
mining the kinematics for arm, leg, and head areas, corr
chooses the relationship of these kinematics for each ther-
mographic image of a similar target. Additional correlation
outcome originates trajectories utilizing the human target
trajectory directions [X Y Z] with corr( ) to choose the last
trajectory direction with the maximum association outcome.
Human motion has been identified based on human body
kinematics and target trajectory analysis; human activity has
been identified accurately for the human-computer inter-
action process. With the collective thermographic images of
pixel and edge variances, human motion detection has been
performed. )e spatial thermographic images have many
noises, low image resolution, and low contrast to resolve
these problems. AIMF algorithm has been proposed.

Case 2. EMG based human motion recognition.

Solution 2. A better human-computer interaction can be
accomplished utilizing electromyographic (EMG) based
human motion recognition. )e signals of common human

gestures have been gathered using the EMG acquisition
device. Electrode’s locations have been chosen in line with
the musculoskeletal of these 5 muscles and definite by
contractions of the muscle-specific, which involve physically
repelled finger abduction and extension. EMG signals are
bioelectrical reactions affected by muscle fiber movement
during multiple muscle contractions.

Figure 4 displays the human-computer interaction
procedure based on the EMG signal. Data acquisition,
preprocessing, classification model, and feature extraction
are the significant and main stages in human gesture clas-
sification. )e gesture classification can identify discrete
body gestures and cannot be utilized for control of the
interactive system and, thus, continuous motion regression,
which has assessments for more motion information.
Compared to the EMG signal-based musculoskeletal model
for gesture recognition, the mapping between EMG and
angular acceleration, joint moment, joint angular velocity,
and angle can be recognized. )e commonly utilized feature
can be primarily separated into a time-frequency domain
feature and a frequency domain feature. )e initial EMG
signals gathered include a variety of noise signals, like
electromagnetic noise, electrode noise, and pervasive noise,
caused by an external environment and acquisition system.
)erefore, reducing the noise of the real signal is necessary to
generate actual and efficient information for the extraction
of features.

As shown in Algorithm 1, the proposed AIMF algorithm
with an adaptive time-frequency data analysis can be dis-
tinctly a time series into a finite number of elements, known
as Empirical Mode Decomposition (EMD). For the self-
adaptive decomposition, the data processing method is used
for the nonstationary and nonlinear signals, where t is the
acquisition channel, input E(t) is the EMG signal, and
output DIMF is the intrinsic mode function. To reduce the
noise in EMG signal, let us compute all the extreme points of
E(t); i.e., K(t) � Kmin(j), Kmax(j) . We fit the high points
by interpolation approach: upper envelope represented as
Kmax(j)⟶ Omax(j) and lower envelope represented as
Kmin(j)⟶ Omin(j); subsequently, we compute average
envelope value; i.e., V(t) � (Omin(j) + Omax(j))/2; after
that, we obtain a stationary data sequence;
S(t) � E(t) − V(t). )e algorithm decomposes the actual
signal divides noise from the efficient signal with high time-
frequency resolution and better adaptability in various in-
trinsic mode functions. )erefore, the collecting the features
of the EMG signal, the AIMF algorithm is a perfect method
for decreasing the EMG signal noise.

As shown in Algorithm 1, Empirical Mode Decompo-
sition is executed on every EMG signal channel; a set of
AIMF can be determined as

D(t) � 
m

i

DIMF(i) + cm. (7)

As inferred from equation (7), cm denotes the residual of
the actual EMG signal after extracting m AIMFs D. )e data
signal determined after noise reduction using Algorithm 1
guarantees the feature extraction of original motion signals.
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Figure 5 shows the communication between interactive
systems.Without loss of generalization, it is preassumed that
the l th HCI system records data of K heterogeneous variable
to be evaluated and I heterogeneous variable to interact,
which produce a computation vector cl

′ � [cl,1, . . . , cw,I
′]T

and communication vector dl
′ � [dl,1′, . . . , dl,I

′]T, where cl
′ and

dl
′ are calculated values of the k th computation variable and

i th communication variable at l th HCI system, respectively.
As a reminder for computation, the interactive system en-
gages itself in computing k th targeted function through the
following equation:

pk � fk 

L

l�1
hl,k cl,k ⎛⎝ ⎞⎠, k � 1, . . . , K. (8)

As discussed in equation (8), pk is the ideal computation
output, and hl,k(·) and fk(·) denote the preprocessing
function at the l th interaction system. Let us consider dl �

[hl,k(cl,k), . . . , hl,K(cl,K)]T indicating the preprocessed
computation signal at the l th interaction system. For sim-
plicity of exploration and without loss of generalization, let
us preassume that the communication signals and com-
putation signals are distributed with the unit norm; that is,
E dld

H
l  � J and E dl

′d′Hl  � 1.)erefore, the l th interactive
system builds the coded transmit EMG signal yl as

yl � Sldl + 
I

i�1
ul,idl,i
′. (9)

As inferred from equation (9), Sl ∈ EN×K and ul,i ∈ EN×1

indicate the transmit beams for the communication and
computation signal, respectively.

Sl

����
����
2
F

+ 
I

i�1
ul,i

����
����
2 ≤

Zl

T/2
, ∀l, i. (10)

)us, the received signal at the interactive system is
expressed as

x � 
L

l�1
Hlyl + m � 

L

l�1
HlSldl

√√√√√√√√
computation signal

+ 
L

l�1


I

i�1
Hlul,idl,i
′

√√√√√√√√√√√√
communication signal

+m.

(11)

As shown in equation (11), m is the noise vector with
variances σ2m. Initially, the processing of the computation
signals has been discussed. Because of the one-to-one
mapping between c � 

L
l�1 cl and p � [p1, p2, . . . , pK]T in

equation (8), let us take a precise c at the interactive system
as the targeted function signal. It is anticipated to execute a
receive beam at the interactive approach to reduce the
distortion of the targeted function signal affected by channel
noise, fading, and interference.)erefore, the received signal
for computation at the interactive system is expressed as

c � V
L



L

l�1
HlSldl + V

L


L

l�1
Hl 

I

i�1
ul,idl,i
′ + m⎛⎝ ⎞⎠. (12)

As derived in equation (12), V ∈ EM×K is a receive beam
for computation outcomes at the interactive system. As a
rule, the distortion of computation at the interactive system
is calculated by the Root Mean Square Error (RMSE) be-
tween c and c which is stated as

RMSE(d, d) � Z tr (d − d)(d − d)
H

  . (13)

Replacing (12) into (13), the computation distortion can
be calculated as the resulting RMSE function of transmitting
and receiving beam:

RMSE V, Sl, ul,i  � 
L

l�1
V

H
HlSl − J

����
����
2
F

+ σ2m‖V‖
2
F

+ 
L

l�1


I

i�1
V

H
Hlul,i

����
����
2
.

(14)

Input: the actual data sequence of the EMG signal, E(t), (t � 1, . . . , m)

Output: intrinsic mode function, DIMF(i);
Repeat
While j< L do
for all j such as 1≤ j≤ l do
Compute E(t) i.e., K(t) � Kmin(j), Kmax(j) ;

Obtain upper envelope: Kmax(j)⟶ Omax(j),
Obtain lower envelop: Kmin(j)⟶ Omin(j);
Compute average envelope value V(t) � (Omin(j) + Omax(j))/2 ;
Obtain a stationary data sequence, S(t) � E(t) − V(t);

Update t � t + 1;
Until convergence

ALGORITHM 1: Average intrinsic mode function algorithm for electromyographic signal noise reduction.
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Subsequently, communication signal processing has
been discussed. )e received EMG signal for communica-
tion at the interactive system can be evaluated as

xl,i
′ � q

H
l,iHlul,idl,i

′ + q
H
l,i 

L

j�1, j≠ l

Hj 

I

n�1, n≠ i

qj,ndj,n
′

+ q
H
l,i 

L

j�1
HjSjdj + q

H
l,im.

(15)

As inferred from equation (15), ql,i ∈ EM×1 indicates the
receive beam vector for communication signal cl,i

′ at the
interactive system. As a result, the received EMG signal to
inference and noise proportion at the communication re-
ceiver system can be calculated using

ζ l,i �
q

H
l,iHlul,i




2


L
j�1, j≠ l 

I
n�1,m≠ i q

H
l,iHjuj,n




2

+ 
L
j�1 q

H
l,iHjSj

�����

�����
2

+ σ2m ql.i

����
����
2
.

(16)

Besides, the transmit signal of EMG relies on the energy
beam sent by the human-computer interaction system.

EMG signal-based human motion recognition, Lyapu-
nov exponent, is utilized to detect the numerical features in a
complex system and denoted the system sensitivity to the
first value as the parameter progress with a period t. )eM-
dimensional systems have M Lyapunov exponents, creating
an exponential spectrum. )us, it is broadly utilized in
system fault diagnosis along with muscle activity and muscle
contraction identification. It is stated as

λmax �
1
Δt



N

p�1

L tp 

L tp−1 
. (17)

As discussed in equation (17), L(tp) denotes the distance
between two adjacent 0 points at the time tp, Δt is the
sampling time, and N indicates the overall step length. )e
distance between end-to-end paths is generally reproduced
by the forecast fault on the log function to attain the Lya-
punov exponent of the complete set of IMF. It is stated as

k(p) �
1

Mt


M

m�1
1a
Γm(p)

Δm
. (18)

As shown in equation (18), Δm denotes the distance
between phase points,Em+1 is the adjacent point to Em, and
Γm(p) is the distance between Em and Em+1 after p convo-
lution step length time. M indicates the aggregate number of
phase points. )e two typical EMG signal features embedded
in dimension and delay time are two essential variables for
evaluating the Lyapunov exponent. )e motion characteris-
tics of the EMG signal have been chosen and represented
using these two parameters. )e delay time was calculated
using the mutual information technique as follows:

B(τ) � k Ym, Ym+τ( ln
k Ym, Ym+τ( 

k Ym( k Ym+τ( 
. (19)

As shown in Figure 6 and equation (19) representing the
delay time calculation,B(τ) denotes the EMG signal delay time
and k(Ym), k(Ym+τ), and k(Ym, Ym+τ) are likelihood values.

By Algorithm 1, the embedded dimension has been
evaluated, which is stated as

O1(n) �
O(n + 1)

O(n)
. (20)

As discussed in equation (20), O(n + 1) and O(n) are the
mean thresholds of the distance between every two adjacent
neighbors in the recreated n + 1 dimensional space and
n-dimensional space, respectively.

)e proposed AIMF algorithm reduces the EMG signal
noise and obtains active human motion features for the hu-
man-computer interaction. Finally, the proposed Optimized
Noninvasive Human-Computer Interaction (ONIHCI) model
addresses the problems such as accurate gesture recognition
and human target identification and reduces the noise in EMG
signal for an effective HCI process. )e following section
briefly describes the experimental results.

4. Experimental Results and Discussion

)e proposed Optimized Noninvasive Human-Computer
Interaction (ONIHCI) model experimental results have been
performed in a computer vision-based human-computer
interaction environment. Different situations have been
used analyzed using the training and testing dataset [21].
From the large dataset, a 70 : 30 ratio of training and testing
data has been formed. A different dataset was randomly
chosen among the testing data and observed various per-
formance metric values. )e following figure 7 and table 1
give the results observed from this analysis. Human targets
are running, walking, and slow waving; the data is divided
into multiperson and single-person behavior.)e analysis of
human trajectory and human kinematics has been discussed
in this section. )e human targets are detected in multiple
thermographic images.

Furthermore, EMG-driven musculoskeletal model-
based motion recognition has been utilized, to the map
between EMG and joint angular velocity, angle, joint mo-
ment, or angular acceleration.)e experimental results show
that the HCI suggested method achieves lesser noise and
enhances the accuracy in human motion recognition and
identifying human targets with high performance. Simula-
tion parameter has been used for the human motion rec-
ognition based on EMG signal acquisition with a simulation
time of 4 seconds, and sampling frequency utilized is 25 kHz,
muscle length is 200mm, the number of electrodes used is
64, muscle radius is 20mm, muscle fiber length is 45mm,
muscle fiber diameter is 35.77, and fiber length is 150mm.

4.1. Root Mean Square Error (RMSE) Ratio Analysis. )e
Root Mean Square Error is often used in continuous motion
prediction. It compares the actual values to the projected
values. )e conflict is squared to prevent canceling negative
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and positive values. )e distortion of the computation at the
interactive system is evaluated by the mean square error d

and d which is stated as

RMSE(d, d) � Z tr (d − d)(d − d)
H

  . (21)

Replacing (12) into (13), the computation distortion can
be calculated as the following RMSE function of receive and
transmit beam:

RMSE V, Sl, ul,i  � 
L

l�1
V

H
HlSl − J

����
����
2
F

+ σ2m‖V‖
2
F

+ 
L

l�1


I

i�1
V

H
Hlul,i

����
����
2
.

(22)

)erefore, the computation outcome should have a low
RMSE. Figure 7 demonstrates the RMSE using the suggested
system.

)e performance ratio evaluation of the recommended
ONIHCI system is shown in Table 1. To detect the move-
ment of a human, it is necessary to track the body’s motion
throughout physical activity. Data processing to better
portray such movement aids in the operation’s detection,
which helps this study effectively. Compared to other
technologies, the human-computer interface performance
based on human motion recognition findings is quite suc-
cessful. Table 1 shows that the highest performance ratio of
95.4% by the proposed model outperforms the existing
models in the literature survey. For all sets of data inputs, the
ONIHCI gives the highest performance ratio.

4.2. Recognition Accuracy Ratio Analysis. )e human ther-
mographic view is examined for comprehending the tra-
jectory behaviors and the motion kinematics during the
target’s movement. Humans are initialized using the kine-
matics system by features like the number of limbs, degrees
of freedom, limb length, etc. Humans are represented as
images, and personality traits like form or region are
extracted and stored in the image model. )e acknowl-
edgment, as well as the complexity of the motion, can be

determined effectively. )e accuracy from every sensor is
provided in Table 2 concerning every sensor’s kinematics
and trajectory analysis utilizing thermographic images. )e
simulation outcomes demonstrated that the suggested ap-
proach could assess the human target angle with high ac-
curacy compared to other existing approaches. Figure 8
demonstrates the recognition accuracy ratio using pro-
posed ONIHCI methods.

4.3. Delay Time Determination and Noise Reduction Ratio
Analysis. In reflection of the nonlinear dynamic EMG
signal, the actual EMG signal has been decomposed into a set
of IMF when noise reduction, as demonstrated in
Figure 9(b). )e actual EMG signal X(t) has been
decomposed into DIMF(i), (i � 1, 2, . . . , 6) and deviation
cm. DIMF(i) is an oscillation function with various fre-
quencies and amplitudes. cm is a monotonic signal, denoting
the drift element determined by deducting every DIMF(i)

from the actual signal, and X(t) no longer meets the de-
composition states. Embedded dimension and delay time are
two significant constraints for the manipulative Lyapunov
exponent. Moreover, the chosen delay time is too short and
not advantageous to EMG signal optimization.

)e two typical EMG signal features embedded in di-
mension and delay time are essential for evaluating the
Lyapunov exponent. )ese two parameters are appropriate
for depicting EMG gesture time sequence data; the motion
features of the EMG signal have been selected and
represented.

)e mutual information approach has been utilized for
calculating delay time which is stated as

B(τ) � k Ym, Ym+τ( ln
k Ym, Ym+τ( 

k Ym( k Ym+τ( 
. (23)

As shown in the above equation, k(Ym), k(Ym+τ), and
k(Ym, Ym+τ) are likelihood values.

Based on Algorithm 1, the embedded dimension has
been evaluated, which is stated as

O1(n) �
O(n + 1)

O(n)
. (24)

As discussed in the above equation, O(n + 1) and O(n)

are the mean thresholds of the distance between every two
adjacent neighbors in the recreated n + 1-dimensional space
and n-dimensional space, respectively. Figure 9(a) shows the
delay time using the proposed ONIHCI method.

)e quality of the EMG signal measurement is dem-
onstrated by the ratio of the EMG signal calculated to
unwanted environmental noise inputs. A high-quality signal
offers more information to predict the intention so that it
increases prediction accuracy. Nevertheless, noises from
various sources are possible, and the analysis of EMG signals
may be contaminated. To maximize the signal-to-noise
relation in this respect, amplifiers are designed and used to
reject or eliminate noises. )e accuracy of EMG signals is
affected by noise and artifacts from various causes (including
electric devices, power lines, and physiological factors),
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which may contribute to the inaccurate analysis of data or a
misunderstanding of motion parameters. In the proposed
ONIHCI method, the AIMF algorithm reduces the noise
level seen in the raw EMG signal. Figure 9(b) shows the noise
reduction ratio using the proposed method.

Table 2 shows the precision ratio using the proposed
ONIHCI method. )e present system implemented in this
study is user-friendly compared to a command-based system
or standard device and robust in detection and recognition.
)e proposed AIMF algorithm is extensively utilized in the
classification and regression of HCI because of its simple
execution, high precision, and antinoise capability.

4.4. Normalized Computation Error Evaluation.
Normalized computation error is a statistical assessment
utilized to compare proficiency testing outcomes where the
uncertainty in the measurement outcomes is included. )e
cause for error with the spatial thermographic sensor has
the minimal image size of the targets and unexpected
changes. Single perspective and stereo sensors provided a
benefit to decreasing the computation error with surplus
views. )e distance between the human target and inter-
active system positions at every degree of target force di-
rection is averaged over a tracking cycle known as
normalized tracking error. )e proposed method has lesser

Table 1: Performance ratio evaluation.

No. of datasets LDA-ELM [22] MUST-BSSA [32] GFTD [25] HMM-SVD [26] ONIHCI (proposed approach)
5 54.2 56.1 67.1 77.7 80.1
10 51.3 53.3 60.4 67.8 63.5
15 63.9 56.5 78.4 87.9 52.4
20 76.2 77.6 78.5 73.7 72.3
25 83.1 54.7 56.9 76.5 77.1
30 54.7 50.8 53.8 57.4 81.2
35 43.9 44.4 46.7 47.3 82.2
40 51.8 54.3 56.7 60.2 89.2
45 65.3 65.2 76.6 77.1 90.3
50 67.2 66.1 77.5 87.2 95.4

Table 2: Precision ratio analysis.

No. of datasets LDA-ELM MUST-BSSA GFTD HMM-SVD ONIHCI
5 32.1 34.1 35.7 37.7 70.1
10 53.3 54.3 69.4 67.8 61.5
15 64.9 54.5 79.4 87.9 42.4
20 77.2 72.6 72.5 73.7 72.3
25 82.1 44.7 53.9 76.5 77.1
30 53.7 42.8 54.8 57.4 79.2
35 42.9 49.4 45.7 47.3 82.2
40 51.8 59.3 56.7 60.2 77.2
45 64.3 67.2 76.6 77.1 92.3
50 68.2 62.1 77.5 87.2 96.4
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Figure 8: Recognition accuracy ratio analysis.
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Figure 9: (a) Delay time determination. (b) Noise reduction ratio analysis.
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computation error compared to other existing methods.
Figure 10 shows the normalized computation error using
the proposed ONIHCI method. )e proposed Optimized
Noninvasive Human-Computer Interaction (ONIHCI)
model achieves high recognition accuracy and lesser delay
time and noise when compared to other existing linear
discriminant analysis and extreme learning machine (LDA-
ELM) method, Motor Unit Spike Trains with Blind Source
Separation Algorithm (MUST-BSSA), Guidance frame-
work for tracking by detection (GFTD), and Hidden
Markov Model and Singular Value Decomposition (HMM-
SVD) methods.

5. Conclusion

)is paper presents the Optimized Noninvasive Human-
Computer Interaction model (ONIHCI) to address gesture
recognition and human target identification problems.
Human trajectory analysis and human kinematics analysis
have been introduced, and the human targets are detected in
the multitarget scenarios based on spatial thermographic
images and using different sensors. Furthermore, EMG-
driven musculoskeletal model-based human motion rec-
ognition has been utilized to map EMG and joint angular
velocity, angle, joint moment, or angular acceleration for
HCI. To reduce the noise in EMG signals, the AIMF al-
gorithm has been introduced. )e experimental findings
demonstrate a lower noise ratio of the proposed system of
7.2% and enhance the accuracy ratio of 97.2% in human
motion recognition, identifying human targets with high
performance.
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/e development of artificial intelligence technology is a field where all walks of life need to carry out in-depth research in the
future, and the introduction of artificial intelligence technology in the field of university evaluation has become an inevitable
trend. /rough the collection and collation of the literature at home and abroad, the influence of chorus education on college
culture in China has long remained in qualitative and experiential judgment and the significance and value of chorus education to
colleges and universities are relatively single. /erefore, it is of great innovative value and practical significance to establish a
scientific, systematic, and comprehensive evaluation mechanism for the impact of chorus education on university culture and to
scientifically analyze key issues, establish evaluation criteria, and inject new research perspectives into the promotion of chorus
education in colleges and universities in China, combining with the mature coevolution theoretical model of management science.
It is of great innovative value and significance to combine the DEMATEL research method with the current practice of promoting
chorus education in China’s colleges and universities and to systematically and comprehensively construct the evaluation system
and research paradigm in line with chorus education by using the qualitative and quantitative methods.

1. Introduction

Hegel, a famous philosopher, once said that imagination is
the most outstanding skill in artistic creation. Einstein, a
scientist, also pointed out in his treatise On Science that
imagination is more important than knowledge, because
knowledge is limited, while imagination summarizes ev-
erything in the world, promotes progress, and is the source
of knowledge evolution [1]. Because of the sensibility of the
evaluation method, it is often criticized by the academic
circles, and the research on the subjective conjecture and
experience summary of the cultivation of college students’
personality, moral accomplishment, innovation ability, and
imagination ability is seldom confirmed by authority.
/erefore, the quantitative research on the impact of chorus
education in colleges and universities is an important the-
oretical and practical innovation of chorus education

research in colleges and universities and has important
practical significance and value for enhancing the scienti-
ficity, systematicness, and integrity of the impact evaluation
of chorus education in colleges and universities. Based on
the coevolution theory of management, this paper constructs
a comprehensive and systematic impact evaluation system
for chorus education in colleges and universities. By com-
bining qualitative and quantitative research methods, it
objectively, systematically, and comprehensively demon-
strates the overall situation of the development of chorus
education in different colleges and universities and provides
scientific suggestions and opinions for the development of
chorus education in different types of colleges and uni-
versities in a holistic way. Because of the sensibility of the
evaluation method, it is often criticized by the academic
circles, and the research on the subjective conjecture and
experience summary of the cultivation of college students’
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personality, moral accomplishment, innovation ability, and
imagination ability is seldom confirmed by authority.
/erefore, the quantitative research on the impact of chorus
education in colleges and universities is an important the-
oretical and practical innovation of chorus education re-
search in colleges and universities and has important
practical significance and value for enhancing the scienti-
ficity, systematicness, and integrity of the impact evaluation
of chorus education in colleges and universities. Based on
the coevolution theory of management, this paper constructs
a comprehensive and systematic impact evaluation system
for chorus education in colleges and universities. By com-
bining qualitative and quantitative research methods, it
objectively, systematically, and comprehensively demon-
strates the overall situation of the development of chorus
education in different colleges and universities and provides
scientific suggestions and opinions for the development of
chorus education in different types of colleges and uni-
versities in a holistic way. Because of the sensibility of the
evaluation method, it is often criticized by the academic
circles, and the research on the subjective conjecture and
experience summary of the cultivation of college students‘
personality, moral accomplishment, innovation ability, and
imagination ability is seldom confirmed by authority.
/erefore, the quantitative research on the impact of chorus
education in colleges and universities is an important the-
oretical and practical innovation of chorus education re-
search in colleges and universities and has important
practical significance and value for enhancing the scienti-
ficity, systematicness, and integrity of the impact evaluation
of chorus education in colleges and universities. Based on
the coevolution theory of management, this paper constructs
a comprehensive and systematic impact evaluation system
for chorus education in colleges and universities. By com-
bining qualitative and quantitative research methods, it
objectively, systematically, and comprehensively demon-
strates the overall situation of the development of chorus
education in different colleges and universities and provides
scientific suggestions and opinions for the development of
chorus education in different types of colleges and uni-
versities in a holistic way.

2. Research Status of Chorus Education and
College Culture at Home and Abroad

/e research on chorus education and university culture has
been carried out for many years at home and abroad. From
the collation and research of various literature materials at
present, we can see that the depth and breadth of the re-
search are relatively comprehensive. /ere are many studies
on chorus education in China in the fields of chorus cre-
ation, chorus history, chorus culture, chorus value and
significance, chorus education methods and means, chorus
development and management, and so on. In the study of
the history of chorus, Chang has made a more in-depth
discussion on the development of Chinese and Western
chorus art, pointing out that both Chinese and Western
chorus have gradually developed from monophonic to
polyphonic and that Western chorus is mainly religious

music, while Chinese chorus is mainly the source of “hu-
man” labor, life, and entertainment needs [2]. From the
perspective of ancient Chinese music aesthetics, Panmade a
more in-depth discussion on the origin and development of
ancient Chinese chorus art and put forward that “the
mainstream of ancient Chinese chorus is the thought of rites
and music, pursuing the aesthetic thought of harmony
between man and nature.” In the second century BC, a
monograph “On Music” in the early Western Han Dynasty
pushed China’s musical aesthetics to its peak [3]. Shao
examined the origin of Western chorus from the perspective
of Western music history and concluded that “the trinity of
music, dance, and poetry is related to the participation of
religious sacrificial groups, while the original performance of
tragedy is mainly chorus [4].” From the perspective of the
value and significance of chorus, Huang [5] proposed that
chorus has important value and significance for stimulating
the spirit of teamwork, collectivism and patriotism from the
perspective of chorus creation, chorus lyrics, chorus culture,
chorus context and chorus aesthetics. Li [6] put forward the
role of chorus curriculum education in stimulating students’
imagination, singing ability and innovation ability in the
aspects of chorus foundation, culture, ideology andmorality,
national spirit, and command skills. Huaxia [7] and Sun [8]
put forward the value and significance of chorus as a col-
lective art form in students’ aesthetic and moral education,
discussed the role of chorus art and education, and put
forward the role of chorus curriculum education in culti-
vating students’ EQ. It also puts forward the process and
ways of chorus education for the development of human
personality. /e research on chorus education from the
perspective of professional development is an important
aspect of chorus education and campus culture research.
From the perspective of the development of modern campus
music, Pan [9] explores how chorus can better realize the
integration and promotion of aesthetic education and
singing skills, innovation, and aesthetic ability, as a driving
force for the development of chorus on campus. Guo [10]
carried out research on chorus education from the per-
spective of non-art comprehensive universities and put
forward suggestions and opinions for development. Liu [11]
carried out higher education research on Liszt and Hun-
garian chorus education and explored the future develop-
ment path of professional chorus education in China
through the research on the development of chorus edu-
cation in professional colleges and universities at home and
abroad. Hu [12] starts from the educational significance of
chorus education, understands the “human” bred in the
development of chorus, and integrates its life attribute value.
Zhang [13], Xu [14], Jin [15], and Wang [16] focus on the
construction and management of chorus education in col-
leges and universities from different perspectives and put
forward the corresponding campus cultural value and sig-
nificance, so as to construct the management mode and
brand value of chorus education in colleges and universities
from the macro- and microperspectives. /e above research
paradigm has strong theoretical research value and practical
significance for the current development of chorus educa-
tion in China and has important guiding significance for
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promoting the development of chorus education in China
and chorus education in colleges and universities.

/ere are many research paradigms and research
methods in the world to carry out chorus education and
chorus art research, which have formed a wealth of litera-
ture. /e research perspective is different from the domestic
research. In the research, we should combine film art, social
life, psychotherapy, and other fields to study, while the
relevant literature of pure theory, technology, practice, and
management is not the focus of the research [17]. /rough
the analysis of the impact of film on commercial behavior
and social consciousness, it mainly takes the film chorus as
an example to analyze the value and significance of inno-
vation, creation, and imagination by analyzing the relevant
content of social consciousness in chorus films [18]. /is
paper analyzes the current situation of chorus education in
primary and secondary schools, explores the optimal op-
eration mechanism of chorus education, and scientifically
plans and designs the future development of chorus edu-
cation [19]. Combining chorus with dance art and exploring
educational value in social interaction, the research content
has practical value and significance [20]. /e training
methods of perceiving the world, experiencing life, and
creative thinking in the training of a cappella in primary and
secondary schools are applied to the educational concept of
life, and in the process of practice and application, the
combination of a cappella and social life is explored. In terms
of literature research on the combination of chorus edu-
cation, music education research, psychology, and medical
research, the international community is very rich, in which
a large number of qualitative and quantitative compre-
hensive studies are carried out by means of investigation,
experiment, and questionnaire (Ahn et al. [21] and Jacob
[22]). /rough the experimental study of the volume of
music and people’s aesthetic point of view, the acceptance
limit of music art is measured (Nilesh [23])./e students are
put in music environment and the music content and
memory they can bear in a day is measured through the
method of experimental verification (Garcı́a González et al.
[24]), that is, through experiments and comparative studies,
to determine the effects of prenatal music stimulation on
fetal heart condition, neonatal physical measurement, and
vital signs of pregnant women and to scientifically analyze
the effects of music on human beings (Crickmore [25]). It is
an effective measurement and research on the cultivation
effect of music and chorus art on people’s aesthetic taste and
draws corresponding research conclusions (Tai et al. [26]).
By using the method of questionnaire, this paper studies the
effect of music education of parents and children in Hong
Kong and draws the conclusion that parents are the im-
portant factors that effectively influence the value of chil-
dren’s music consciousness (Duarte et al. [27]). /at is to
say, through the questionnaire survey and measurement of
the impact of music festival activities on the image of tourist
destinations, the analysis proves that there is a positive
correlation between them (Music [28]). It proves that chorus
and music education are closely related to therapy and
health, aesthetic concepts, life measurement, and new media
(Barrientos-Fernández et al. [29]). By means of follow-up

investigation, questionnaire, and experiment, the compre-
hensive ability, different types of intelligence (general in-
telligence, linguistic and nonlinguistic intelligence, and
multiple intelligence), academic performance, and learning
habits of students are effectively measured, which proves the
relevance of music education (Shin and George [30] and
Wesolowski [31]). Rasch measurement model is used to
make a comprehensive qualitative and quantitative evalu-
ation of music performance evaluation and music perfor-
mance evaluation and to explore the attempt of scientific
evaluation of music art (Das et al. [32]). From the analysis of
scientific research, the influence of music on human brain,
and the influence value of the change of music content on
people’s attention and concentration ability, the above
qualitative and quantitative research combined with psy-
chology and medicine is an exploration of the scientific
research of music and chorus art education, which fully
illustrates the influence of music and chorus art on people’s
cognition, imagination, innovation, aesthetics, morality,
intelligence, and learning. /is influence is invisible, but
through scientific research, we can find its corresponding
law of value. /is is the research frontier of chorus edu-
cation, art education, and music education in the future.

In recent years, domestic researchers have made great
progress in theoretical exploration and practical research
by combining qualitative and quantitative methods, but
due to the difficulty of research and the interdisciplinary
research background required by the research, there are
still some limitations in the current talent cultivation in
China. /erefore, at present, it is difficult to find the
research materials that really combine qualitative and
quantitative analysis by searching the literature. For the
research in the field of chorus education, the most dif-
ficult thing is to evaluate the level of its educational
development. /e scientificity, comprehensiveness,
subjectivity, and objectivity of the evaluation will directly
affect the identification of the development of chorus
education. It is of great research value and significance to
scientifically and rationally formulate the development
strategy of chorus education and to study the key factors
affecting the development of chorus education. Pei put
forward that “measurement and evaluation is the axis of
the operation of art education [33]”; Zhu put forward the
following: “To construct an objective evaluation system of
chorus education in colleges and universities can not only
measure and evaluate students’ artistic level, but also
guide and standardize students’ chorus training [34].”
/e above scholars have also put forward many research
ideas on the evaluation system and methods of chorus
education. Zhou and Xu put forward that “evaluation” is
to measure the value of people or things [35]. /e sci-
entificity and systematization of “evaluation” are one of
the basic contents to complete the qualitative and
quantitative research of chorus education. /erefore, it is
of great research value and significance for the devel-
opment of different types of colleges and universities to
carry out scientific research on the impact of chorus
education on college culture, scientifically analyze its
development, establish a professional system for the
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development of chorus education in colleges and uni-
versities, and comprehensively analyze the internal and
external complex factors affecting its development.

3. Analysis of Influencing Factors Based on
Coevolution Theory

Coevolution [36] theory was first put forward by biologists
Paul Erich and Peter Raven in 1964 in their paper entitled
“Butterflies and Plants: A Study in Coevolution (Jazen [37],
Norgaard [38], Eisenhardt [39], and Hodgson [40]). With
the development of scholars, at the beginning of the twenty-
first century, the theoretical system of coevolution has been
basically established, and fruitful research results have been
achieved in nonbiological fields, such as social economy,
organization, management, and computer modeling [41]. It
regards the evaluation and occurrence process of things as a
complete whole, fully considers the relationship between
various factors and elements that constitute the development
process of things, and affirms their interaction in the de-
velopment and change, which is of great value for analyzing
the complex and changeable social environment and the
laws that cannot be inferred by mathematics. It has a strong
practical significance for the study of the development law of
current organizational management, enterprise manage-
ment, and other fields, for the analysis and study of the key
factors and elements affecting the development of organi-
zations and enterprises, and for the study of development
law./e introduction of coevolution theory into the study of
the influence of chorus education on university culture has
important innovative value and significance for objectively
judging the influencing factors and influencing factors of
university chorus education and exploring the key influ-
encing dimensions.

Based on systematic and holistic research, this paper
constructs a model of the impact of chorus education on
university culture, analyzes the corresponding development
characteristics of different types of chorus education in
universities, and explores its different development paths
(see Figure 1). On the basis of respecting the relationship
between each element and each factor, we must also consider
the synergistic correlation between each element and each
factor. /e traditional research on the influence of chorus
education on university culture only pays attention to the in-
depth study of one aspect, while ignoring the influence of
other factors. /e theory of synergistic evolution is based on
the research dimension of inside and outside, people and
things. It fully affirms the correlation between the factors and
breaks through the traditional thinking mode of one-way
causality, so the model construction of this study has great
exploratory and innovative value for the systematic and
scientific research of chorus education. Based on systematic
and holistic research, this paper constructs a model of the
impact of chorus education on university culture, analyzes
the corresponding development characteristics of different
types of chorus education in universities, and explores its
different development paths (see Figure 1). On the basis of
respecting the relationship between each element and each
factor, we must also consider the synergistic correlation

between each element and each factor. /e traditional re-
search on the influence of chorus education on university
culture only pays attention to the in-depth study of one
aspect, while ignoring the influence of other factors. /e
theory of synergistic evolution is based on the research
dimension of inside and outside, people and things. It fully
affirms the correlation between various factors and breaks
through the traditional thinking mode of one-way causality,
so the model construction of this study has great exploratory
and innovative value for the systematic and scientific re-
search of chorus education. Based on the theory of coevo-
lution, this paper constructs a set of influencing factors of
chorus education on university culture. /e influence of
chorus education on university culture will not be a single
form, but more an integrated display. Each factor has a close
relationship and does not exist independently, so it should
be carried out in a multi-level and multidimensional way of
coevolution. /e factors are more determined from the
actual research and interviews, and at the same time, there
are corresponding expert suggestions. /is paper system-
atically studies the influence system of university culture
from the two dimensions of people and things, external and
internal, and establishes four quasi-lateral influence ele-
ments and sixteen element-level influence factors. It analyzes
the mutual influence relationship from the four quasi-lateral
elements of campus demand, campus organization, campus
environment, and cultural products and comprehensively
influences the change of campus demand from the needs of
classmates, teachers, courses, and society. /is paper ana-
lyzes the internal relevance of the external influence factors
from the perspective of “people,” analyzes the internal
relevance of the internal influence factors from the per-
spective of “people” from the relationship between the
school level, college level, community, and mass organiza-
tions, comprehensively affects the construction of campus
organizations, and comprehensively studies the influence
relevance affecting the construction of campus environment
from the dormitory, classroom, activity, and social influence.
From the construction of campus brand of courses, celeb-
rities, works, and activities, the influence system of campus
chorus education development of cultural products is
constructed.

4. Empirical Analysis of Cases

From the model of the influence of chorus education on
university culture constructed by the theory of coevolution,
we can see the correlation between its elements and factors,
but for the value and significance of its influence, there is a
lack of intuitive reflection, which requires scientific calculus
and valuation and the combination of subjective judgment
and objective comprehensive analysis. After quantifying the
judgment information of various influencing factors col-
lected from various sources, we can comprehensively show
the influence of chorus education on culture in colleges and
universities, so as to better reflect the value and significance
of its research. In this paper, through a comprehensive
university of science and technology in southwest China, the
school has not set up a music major, chorus education is
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mainly displayed in the form of courses and the establish-
ment of university choirs, through the investigation of
teachers and managers who participated in the management
of choirs, as well as the investigation of some students who
chose to study chorus courses, and a total of 20 samples were
collected and interviewed: among them, one chorus con-
ductor, two teachers from relevant management depart-
ments, five chorus cadres, two chorusmembers, five students
who have taken chorus courses, and five students who have
not taken chorus courses. In-depth interviews and ques-
tionnaires are combined to carry out relevant empirical
research. /e basis for selecting the relevant samples is
mainly the management and participants of the chorus,
mainly composed of instructors and relevant managers. In
addition, the students who minor in related courses and
those who do not minor in related courses make a certain
differential choice, which is more objective to show the value
of the study.

/e method of DEMATEL (Decision Making Trial and
Evaluation Laboratory) is used, which uses graph theory and
matrix tools to objectively analyze the elements and factors
and uses expert scoring method. Determine the logical re-
lationship between the relevant elements in each dimension
and construct the impactmatrix, calculate the impact between
each element and its impact, as well as the impact between
other elements through the relevant formula, and finally form
the impact analysis method of evaluation purpose [42].
DEMATEL comprehensive evaluation method attaches im-
portance to the experience and knowledge of relevant experts
and integrates the comprehensive judgment of experts and
scholars on complex problems. “DEMATEL is a more

effective evaluation method, especially for those systems with
uncertain element relationships [43].” /is method better
integrates qualitative and quantitative research, is very suit-
able for the objective reality of this study, has certain
adaptability for the analysis of the impact of chorus education
on college culture, can objectively integrate the compre-
hensive opinions of experts, scholars, and students from
different angles, and can effectively overcome the problem of
inconsistent subjective opinions and judge the development
of chorus education in colleges and universities. It provides a
better research path and method to solve this problem and is
more objective and close to the actual situation of chorus
education in the development of colleges and universities.

4.1. Comprehensive Analysis and Construction of the Index
System. /rough the relevant influencing factors and ele-
ments in the model of the impact of chorus education on
university culture constructed by the theory of coevolution,
the analysis index system should be established, and the four
elements of campus demand, campus organization, campus
environment, and cultural products should be constructed
as the criterion layers U1–U4 of the index system. Students’
needs A1, teachers’ needs A2, curriculum needs A3, social
needs A4, school-level organizations A5, college-level or-
ganizations A6, community organizations A7, group orga-
nizations A8, dormitory influence A9, classroom influence
A10, activity influence A11, social influence A12, brand
courses A13, brand celebrities A14, brand works A15, brand
activity A16 are taken as the element layer of the index
system, and the evaluation and analysis system of the impact
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Figure 1: Model of the impact of chorus education on college culture.
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of chorus education on university culture is taken as the
target layer, through the construction of a complete eval-
uation index system with three main levels of target layer,
criterion layer, and element layer as shown in Table 1.

4.2. Basic Assumption and Operation Steps of Modeling.
/e first step is to design an evaluation interview ques-
tionnaire by combining the coevolution theory, the evalu-
ation and analysis index system, and the DEMATEL
research method and to establish a five-level evaluation
system with five levels of 0, 1, 2, 3, and 4 as the strong and
weak correlation, where 0 means no influence, 1 means
slight influence, 2 means small influence, 3 means medium
influence, and 4 means large influence. 20 people were
interviewed, and the overall effectiveness of the survey was
100%.

/e second step is to construct the direct impact matrix
of element level and criterion level by collecting the com-
prehensive impact data obtained from interviews. Finally,
Xd is obtained as shown in the following:

X
d

�

0 A1,2 · · · A1,j

A2,1 0 · · · A2,j

⋮ ⋮ ⋮ ⋮

Ai,1 Ai,2 · · · Ai,j

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

Among 1≤ i≤ n, 1≤ j≤ n, n is the total number of impact
elements.

Step 3 is to calculate the normalized impact matrix.
/rough the direct impact matrix Xd, the sum of the ele-
ments in each row is calculated and the maximum value is
taken. /e sum of the elements in each row is calculated and
the maximum value is taken; the maximum values in the row
and column are compared to obtain the maximum values in
the row and column, and in the impact matrix Xd of the
comprehensive evaluation and analysis index system, each
element is divided by the maximum value to obtain the
standardized direct impact matrix X.

Step 4 is to calculate the comprehensive impact matrix T.
According to the formula, the comprehensive influence
matrix T is obtained from the direct influence matrix X. Tij
represents the degree of direct and indirect influence of
element i on element j or element J.

/e extent of the combined effect from element i is
shown in the following:

T � X(1 − X)
− 1

� tij . (2)

Step 5 is to calculate the influence degree (R), the
influenced degree (D), the centrality (R+D), and the cause
degree (R-D) in the comprehensive influence matrix.
Centrality (R+D) is the direct manifestation of the influence
of the four factors. Cause degree >0 indicates that the ele-
ment has a great influence on other elements, which is called
cause element. /e result element refers to the element
whose cause degree is less than 0, which indicates that the
element is greatly influenced by other elements and is called
the result element as shown in the following:

R � 
n

j�1
Tij(1≤ i≤ n, 1≤ j≤ n), (3)

D � 
n

j�1
Tij(1≤ i≤ n, 1≤ j≤ n). (4)

/e sixth step is to establish the weight ratio of the
influence of chorus education on university culture. Because
the centrality is used to calculate the comprehensive in-
fluence value of each criterion layer element on the whole,
the comprehensive proportion is displayed comprehensively
through the numerical value. “/erefore, the weight of the
first-level index can be obtained by normalizing the cen-
trality of each index [44, 45].” /e comprehensive impact
matrix index weight vector formula is shown in the
following:

A � an| 

4

n�1
an � 1, 0≤ an ≤ 1, n � 1, · · · , 4⎛⎝ ⎞⎠. (5)

In the previous equation, an is the weight of the indi-
cator, Un.

4.3. Analysis of the Empirical Results of a University in
Southwest China. /rough the above calculation steps and
the collected questionnaire evaluation ratings of relevant
experts, scholars, students, and cadres, we assign them to the
direct matrix of DEMATEL research method and finally
calculate the comprehensive impact matrix T of chorus
education on university culture in a southwest university, as
shown in Table 2.

By calculating the influence degree, affected degree,
centrality, and cause degree in the comprehensive influence
matrix, the comprehensive influence relationship table of
chorus education on university culture in a southwest
university is formed, as shown in Table 3.

/rough normalization processing, the weight vector of
each criterion layer is finally obtained by integrating the
relevant influencing factors of each element layer, as shown
in Table 4.

4.3.1. Analysis of Empirical Results at the Element Level.
/rough the calculation of the relevant data of a university in
southwest China, the above analysis results are finally cal-
culated, so that the comprehensive evaluation results of the
impact of chorus education on campus culture in a uni-
versity in southwest China can be clearly judged, and the
factors and results affecting chorus education in this uni-
versity can be analyzed. Among the campus needs, social
needs and students’ needs are the main factors to promote
the development of chorus education, and school-level or-
ganizations and mass organizations are the main driving
forces to construct the organizational system of chorus
education in a university in southwest China. /rough in-
vestigation, research, and analysis, school-level organiza-
tions are mainly composed of school-level league
organizations and mass organizations, and the mass
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Table 1: Evaluation and analysis index system of the impact of chorus education on university culture.

Target layer Criterion layer Feature layer

Evaluation of the influence of chorus education on college culture

Campus demand U1

Classmate demand A1
Teacher needs A2

Course requirements A3
Social needs A4

Campus organization U2

University-level organization A5
Institute-level organization A6
Community organization A7

Group organization A8

Campus environment U3

Dormitory influence A9
Classroom influence A10

Event impact A11
Social influence A12

Cultural products U4

Brand course A13
Brand celebrity A14
Brand work A15

Brand campaign A16

Table 2: Comprehensive impact matrix of chorus education on university culture in a southwest university.

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16
A1 0.32 0.71 0.76 0.42 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A2 0.34 0.34 0.58 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A3 0.45 0.56 0.46 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A4 0.71 0.87 0.93 0.44 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A5 0.00 0.00 0.00 0.00 0.12 0.44 0.40 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A6 0.00 0.00 0.00 0.00 0.24 0.14 0.31 0.24 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A7 0.00 0.00 0.00 0.00 0.13 0.15 0.09 0.13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A8 0.00 0.00 0.00 0.00 0.16 0.27 0.36 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.29 0.45 0.36 0.20 0.00 0.00 0.00 0.00
A10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.73 0.43 0.52 0.49 0.00 0.00 0.00 0.00
A11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.64 0.54 0.36 0.47 0.00 0.00 0.00 0.00
A12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.78 0.77 0.72 0.37 0.00 0.00 0.00 0.00
A13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.72 1.11 1.04 1.11
A14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.61 0.56 0.65 0.76
A15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.78 0.89 0.63 0.89
A16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.78 0.89 0.83 0.69

Table 3: Comprehensive impact of chorus education on university culture in a southwest university.

Factor Degree of influence Influenced degree Centrality Degree of cause Factor attribute
Classmate demand A1 A1 2.21 1.83 4.03 0.38 Causal factor
Teacher needs A2 A2 1.67 2.48 4.15 −0.81 Result factor
Course requirements A3 A3 1.97 2.73 4.69 −0.76 Result factor
Social needs A4 A4 2.95 1.75 4.69 1.20 Causal factor
University-level organization A5 A5 1.17 0.65 1.82 0.52 Result factor
Institute-level organization A6 A6 0.92 1.01 1.93 −0.08 Result factor
Community organization A7 A7 0.50 1.16 1.66 −0.66 Result factor
Group organization A8 A8 0.88 0.65 1.53 0.22 Causal factor
Dormitory influence A9 A9 1.30 2.44 3.73 −1.14 Result factor
Classroom influence A10 A10 2.18 2.20 4.37 −0.02 Result factor
Event impact A11 A11 2.01 1.95 3.96 0.06 Causal factor
Social influence A12 A12 2.64 1.54 4.17 1.10 Causal factor
Brand course A13 A13 3.98 2.89 6.87 1.09 Causal factor
Brand celebrity A14 A14 2.57 3.44 6.02 −0.87 Result factor
Brand work A15 A15 3.19 3.15 6.33 0.04 Causal factor
Brand campaign A16 A16 3.19 3.44 6.63 −0.26 Result factor
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organizations here are mainly formed by the spontaneous
development of school students, which reflects that the
spontaneous love of students for chorus art in this university
is an important force to promote the development of chorus
education. /e influence of activities inside and outside the
school and the social influence are the causes of the influence
of chorus education on the campus cultural environment of
a university in southwest China, among which the social
influence is the decisive value and the most important thing
to promote the construction of campus culture. /e social
influence factors of campus chorus education in colleges and
universities are far more important than the influence of
activities. /erefore, when the social influence declines, it
will certainly affect the comprehensive investment of col-
leges and universities in chorus education and ultimately
affect the improvement of the whole level of chorus edu-
cation. Among the cultural products, brand courses and
brand works are the reasons for the influence of chorus
education in a university in southwest China on university
culture, which reflects the importance of the construction of
brand courses in chorus education in universities. Courses
are an important manifestation of meeting the needs of
students and society, and works are a key factor in shaping
social influence. /e most important factor in promoting
chorus education in comprehensive colleges and universities
is the construction and shaping of brand courses and works,
which will bring comprehensive effects to demand, orga-
nization, and environment. From the empirical calculation,
we can see that dormitory influence, brand celebrities, and
teachers’ needs account for a higher proportion of the result
factors, which is different from the perceptual cognition
obtained from the survey and interview. In the perceptual
cognition of students and teachers, it is generally believed
that the construction of dormitory culture and the culti-
vation of teachers’ ability are the key factors affecting the
development of chorus education in colleges and univer-
sities. However, through comprehensive analysis and cal-
culation, combined with feedback from all sides, it is found
that these are not important factors, and how to further
stimulate the needs of students, meet the needs of society,
expand social influence, and develop brand courses are the
key factors to promote the long-term development of school
chorus education.

4.3.2. Analysis of Empirical Results at the Criterion Level.
By normalizing the empirical results of the criterion layer, it
can be clearly found that in the study of the impact of chorus
education on university culture in a university in southwest
China, the demand for cultural products on campus culture
construction accounts for the highest proportion, which fully
reflects that universities have invested more energy in this

area. It can be found that the two elements of campus or-
ganization and campus environment account for a low
proportion, of which the proportion of campus organization
in colleges and universities is only 10.42%, reflecting the
relative lack of organizational construction in the con-
struction of chorus education in colleges and universities.
After normalization, the relative mean of the four elements
of the criterion layer can better reflect the balanced devel-
opment trend of the school from the three levels of teachers,
cadres, and students. From the overall analysis of the uni-
versity, we can see that the unbalanced development of the
school is more obvious, and the brand courses and works of
the university are important factors affecting the overall
development. /rough research and empirical analysis, we
can find that the university’s cultural products play an
important supporting role in meeting the needs of teachers,
cadres, and students, which shows that the expectations of
teachers and students for excellent courses and works are the
key factors to promote the development of chorus education.
/erefore, strengthening the construction of campus culture
is the primary task of the construction of campus culture and
improving the overall development level of the school, en-
hancing the overall competitiveness of the school, and
promoting the overall development of the school. /erefore,
from the study of the criterion level, it can be clearly seen that
strengthening the development of organizational construc-
tion in school chorus education is the top priority of the
current school chorus education and that schools need to
enhance the influence of organizations at all levels on other
elements and factors and improve the absorption and in-
tegration of school-level organizations and mass organiza-
tions, to provide a good development space and environment
for the college and community organizations, to promote the
comprehensive improvement of the influence of the result
elements, and to strengthen the comprehensive coordination
of the campus environment, campus cultural products, and
other factors, so as to improve the overall influence of school
chorus education in the construction of campus culture.

5. Conclusions and Recommendations

/rough the in-depth study of this paper, we can see that it is
wrong for many colleges and universities to rely more on the
support of schools and the state when promoting chorus
education in aesthetic education, without really facing the
main group of students in education, and we need to change
the original logic of campus chorus development, starting
from the students’ understanding and thinking of chorus. To
find the development motivation from the cultivation of
students’ overall hobbies, we need to go deep into enterprises
to understand the social needs and promote the develop-
ment of campus chorus from the side incentive effect of the

Table 4: Weight ratio of chorus education to campus culture in a university in southwest China.

Factor Campus demand Campus organization Campus environment Cultural products
U1 U2 U3 U4

Centrality 17.57 6.94 16.25 25.85
Normalization processing 26.37% 10.42% 24.39% 38.81%
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ability cultivation of students with comprehensive quality. In
addition, we should rely on chorus education to continu-
ously enhance the marketing power of the whole society and
thus establish brand courses, improve curriculum content,
form and method innovation, constantly promote the de-
velopment of the overall chorus education, and stimulate the
evolution of campus aesthetic education chorus education. It
constantly updates and evolves its development logic from
different dimensions, different needs, and different devel-
opment perspectives to promote the innovative develop-
ment of chorus education.

Based on the theory of coevolution, using DEMATEL
research method, and combining qualitative and quantita-
tive methods, this paper constructs an evaluation model of
the impact of chorus education on university culture and
makes a quantitative and qualitative study of the current
situation of chorus education in a comprehensive and non-
music major construction university in southwest China. It
summarizes the qualitative analysis of different experts,
scholars, students, teachers, and administrators on the
current development of chorus education in the university.
By collecting the key differences of different perspectives,
different viewpoints, different thinking, and different values,
we can scientifically and systematically quantify the opinions
of all parties and identify the key factors affecting the de-
velopment of schools in the general cognition. By synthe-
sizing the opinions of all parties, we can scientifically form a
cognitive judgment acceptable to the public, comprehen-
sively analyze the current situation of the development of
university chorus, evaluate and quantify the advantages and
disadvantages of the development of university chorus,
locate the key issues of concern, and facilitate the objective
integration of consensus among decision makers. Con-
struction methods are put forward scientifically, and rea-
sonable strategic development plans and objectives are
formulated./is research method takes the construction of a
comprehensive and systematic research paradigm as the
main innovation point, aiming to provide a new research
method for the scientific and systematic development of the
impact of chorus education on university culture and to
provide new research ideas and paths for the deepening
research of aesthetic education, humanistic training, value
shaping, and other aspects of education in colleges and
universities [31].
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In this paper, the author first analyzes the major factors affecting housing prices with Spearman correlation coefficient, selects
significant factors influencing general housing prices, and conducts a combined analysis algorithm.*en, the author establishes a
multiple linear regression model for housing price prediction and applies the data set of real estate prices in Boston to test the
method. *rough the data analysis and test in this paper, it can be summarized that the multiple linear regression model can
effectively predict and analyze the housing price to some extent, while the algorithm can still be improved through more advanced
machine learning methods.

1. Introduction

*e real estate industry has been one of the leading re-
searches focusing on modern economics, for its significant
implications on relevant industries and fields such as con-
struction, investment, and public welfare. In general, pur-
chasing and investing in any real estate project will involve
various transactions between different parties. *us, it could
be a vital decision for both households and enterprises. How
to construct a realistic model to precisely predict the price of
real estate has been a challenging topic with great potential
for further research [1]. It is generally believed by academia
that correctly predicting the special price for a specific real
estate is impractical since it involves plenty of factors
exerting influence on the eventual cost.

*ere is a well-known saying about the appraisal of real
estate by Li Ka-Shing, the most famous property tycoon in
Hong Kong: “*ree major factors are determining the price
of a property, the first one is location, the second one is
location, and the third one is still location.” His word does
not seem to make much sense from a statistical research
perspective. Nevertheless, as a successful businessman in the
property industry, what makes him attach so much signif-
icance to some specific factors like location when appraising
a property is crucial. To what extent a particular factor like
location plays an essential role in pricing a property is worth

exploring by adopting a statistical model in real estate
economics research.

*e appraisal of real estate is traditionally conducted by a
licensed professional, who would carry out a holistic survey
based on several factors such as location, surroundings,
areas, and facilities of a real estate. Nevertheless, the manual
appraisal would inevitably have the possibility to involve the
appraisers’ factors and vested interest. *is potential risk
would likely cause a biased or subjective evaluation of a
particular real estate, bringing loss for investors or house-
holds [2]. *us, constructing a feasible algorithm and au-
tomated model which could appraise the real estate
impartially and objectively has critical significance for any
potential parties participating in these transactions.

According to economics principles, the market price of
properties is attained when the demand and supply curves
intersect with each other, which is subject to various factors,
both subjectively and objectively. It is doubtful in practice
that the market price of a property will equal the market
value, as the market for real estate has been too unpre-
dictable and fluctuating to be considered as an ideal market
[3]. Affected by many subjective factors, it is significantly
crucial for real estate appraisers to figure out the objective
factors that account most for the pricing of properties.

In modern research on the property industry, advanced
research methods such as machine learning and artificial
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intelligence have been widely adopted in many aspects. Not
only are they utilized in evaluating the price and value but
also they are applied to figure out potential future appli-
cations and would-be challenges [4]. *e comprehensive
adoption of machine learning and artificial intelligence in
the property industry has generally transformed this expe-
rience-driven industry with great arbitrage opportunities to
an intelligent and data-driven enterprise [5].

Real estate appraisal has been divided into mainstreams
at the current stage: mass appraisal and individual appraisal.
*e personal assessment is conducted when specific values
are given for different characteristics of a given real estate. At
the same time, mass appraisal adopts a systematic meth-
odology to perform a precise assessment for a group of
properties by adopting standardized procedures and rig-
orous testing in statistics [6]. Besides traditional techniques
like the linear regression model, modern mass appraisal
methodology has broadly incorporated computational in-
telligence approaches such as support vector machine
(SVM), multilayer perceptron (MLP), and neural network.
In practice, it has been widely employed in property ap-
praisal for various purposes such as taxation and investment
forecasting [4].

*e current study of price modeling in real estate has
mainly been based on the theory of hedonic prices, which
was initiated by a famous economist Sherwin Rosen. His
approach is generally regarded as feasible and could be
applied to extensive research in the real estate field by ac-
ademia. According to his theory, the property price could be
characterized as a utility function of many relevant variables
such as structural characters, neighborhoods, and the en-
vironment [7]. Based on this theory, pricing models for real
estate are generally built through a multiple regression
model, in which many general assumptions such as inde-
pendence, homoskedasticity, and normal distribution of
residuals must be fulfilled [8].

*e definition of hedonic prices refers to the regression
for the marginal contribution of properties and the neigh-
borhood relations. *is model and methodology have been
widely adopted in property research since Rosen’s research
in 1974. A model was constructed to assess the value of
properties and conducting urban analysis by considering
many variables. *is was seen as the initial development of
the definition of the hedonic pricingmodel. As time went on,
more statistical research and applications for Rosen’s model
have come into being. Stevenson, for example, has reex-
amined the heteroskedasticity in the hedonic price model,
which, to a greater extent, consolidates the theory and ve-
racity of the model [9]. By adopting modern information
technology like Geographic Information System (GIS), Bin
[10] has used precise geographical data to verify the pre-
ciseness of the model, proving that the semiparametric
regression model is practical for both analyzing and pre-
dicting the property price [11].

In recent decades, unlike the hedonic regression model,
artificial neural network (ANN) and fuzzy logic (FL)
methodology have also been widely accepted. In Din et al.’s
[12] research on the ANN method for property appraisal, it
generally performs well and generates acceptable

performance in some respects. Still, it also turns out that
different input choices of variables would sometimes gen-
erate statistically different values of output, which indicates
the instability and immaturity of the ANN methodology. In
terms of fuzzy logic, it is widely believed to be a more
promising and generic approach for evaluating properties.
Liu et al. [13] have constructed a statistical model based on
the fuzzy neural network prediction model, which incor-
porates the hedonic theory and a great database with rele-
vant characteristics affecting the price of properties based on
recently sold projects. *e experimental outcome and
analysis have shown that the fuzzy neural network predic-
tion model has a promising ability for real estate price
prediction given reliable input data with high quality. A
comparative experiment has also revealed that multiple
regression applications for property appraisal work well with
given data [14].

However, theoretically, the models based on multiple
regression seem to attach more significance to statistical
inference rather than prediction due to its nature. For this
reason, extensive research on this theory has put the focus on
the significant factor that influences the model the most,
evaluating the economic value of real estate with specific
characteristics and identifies the causal effect relationship
behind the regressors [3]. Despite the profound and far-
reaching significance brought by this method, its potential
for statistical prediction on the pricing of real estate has been
in deficiency by its nature. *e limit of the traditional he-
donic regression model has a significant influence on the
procedure of generating the model, making it hard to
identify the appropriate variables to set up the eventual
model. *erefore, adopting other methodologies to conduct
rigorous and viable research to a different extent is
indispensable.

2. Spearman Correlation Coefficient

With the development of technology, high-dimensional data
have been widely adopted in various fields, including eco-
nomics, finance, and engineering. High-dimensional data
are an indispensable ingredient when processing relevant
data and conducting research. In addition, Big Data is also a
newly emerged concept, indicating the following two fea-
tures: enormous sample size and high dimensions of data.

Spearman correlation coefficient has been a nonpara-
metric rank statistic. It was initially designed as a measure of
the strength of the association between two variables. As a
significant measure of monotone association, it is widely
adopted when the input distribution makes the ordinary
Pearson’s correlation coefficient misleading. Not a measure
of the linear relationship between two variables, the
Spearman correlation coefficient evaluates the extent that an
arbitrary monotonic function can depict the relationship
between two variables on the condition that there is no
further assumption made about the frequency distribution.
One advantage of the Spearman coefficient is that it does not
require the linear assumption as Pearson’s coefficient does.
*is significant advantage has made it widely adopted by
many statisticians in analyzes.
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*e correlation coefficient is a measure to depict the
association between variables, which can delineate the as-
sociation for two variables co-occurring. *e correlation
coefficient has been widely used in the scientific research
field. We will mainly discuss the Spearman correlation
coefficient in this part.

We first assume two-dimensional random vectors:

X1, Y1( , X2,Y2 , X3, Y3( , (1)

are identically independently distributed (i.i.d.). Its joint
distribution function is defined as H, and marginal distri-
bution functions are defined as G and H, respectively.
Considering the covariance among those two-dimensional
random vectors, the Spearman correlation coefficient can be
defined as follows:

ρs � 3 P X1 − X2(  Y1 − Y3( > 0 (

− P X1 − X2(  Y1 − Y3( < 0 .
(2)

*e outcome ρ will not be affected by substituting
(X2, Y3) with (X3, Y2).

In another form for better calculation purposes, we can
also offer a format for sampling for random samples:

Xi, Yi( , i � 1, . . . , n ,

r �
1/n 

n
i�1 RXi − (n + 1)/2(  RYi − (n + 1)/2( 

1/12 n
2

− 1 
.

(3)

*is equation can be viewed as a Euclidean distance for
RXi and RYi. From a nonparametric point of view, it can be
explained as follows: the smaller the distance is, the more
likely X and Y will be positively correlated. *e greater the
distance is, the more likely X and Yare negatively correlated.

From the derivation above, it is apparent that the
Spearman correlation coefficient is a rank correlation of
coefficient. *erefore, it obtains some common merits of the
rank correlation coefficient [15].

First of all, the Spearman correlation coefficient does not
have a strict requirement for the sample normality as a
nonparametric correlation coefficient. *us, it has a more
extensive adoption in statistical research.

Secondly, the Spearman correlation coefficient uses the
rank of variables to compute the correlation between dif-
ferent variables. In this process, strict monotone transfor-
mation is employed so that the rank of variables will stay
unchanged. *erefore, it has the merit of monotonousness.
We can perform some transformation to generate various
statistical models based on monotonousness, which extends
this model to more variable filtering methods such as lo-
gistics model and box-cox transfer model.

*irdly, the Spearman correlation coefficient can process
discrete data practically. It will not be affected by dimension,
which means it can precisely measure the correlation be-
tween different dimensions. Furthermore, the Spearman
correlation coefficient is very unlikely to be affected by
extreme values, which can minimize the negative impact of
extreme values on our statistics.

Finally, the Spearman correlation coefficient can better
depict some nonlinear relations. As pointed out by Lan-
caster, dependence or correlation measures indicate the
strength of correlation, especially the mutually independent
variables. *erefore, the correlation of variables does not
necessarily mean the linear relationship between variables. It
even cannot indicate a direct functional relation. In this
sense, the Spearman correlation coefficient can better depict
the correlation between variables when there exists non-
linearity [16].

3. Housing Price Prediction Based on Multiple
Linear Regression

3.1. �e Analysis of Main Factors Affecting Housing Price.
Housing price is affected by multiple factors and features of a
specific house. According to the previous research, some
analysts have proposed several variables that significantly
influence the overall housing price. According to Kusan et al.
[9], these factors can be classified into three types: house
factors, environmental factors, and transportation factors.
Each factor and the effective primary mechanism are
elaborated in the following text.

House factors can be divided into several types.*emost
influential type is residential factors, including residence,
usability, and number of rooms. When people consider
purchasing a house for living purposes, the factors above are
the main determinants for the living quality. Buyers with
family members would typically attach more importance to
the essential feature of the house, like the living area and
number of rooms, which have a significant impact on the
overall living quality and experience in the house. Besides,
the intangible features, like the view of residence and us-
ability, also have a rather considerable influence on the
housing price, through affecting buyers’ experience on the
house and willingness to pay.

*e other influential types are the main factors related to
building properties and floor factors. Building properties are
mainly about hardware and basic facilities in the building,
such as the elevator, generator, and garage. To depict an
example of this, the number of containable cars within a
garage is a rather important consideration. *e rising trend
of numbers of vehicles per household possessing generates a
necessary demand for the quality and capacity of a garage in
a house. Other affiliated facilities to the house like the
swimming pool and backyard have also played an essential
role in determining the housing price, as the demand for
leisure and relaxation has been arising with the economic
progress.

On the other hand, floor factors, like the number of
floors, have also impacted the housing price significantly.
Typically, household prefers the house with the number of
the floors most suitable for their daily convenience. A family
with children and elders tends to prefer a house with
multifloor construction, which offers different family
members separate living areas with appropriate privacy
while living together.

Environmental factors mainly consist of two parts:
regional environment and nearby pollution. Regional

Scientific Programming 3



environment refers to the overall living conditions in the
surrounding community. Sanitation, as a significant in-
dicator of the living quality, has been given more im-
portance in the recent decades. A community with
comprehensive sanitation services tends to attract buyers
to pay a higher price. In addition, natural scenery, as an
objective feature of the community where the specific
house is in, also influences the housing price through
various channels. Purchasers with a preference for a house
with a mountain view or lake view may be willing to pay a
higher price for a house near the natural scenery. Even for
those buyers who do not have a specific preference, a
decent and beautiful view would add more weight for the
specific house and community when purchasers are
choosing from various options.

On the other hand, nearby pollution is also an envi-
ronmental factor negatively related to the quality of the
house.*emost apparent factors are noise and air pollution.
Noise is generally affecting the community through various
channels such as the nearby factories, cars running in the
central lane, and pedestrians crossing the community. Air
pollution, compared with noise, is a somewhat measurable
and quantifiable indicator of environmental pollution. *e
general measurement for air pollution and air quality is AQI,
which stands for air quality index. Typically, houses located
in a community with better air quality tend to attract buyers
with a higher willingness to pay, thus generating higher
housing prices in the market.

Transportation, as the principal channel for connecting
the community with the outer areas, is worth our specific
discussion when analyzing the external factors influencing
the housing price. Transportation can influence housing via
various aspects, including the distance to social and cultural
centers, distance to trade and shopping centers, and distance
to public transportation stations.

*e distance to social and cultural centers can be a
meaningful consideration for many household buyers. As
children need to go schooling and enhance cultural and
physical education, facilities such as libraries, schools, and
sports complexes are the frequently visited places for those
buyers, who has blended into their daily lifestyle. *e
commuting time is positively related to the distance be-
tween the house and the destination. Closer distance offers
greater convenience for all the household members, thus
contributing to a higher price when choosing various
options.

Following the same logic, we can reasonably derive that
the distance to the local shopping centers and public
transportation stations is also crucial to the housing price.
Shopping is one of the most frequent activities for daily
lives in the United States. Residents tend to drive to the
nearest supermarkets for daily consumption like grocery
and to the comprehensive mall for higher-level con-
sumption like clothing or luxuries. Public transportation,
on the other hand, has been significant for residents as well.
Although driving is the most common way of commuting
in the United States, other ways like taking an airplane or
metro are also important substitutes for transportation
choices.

3.2. Multiple Linear Regression Model for Housing Price
Prediction. Analyzing data is for extracting accurate esti-
mation from basic information provided. *e most im-
portant and common question is whether there is a statistical
relationship between an explanatory variable (usually
denoted by Xi) and a response variable (usually denoted by
Y). To solve this problem, a typical way is to apply regression
analysis to model and quantify this statistical relationship.
Many types of regression are adopted in scientific research,
depending on the feature and type of given data.

*e most used model for conduction regression is called
the linear regression model, which is used when the dis-
tribution of the response variable Y is continuous and ap-
proximately regular. Linear regression is the procedure that
estimates the coefficients of the linear equation, with at least
one independent variable that best predicts the value of a
dependent variable. Our goal is to predict the outcome Y

based on the given values of predictor variables Xi. *e
linear regression model allows us to evaluate the impact of
multiple variables in the same model.

An appropriate model could be a straight line in an
actual application, a higher degree polynomial, a loga-
rithmic, or exponential. We may find a proper model by the
forwarding method, in which we start by assuming a rela-
tively simple straight line Y � a + bX. Next, we may find the
most suitable estimator of the assumed model. If the model
does not fit the data well, we may alternatively assume a
more complicated model, like a second-degree polynomial
model Y � a + bX + cX2. On the other hand, the other
method is called the backward method, in which we assume
a complicated model first, and we then fit the model, trying
to simplify it. Both methods could achieve the same goal for
modeling the data appropriately, depending on the given
situation and features of the data set [17].

A multivariate linear regression model is based on the
assumption [18]:

yi � β0 + B′xi + εi, (4)

where yi � (yi1 . . . , yid, . . . yiD)′ and xi are the D-dimen-
sional vector of the output variables and the P-dimensional
vector of the fixed regressor values for the ith sample unit
correspondingly. β0 is a D-dimensional vector containing
the intercepts for the D response; B is a matrix of the di-
mension P × D whose (p, d) element, βpd, is the regression
coefficient of the pth regressor on the dth response; even-
tually, εi symbolizes the D-dimensional random vector of
the error terms corresponding to the ith observation. *e
classical multivariate linear regression model also assumes
that εi(i � 1, . . . , I) is the independently and identically
distributed random vector. Its distribution is assumed to be
multivariate Gaussian with a D-dimensional vector with
mean value zero and a positive definite covariance matrix 

of dimension D × D, which is

εi ∼ MVN0, . (5)

*e proposed multivariate linear regression model is
based on the aforementioned assumption and
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εi ∼ 
K

k�1
ΠkMVN ]K,  K , (6)

where πk represents positive weights that sum to 1 and ]k

represents D-dimensional mean vectors that satisfy the
constraint:



K

k�1
πk]k � 0. (7)

4. Simulation

4.1. SpearmanCorrelationCoefficient Analysis. According to
the reference research and our previous discussion in Sec-
tion 2, an analysis for correlation coefficients of different
variables with the housing price is conducted. With the data
processing methodology using Python, Spearman correla-
tion coefficients can be simulated as shown in Figure 1 using
the housing price data set in Boston.

*e Spearman correlation coefficients between the house
price and variables in the data set are shown above. *ese
factors vary from house factors to environmental factors, all
contributing to the formation of the overall price. *is
coefficient analysis reveals the general trend and significant
factors on the housing price. To elaborate more about the
exact definition of each variable, we can refer to the de-
scription in Table 1.

4.2. Multivariable Regression Analysis. As the methodology
discussed above indicates, an empirical analysis based on the
Boston housing price data set is conducted to test multiple
factors and their impact on the median housing price as a
response variable.

In the first place, data analysis is conducted on housing
price, in the sense that the influence of the number of rooms
on the overall housing price is analyzed, which can be seen in
Figure 2. In Figure 2, the horizontal axis represents the
average number of rooms per house, while the vertical axis
represents the median price of self-owned houses in that
region, measured in 1,000 US dollars. From Figure 1, there
exists a positive, upward-sloping relationship between the
number of rooms and overall housing price. With more

rooms, the house is more likely to be a superior residence
with higher quality and market value. *is empirical evi-
dence and trend have been a consistency of our common
sense, which indicates a property will generally sell at higher
prices when it has more rooms and space for living purposes.
*is empirical result has cross verified the features and
trends that we have discussed in Section 3.

Next, we regressed the weighted average distance from
the property to 5 employment centers in Boston, and we got
the scatter plot as shown in Figure 3, in which the horizontal
axis represents the weighted average distance from the house
to 5 employment centers in Boston. From Figure 2, it can be
summarized that the housing price is more concentrated in
the middle and lower level when the distance ranges from 0
to 5 kilometers in the area close to the employment center.
From a geographical perspective, this trend also shows that
the sample has a higher density near the city center, in the
sense that houses in Boston are more concentrated in a
central location with an appropriate price. On the other
hand, it can also be concluded that the house price distri-
bution will be more sporadic as the distance increases, in the
sense that the price variation between different houses may
grow as the distance is getting further from the employment
center in the city, and the price may fall into different ranges
when the houses are in suburban regions.

From the empirical analysis based on Spearman corre-
lation coefficient in using the previous data set for housing
price in Boston, these factors including the proportion of
lower-income group in the region, proportion of property
land area larger than 25,000 square feet, the average number
of rooms, etc., are among the primary factors that influence
the housing price.

In this empirical analysis, with the data set of Boston
housing prices, a multiple linear regression model is con-
structed to analyze different factors’ impact on the housing
price and predict the corresponding housing price based on
the given input.

A typical standardization process in data analysis for the
raw data is first conducted after obtaining the major
influencing factors from previous analysis based on the
Spearman correlation coefficient. By definition, the stan-
dardized value here will range between 0 and 1:

standardized value �
(characteristic value − minimumof characteristic value)

(maximumof characteristic value − minimumof characteristic value)
. (8)

In the next step, as a tradition for regression analysis, the
whole data set is divided into 2 parts: the training set and the
testing set. A further comparison is made between the re-
gression result based on the training set with the modeling
result based on the test set. By this means, it could efficiently
evaluate the accuracy and efficiency of the model
empirically.

In the training process, a quantitative tool named gra-
dient descent optimizer is optimized to calculate the

parameters of the training model. *e goal of this optimizer
is to minimize the loss function in this analysis to find the
optimum.*e value of the loss function is obtained as shown
in Figure 4. *e vertical axis represents the loss value for
each epoch, while the horizontal axis represents the epoch,
which is the time of iteration.

In the next step, we train 100 epochs on the model
parameters using the training data until the loss function
converged, as the general methodology of multiple linear
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regression suggests. Based on this, the model parameters are
used to forecast the housing price, and 100 samples are taken
to obtain the prediction results, as shown in Figure 5.

As can be seen from Figure 5, the prediction results of the
model are generally consistent with the trend of real value in
the comparison set since the trend moves along the same

direction with each other in most cases, and the overall
deviation is generally acceptable in most cases. After training
the model again for 500 epochs, the result is shown in
Figure 6.

From Figure 6 result in the validation set, the pre-
diction result is highly similar to that of Figure 5 in

Table 1: Description of each variable.

Variable Description
Lstat *e proportion of lower-income groups in the region
Indus Percentage of nonretail business in the region
Nox Nitric oxide concentration (per 10 million)
tax Full property tax rate per 10,000 US dollars
crim *e average crime rate in the town
ptratio *e student-teacher ratio in the town
age *e proportion of the self-built property before 1940
rad Radial accessibility index to highway
chas Charles River (a dummy variable)
zn *e proportion of property land area larger than 25,000 square feet
dis *e weighted average distance from the property to 5 employment centers in Boston
rm *e average number of rooms per house
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Figure 1: *e correlation coefficients.
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Figure 2: Housing price for the average number of rooms per house.
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Scientific Programming 7



general. *is result can partially verify the accuracy and
practicability of our empirical model constructed based on
the Boston housing price data set. *erefore, with the
analysis and discussion in this paper, it can be summarized
that the multiple linear regression model can effectively
predict and analyze the housing price to some extent. On
the other hand, the prediction accuracy is still limited to
some extent. In the further research, the application of
machine learning algorithms and relevant methodologies
in housing price prediction will be further optimized and
widely researched.

5. Conclusion

*e author constructs a fundamental algorithm based on the
multiple linear regression method to predict housing prices
and combines it with the Spearman correlation coefficient to
determine the influential factors affecting housing prices. To
train and test the parameters of this multiple linear re-
gressionmodel, the author applies the data set of the housing
prices in Boston for model construction. From the simu-
lation results shown above, it can be concluded that the
proposed multiple linear regression model can effectively
analyze and predict the housing price to some extent. Ad-
mittedly, the prediction accuracy is still limited at specific
points, and the universality of the model still needs to be
improved in further research. In further research into the
corresponding models, the author will further study ma-
chine learning in the application of housing price prediction,
as well as constructing a more robust algorithm based on a
more advanced machine learning methodology.
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Background. With the continuous advancement of digital technology and the accelerated development of digital finance, the rise of
digital finance has had a vital impact on the true evolution of SMEs. *e digital economy has a significant positive impact on the
productivity of SMEs.Method. *is article first analyzes the digital level of SMEs, studies the incentive effect of digital finance on
the level of technological revolution of SMEs, and analyzes the mitigation effect of digital finance evolution on the financing
constraints of SMEs. At the same time, it also studies how to develop the digital economy and achieve high-quality business
evolution. Result. *e digital economy can promote the growth of enterprise productivity through four indirect ways: scale
economy effect, scope economy effect, technological revolution effect, and management benefit effect. Conclusion. *e Financial
Technology Optimization program helps financial leaders adopt new digital technologies to optimize financial processes while
minimizing disruption.

1. Introduction

*e deep incorporation of new generation of Internet of
*ings, big data, Tencent Cloud computing, artificial in-
telligence, blockchain, and traditional industries has made
commercial and social evolution move towards networking,
digitization, and intelligence and gradually formed a new
form of digital economy. Digital finance has the attribute of
low financing cost, high effectiveness, and free from time and
space constraints, so it has attracted wide attention of the
society. SMEs, with its unique volume advantage, are not
only an important driving force for commercial growth but
also the backbone of technological revolution. Financial
technology has shown great evolution potential and space
[1–3]. *e rapid evolution of financial technology can al-
leviate information asymmetry and broaden the scope of
financial services. All sectors of society in China are very
concerned about the evolution of SMEs because SMEs can
play an important role in promoting commercial growth,
stimulating market vitality, promoting scientific and tech-
nological progress, and expanding employment. *ere has

been a phenomenon that the concept is greater than action
in the evolution of digital finance because digital inclusive
finance is faced with global common problems such as high
cost, low effectiveness, and unbalanced service [4, 5]. How to
balance policy support and market evolution is quite
difficult.

Digital finance refers to various and significant com-
mercial activities that utilize digital knowledge and infor-
mation as critical production factors, state-of-the-art
information network as a critical carrier, and the effective
use of information and communication technology as an
important driving force for effectiveness improvement and
commercial structure optimization. *e impact of digital
economy on productivity is closely related to the evolution
of information technology. Digital finance can curtail the
related costs, solve the problem of information asymmetry,
and provide the ability to predict threats through the ap-
plication of intelligent technologies such as computer
technology, data communication, big data analysis, and
cloud computing in the financial field. Compared with
traditional nondigital services, digital finance can better

Hindawi
Scientific Programming
Volume 2021, Article ID 9534976, 6 pages
https://doi.org/10.1155/2021/9534976

mailto:changfeng326@163.com
https://orcid.org/0000-0003-3950-2828
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9534976


provide appropriate and effective financial services for SMEs
at affordable costs. With the continuous revolution of digital
technology and the booming popularity of digital economy,
digital finance has become the only way for financial evo-
lution. Digital technology provides solutions to overcome
financial difficulties. *e digital platform can evaluate the
credit threat of hundreds of millions of users through big
data analysis technology, which greatly curtails the cost of
customer threat control and improves the feasibility of in-
clusive financial evolution. Digital finance is the deepening
of inclusive finance, and inclusive finance must develop in
the direction of digital finance. Research on the evolution of
digital finance has certain practical significance for the
evolution of SMEs. *e stability structure of China’s fi-
nancial science and technology has basically formed, the
incorporation of underlying technologies has accelerated,
and the application pilot has continued. *e blockchain
industry has ushered in a new round of growth, which
provides a strong impetus for commercial evolution.
*erefore, studying the conjunction between digital finance
and SMEs has an important guiding role and practical
significance for the government to innovate the local fi-
nancial market environment and formulate the financial
evolution strategy of SMEs.

2. Materials and Methods

*e state attaches great importance to the evolution of
revolution and entrepreneurship activities and has issued
many policies to encourage the public to actively carry out
revolution and entrepreneurship activities. However, since
revolution and entrepreneurship require substantial finan-
cial support, most SMEs face varying degrees of financing
difficulties in the early stages of entrepreneurship. In this
context, the birth of digital finance has brought new hope to
the financing of SMEs. By constructing the index of tech-
nological and financial evolution level of SMEs, it is found
that financial technology can increase enterprise revolution
by alleviating the financing constraints of SMEs and improve
the revolution effect of government tax return. In the new
era, the rapid incorporation of big data technology and fi-
nancial activities and the deep incorporation of information
technology and financial industry have promoted the evo-
lution of financial science and technology, a new type of
financial industry, greatly changed the traditional financial
service mode, and broken many restrictions on traditional
financial services. In the R&D stage of technological revo-
lution in SMEs, enterprises will carry out research and
evolution, test new technologies or new products with great
uncertainty, face high technical threats, and need a lot of
human capital and fixed equipment investment. Enterprises
need the support of revolution threat capital, so at this stage,
financing constraints will have a significant impact on
technological revolution of SMEs [6–8]. *e evolution of
digital finance can alleviate the financing constraints of
SMEs, and the level of commercial evolution and legal
environment are important factors restricting digital finance
to alleviate the financing constraints of SMEs. Digital finance
can give full play to the advantages of low cost, high speed,

and wide coverage through scenarios and data, curtail the
threshold and cost of financial services, improve the fi-
nancing environment of SMEs [9], and more effectively
serve inclusive financial entities. *e level of financial
evolution is one of the key factors because in the under-
developed financial market, enterprises will face higher
external financing costs, and a good financial evolution
environment will help ease the financing constraints faced
by enterprises. Digital inclusive finance is the deepening of
inclusive finance [10, 11]. *e combination of data and fi-
nancial revolution products more effectively curtails the
information asymmetry between capital reservoir and de-
mand and more significantly curtails the threshold and cost
of financial services [12, 13]. *erefore, digital inclusive
finance can ease the financing constraints of SMEs.

*e impact mechanism of financial evolution on tech-
nological revolution: on the one hand, some scholars believe
that financial evolution may encourage SMEs to achieve
technological revolution by opening trade or reducing
transaction costs, easing financing constraints of SMEs, and
loosening R&D capital investment [14]. On the other hand,
some scholars believe that the attribute of technological
revolution projects, such as high investment and long cycle,
make small- and medium-sized innovative enterprises have
a strong dependence on external financing. Countries (re-
gions) with a sound financial market system and high level of
financial evolution will optimize the allocation of financial
resources, reasonably guide the flow of funds, and curtail the
problem of information asymmetry. *e indirect mecha-
nism of the influence of the digital economy on enterprise
productivity is shown in Figure 1. With the commercial
society moving from the industrial economy era to the
digital economy era, the traditional way of achieving per-
formance growth through factor expansion is difficult to
meet the needs of high-quality evaluation of enterprises
[15, 16]. Under this background, enterprises realize the
automation and intelligence production and service through
a digital transformation, curtail the dependence on labor,
directly curtail the production cost, and improve the pro-
duction effectiveness [17, 18].*e indirect mechanism of the
digital economy on the productivity of small and medium
enterprises is shown in Figure 1. At the same time, the data
resources generated by the digital transformation of en-
terprises can not only participate in the production process
as production factors together with capital, labor, and other
resources, directly driving productivity growth, but also
improve the utilization effectiveness and allocation effec-
tiveness of traditional production factors such as capital and
labor, thus improving the productivity of enterprises.

In the new era, the accelerated incorporation of big data
technology and financial activities and the deep incorpo-
ration of information technology and financial industry have
promoted the evolution of digital finance, a new type of
financial industry, which has greatly changed the traditional
financial service model and broken many limitations of
traditional financial services. First of all, due to its own
limitations, traditional financial institutions are generally
difficult to penetrate into financially poor areas. As a product
of the combination of digital technology and finance, digital
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finance has strong geographical penetration, breaks the time
and space constraints, and can participate in financial ac-
tivities anytime and anywhere to improve the availability of
financial services. With the breakthrough evolution of sci-
ence and technology revolution, the coverage of digital fi-
nance will be further expanded, which can curtail the
financing cost of SMEs, greatly alleviate the financial ex-
clusion faced by SMEs, and provide financial support for the
technological revolution of SMEs. *e influence mechanism
of digital finance on small and medium enterprises is shown
in Figure 2. Secondly, financial science and technology can
fully understand SMEs based on big data analysis, improve
enterprise information transparency, alleviate information
asymmetry between financial institutions and SMEs, curtail
adverse selection and moral hazard, transform resources in
the market into effective reservoir, curtail resource, optimize
resource allocation, and provide necessary conditions for
improving technological revolution of SMEs. First, digital
finance enables SMEs to obtain the same market opportu-
nities as large enterprises, helps them establishmarket credit,
and improves sales revenue. *e third is to promote the
internal information construction of enterprises, improve
the standardization and effectiveness of management, and
curtail the management cost of SMEs. *e fourth is to make
the revolution of products and services become the key to
win the market competition and improve the revolution
consciousness of SMEs. *e increase and diversity of con-
sumption create market opportunities for SMEs.

Digital finance can promote the technological revolution
of SMEs by promoting e-commerce, affecting the total
consumption and structure, easing financing constraints and
technology spillover. *e empirical results show that the
evolution of digital finance in China significantly promotes
the technological revolution of SMEs, and the influence

mechanism is as follows: first, digital finance improves the
profitability of enterprises by increasing sales revenue and
reducing management costs. Second, by reducing the cost of
borrowing and improving the structure of borrowing, digital
finance makes the structure of enterprise borrowing long-
term and eases the credit constraints of enterprises. *ird,
the payment, monetary fund, insurance, credit, and other
business functions of digital finance have significantly
promoted the technological revolution of enterprises. In
addition, the classification study found that the evolution of
digital finance in China is very uneven among regions,
especially in the central and western regions.

3. Results

China’s complete industrial system is supported by the
industrial chain cluster composed of large- and medium-
sized enterprises and small enterprises with meticulous
division of labor, professional, and orderly. In the reservoir
chain of the industrial chain cluster, it is inevitable that the
core large enterprises monetize their dominant position in
the market, such as extending the accounting period, which
leads to the shortage of funds for SMEs. Digital finance
focuses on the confirmation of core enterprise contracts or
commercial bills in the reservoir chain. With the help of
blockchain technology, it can cover the multilevel enter-
prises in the reservoir chain and solve the liquidity re-
plenishment problem of some SMEs.*e evolution of digital
finance also makes it possible to build a public credit in-
formation platform for SMEs. *e public credit information
platform can not only get through all kinds of scene data but
also cooperate with all kinds of financial institutions to
develop models, investment, and loan linkage and provide
SMEs with life-cycle training, guidance, and financing in-
termediary services, as shown in Figure 3. Digital technology
improves the revolution ability of SMEs, and the im-
provement of technological revolution level is one of the
main ways to improve productivity. In the R&D mode, the
open digital R&D management system helps SMEs turn
from the traditional closed revolution mode to the open
revolution mode with the participation of all departments,
even the whole industry chain and the whole society, so that
R&D and design activities can be carried out in a multi-
dimensional collaborative network, to realize integrated and
networked revolution and improve enterprise revolution
ability. In the R&D process, digital design tools such as
digital twin and digital simulation can accurately simulate
various physical parameters of physical entities and display
them in a visual way, to achieve R&D revolution in a variety
of scenarios in a dynamic and uncertain environment and
improve the accuracy of R&D. Digital finance can provide
financial basis for revolution activities and create more
entrepreneurial opportunities. Information technology is an
important factor to promote the evolution of business
model. Internet big data technology has greatly weakened
the cost in search, evaluation, transaction, and other aspects,
making great changes in the traditional business model.
Digital finance breaks the space limitation of traditional
transactions, enables businesses and consumers to trade
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Figure 1: *e indirect mechanism of the influence of digital
economy on enterprise productivity.
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online, curtails the financial delivery link in the traditional
business model, and improves the effectiveness of financial
transactions. Similarly, taking Alipay as an example, the
appearance of Alipay changed the way of payment and
promoted the evolution of e-commerce. It laid the foun-
dation for the transformation of traditional financial busi-
ness. *e evolution of online car hailing, bike sharing, and
other fields all benefit from the evolution of digital payment
technology. It can be seen that digital finance is of great

significance to promote revolution and create employment
opportunities for SMEs. *e role of digital finance in pro-
moting SMEs makes up for the problem that traditional
financial institutions cannot take care of backward SMEs
and self-employed households, which can affect the effective
evolution of local revolution and entrepreneurship activities
to a large extent. *e transformation and upgrading of
industrial chain not only needs the high-quality evolution of
SMEs but also needs the coordinated evolution of industrial
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Figure 3: Some common technical applications of digital finance.
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Figure 2: *e influence mechanism of digital finance on small and medium enterprises.
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clusters. *erefore, it is necessary to build an “industrial
digital finance” consortium, aggregate the real industry,
finance, science, and technology, build an ecological com-
munity, based on the industrial chain and industrial ecology,
relying on the industrial Internet platform and financial
service platform, deeply integrate the industrial chain,
revolution chain, and capital chain, and jointly serve and
empower the industrial cluster. In this ecological commu-
nity, finance should play the role of an accelerator. Based on
various scenarios of the industrial chain, it should provide
science and technology support, data penetration, financial
matching for the industry, empower the entity enterprises,
and realize the improvement of production effectiveness,
product revolution, and service upgrading. For example,
through bill settlement and payment settlement platform,
digital finance can improve the effectiveness of capital
turnover in industrial clusters and provide comprehensive
financial services of “stock debt loan investment” for the
scale expansion of core leading enterprises. Furthermore, we
should provide SMEs in the chain with financing products
such as “order loan” to solve the problem of capital turnover.

*e high-quality evolution of SMEs is an important
guarantee to promote high-quality commercial evolution.
*e central government attaches great importance to the
revolution and evolution of SMEs and puts forward higher
requirements for financial support to SMEs. In particular,
facing the COVID-19 pandemic, protecting small and
medium enterprises is to ensure employment. Protecting
employment is to protect people’s livelihood. SMEs need
financial support. *e emergence of digital finance provides
new financing channels for the revolution and evolution of
small and microenterprises and provides an effective means
for small and microenterprises to balance revolution and
evolution, prevent, and resolve financial threats.

4. Conclusion

In the critical period of the transformation of new and old
kinetic energy, we should continue to strengthen the con-
struction of relevant financial infrastructure, give certain
policy support to SMEs, increase investment in 5G, big data,
cloud computing, blockchain, and other fields, improve the
ability of independent research and evolution of technology,
and promote the integrated evolution of digital technology
and financial market. At the same time, we should
strengthen the precise support for SMEs and private en-
terprises, realize one-to-one docking, establish a diversified
financial system, provide rich and high-quality financing
channels, provide enterprises with lower cost and more
convenient financial services, and fully release the vitality of
financial technology to promote technological revolution
and commercial growth. Digital finance has a significant role
in promoting the financing of SMEs and individual entre-
preneurs, which can effectively curtail the financing
threshold and improve the financing availability of entre-
preneurs. It also helps to curtail part of the financing cost
and improve the utilization rate of resources. In order to
further strengthen the application effectiveness of digital
finance in the field of entrepreneurship, in addition to

improving the corresponding laws and regulations, we
should speed up the construction of a reasonable digital
financial system, build professional entrepreneurial digital
financial institutions, pay attention to the revolution of the
market and the improvement of the order, and provide the
most basic guarantee for the entrepreneurship of all kinds of
main bodies in China.
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As a distributed computing technology, cloud computing has the characteristics of fast processing speed, large-capacity data
processing, and high overall efficiency. With the continuous development of communication technology today, cloud computing
technology has begun to be applied in various industries and has promoted the development and progress of the industry. As an
important part of college education, ideological and political education in colleges and universities is also constantly developing.+e
integration of cloud computing and ideological and political education is the main trend in the future. At present, the application
research of cloud computing and wireless communication technology in the ideological and political education of colleges and
universities has obtained some results, but there are still some problems.+erefore, the research on innovativemethods of ideological
and political education is extremely important. At present, under the attention of all walks of life, scholars have strengthened the
research on new paths of ideological and political education in colleges and universities, and they are also constantly experimenting
with innovative methods. In this context, this paper studies the current situation of ideological and political education in colleges and
universities through questionnaire surveys and analyzes the innovative mode of ideological and political education in colleges and
universities in the context of cloud computing through the K-means clustering algorithm model.

1. Introduction

Cloud computing is a distributed computing that processes
and analyzes data through a system composed of multiple
servers [1]. Cloud computing has a variety of core advan-
tages, enabling cloud computing technology to undertake
important tasks in a variety of scenarios in the future [2].
Compared with the past, its advantages mainly lie in the fast
processing speed, ability to perform large-capacity calcu-
lations, and high overall efficiency [3,4].

+e current ideological and political education in col-
leges and universities is different from the previous single
textbook model and the introduction of online teaching and
online courseware. However, this change is simply the use of
communication technology to achieve the digitalization of
the teaching mode [5], and the main way for students to
acquire knowledge is still through the combination of

teacher dictation and PPT. +is method does not make full
use of the advantages of cloud computing technology.

Under the current high development of communication
technology, some universities and enterprises have com-
bined computer technology to develop an online course
platform that can store courses. College students can im-
prove their ideological and political knowledge by taking
courses corresponding to famous teachers. However, al-
though this teaching method is effective, it requires ex-
tremely high awareness of students, and some students will
complete the learning tasks in a perfunctory manner [6].

At present, colleges and universities have used WeChat
applets, Weibo, and various short video platforms to con-
duct comprehensive ideological and political education for
students in their lives. +is method belongs to self-media
communication and has a certain degree of innovation.
However, adding too many of these elements to the
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ideological and political teaching of colleges and universities
may make students feel disgusted [7].

With the continuous development of communication
technology, cloud computing technology continues to in-
novate. However, adopting today’s popular university
ideological education methods has not kept up with the pace
of scientific and technological progress [8].

+is paper obtains research data through questionnaire
surveys and uses the K-means algorithm model for quan-
titative analysis. It points out the current problems of
ideological and political education in colleges and univer-
sities and proposes a new path for ideological and political
education in colleges and universities based on cloud
computing [9].

2. Related Work

+is article mainly uses the K-means clustering algorithm to
study the development of the innovation path of ideological
and political education in colleges and universities. It first
introduced the K-means clustering algorithm model and
method and then obtained data related to ideological and
political education in colleges and universities through the
questionnaire and finally analyzed the data according to the
K-means clustering algorithm model to draw conclusions.

Authors such as Zhang Xiaoli studied the application of
K-means clustering algorithm in education and teaching
evaluation, but did not use K-means clustering algorithm to
study specific subjects such as ideological and political ed-
ucation in colleges and universities. Deng Jingyan and others
studied the innovative model of ideological and political
education in colleges and universities under the background
of big data, but they did not establish a model for quanti-
tative analysis. Wu Xinghui et al. used the PERMA model to
conduct quantitative research on ideological and political
education, but the selection of the model was not optimal.

In short, although the abovementioned scholars have
conducted research on the innovative development model of
ideological and political education in colleges and univer-
sities, there are defects such as insufficient quantitative
analysis and poor model selection. +is research uses the
optimized K-means clustering algorithm to study the in-
novative development path of ideological and political ed-
ucation in colleges and universities, which can solve these
problems.

3. Algorithm Model and Method

3.1. K-Means Clustering Algorithm Model. K-means is a
classic clustering algorithm, clustering according to the
distance or dissimilarity between samples, classifying sam-
ples with similar characteristics into one category,] and
dissimilar samples into different clusters. Compared with
other algorithms of the same type, the K-means clustering
algorithm is relatively fast, and at the same time, it has higher
computational efficiency. It is very suitable for initial
screening of large quantities of data.+e main steps of the
K-means algorithm are as follows:

(1) Select m samples from the training set
S � x1, x2, . . . , xn{ } as the initial cluster centers
C � c1, c2, . . . , cm{ }.

(2) Calculate the distance from each sample xi to the
initial center point of m samples in the data set and
divide each sample into the class of the center point
closest to it. +e distance calculation is shown as
follows:

f x, Ci(  �

���



m

j�1




xj − Cij 
2

. (1)

(3) Each cluster category is δi; recalculate the centroids
of all samples in the cluster δi ∈ Cj  Xj. +e cal-
culation formula of the cluster center point is as
follows:

Ci � max Dj; j � 1, 2, . . . , n , (2)

Dj � min f xj, Ci  . (3)

(4) Repeat the above two steps, iteratively update until
the change of the centroid of each type is less than the
threshold or reaches the maximum number of
iterations.

In short, it is to select the data center, calculate the
distance, cluster, reselect the centroid of the data, and repeat
until the data converge or reach the maximum number of
iterations. +e steps to select the training process are as
follows:

(1) Train n k-dimensional data and randomly generate
m k-dimensional points of the initial cluster center

(2) Find all the data points belonging to this cluster and
calculate the centroid of this type

(3) Repeat the above steps until the centroid change of
each type is less than the set threshold or reaches the
maximum number of iterations

(4) Set the maximum number of features, set the
group K value of the classification, and perform data
analysis on the training feature data

Although the algorithm cannot guarantee convergence to
the global optimum, it can be as close to the global optimum
as possible by optimizing the training process. +e specific
optimization directions are reflected in the following aspects:

(1) Expand the scale of training data and reduce con-
vergence deviations

(2) Filter all data points of the cluster and clean the
meaningless edge data points

(3) Optimize the selection of K value to improve the
analysis accuracy of training data

+is paper filters and cleans the data, removes stop
words, transforms it into a vector model, and uses the TF-
IDF algorithm to calculate the weight of the word frequency.
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TF is the word frequency, IDF is the inverse document
frequency, and TF-IDF reflects the importance of a word in
the text. Use the TFIDF transformer and count vectorizer
methods of the sklearnmodule in Python to calculate the TF-
IDF value, convert it into a space vectormodel, and select the
K-means clustering algorithm to mine and analyze the data.

3.2. Questionnaire Survey

3.2.1. Survey Object. An online questionnaire survey was
conducted among 600 students and teachers majoring in
ideological and political education in 20 universities across
the country. +e questionnaire is anonymous, and the
questions in the questionnaire have been fully designed and
demonstrated. 600 questionnaires were distributed, 582
questionnaires were returned, and the questionnaire re-
covery efficiency reached 97%.

3.2.2. Investigation Method. Online questionnaire survey is
a questionnaire survey conducted through the Internet,
which is one of the most suitable methods for surveying
contemporary college students. It cannot be restricted by
region. It can not only increase the number of teachers and
students participating in the questionnaire survey but also
save time and increase the enthusiasm of teachers and
students to participate. In terms of problem setting, in
addition to drawing on the merits of existing research, it has
also been optimized according to the actual situation of the
survey subjects to make it more information-based one.

3.2.3. Design of the Questionnaire. It mainly investigates the
current status of ideological and political education in
colleges and universities, including students’ attitudes to-
wards ideological and political subjects, students’ mental
state, and teaching content. Attitudes to the ideological and
political disciplines mainly include the following: do you
think that the ideological and political discipline is an im-
portant subject? Are you interested in ideological and po-
litical subjects?

+e mental state of students includes exercise time, sleep
time, work and study efficiency, self-friendliness and uni-
versal humanity, mindfulness, self-criticism, overidentifi-
cation, isolation, and other personal behavior factors.

+e teaching content is mainly about students’recog-
nition of ideological and political classroom teaching
methods, including whether it is recommended to use
communication technology completely, whether it is be-
lieved that 5G technology will have a qualitative impact on
ideological and political teaching, whether it will cooperate
with communication technology to teach, and whether 5G
technology is expected. +e details are shown in Table 1.

4. Results and Discussion

4.1. Insufficient Attention to Ideological and Political Courses.
Judging from the actual situation in colleges and universities,
although every school offers a Marxist ideological and political
education course, students often treat it as a side course and fail

to correctly understand its importance. Some students also
completed ideological and political courses. +e content of
professional courses is just to get some play time after class.
Some students think that ideological and political education is
meaningless, and there are cases of not completing homework,
skipping classes, and even cheating on exams [10]. Some college
students are not interested in learning ideological and political
content and do not usually pay attention to political devel-
opment. +ey learn Marx only because they need party
members and course credits; some students show that they
blindly follow Western culture and ignore the study of ideo-
logical and political courses [10]. On the other hand, the
ideological and political curriculum system in colleges and
universities is relatively outdated, and a set of textbooks has
been used for many years. +e classroom teaching of ideo-
logical and political teachers is sticking to the old rules and
lacks close contact with the contemporary. Various classical
theories are readily available, but they cannot guide students to
use them in the judgment of social phenomena, which makes
students question the practicality of ideological and political
courses.

4.2.0e Student’s PersonalMental State Is Poor, and the Study
Is Not Concentrated. Keeping students in a good state of
mind is the first step in effective ideological and political
learning. According to reports, most contemporary college
students have mental health problems, mainly due to the
development of network technology, communication, and
communication between people is mostly done through
social software. Students may become addicted to mobile
phones when using related software, even abandoning
ideological and political courses because of playing online
games. Statistics show that more than half of the students
only go to bed early in the morning because they play on
mobile phones. In this case, because of the lack of com-
munication with others and staying up late, students are
prone to mental health problems, which leads to ideological
and political education courses,+emental state is not good,
and the learning effect is poor. Some scholars have analyzed
the data on the impact of sleep and isolation of college
students on physical and mental health [11], including ex-
ercise time, sleep time, work and study efficiency, self-
friendliness and universal humanity, mindfulness, self-
criticism, overidentification, isolation, and other personal
behavior factors.+is article draws it into an intuitive display
diagram, and the specific situation is shown in Figure 1.

4.3. 0e Actual Interaction between Students and Teaching
Content Is Not Enough. +e current ideological and political
course education in colleges and universities is mainly because
students sit side by side under the platform and receive the
corresponding content dictated by the teacher. However, when
this traditional teaching method is combined with the content
of the ideological and political course itself, it will give some
students a sense of irritability, mainly because this teaching
method is the same as that of other courses, and there is not
much communication in the whole course [12]. +e author
found through a survey of 500 students in a university that 39%
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of the students believe that the full use of advanced wireless
communication technology in the classroom will make the
classroom more active; 15% of the students believe that 5G
technology will completely change the classroom teaching
mode, and 68% of the students It is believed that video or
documentary clips are interspersed in the class, and with
communication technology equipment, the teacher will explain
that the effect of this kind of teaching is better than simply
listening to the teacher. 53% of the students expect 5G tech-
nology application to teach, only 3% of the students feel that the
acceptance of teaching without using any wireless communi-
cation technology is good, 9% of students do not recommend
the introduction of 5G technology in college classrooms. +e
details are shown in Table 2 and Figure 2.

From the data in the figure, it can be inferred that students
expect the reform of classroom teaching methods for ideo-
logical and political education in colleges and universities.
Because the teaching methods in colleges and universities are
still the same as traditional teaching methods, students can

only listen to the teachers in most cases. In college education,
classroom resources are more stressful, usually two classes
with more than 60 people in the class, students have fewer
opportunities to participate in answering questions raised in
the teacher’s course, so a single duck-filling teaching is
formed, no interaction or less interaction.

5. Innovation Path of Ideological and Political
Education in Colleges and Universities under
the Background of 5G and
Wireless Communication

5.1. Build a 5G Data Platform for Students to Customize
Learning Content. We often say that interest is the best
teacher. For ideological and political courses, interest
teaching should also be put first. Combining 5G and wireless

Table 1: Questionnaire survey theme design.

Attitudes towards ideological and political
disciplines

Do you think that the subject of ideological and political is an important subject?
Are you interested in ideological and political subjects?

Student mental state

Exercise time
Sleep time

Work and study efficiency
Self-friendliness and universal humanity

Over-identification
Isolation and other personal behavior factors

Ideological and political teaching content

Is it recommended to use communication technology entirely
Do you think 5G technology will have a qualitative impact on ideological and political

teaching?
Will it cooperate with the communication technology
Do you expect 5G technology application teaching

It is not recommended to use wireless communication technology
It is not recommended to introduce 5G in college classrooms

12.04%
3.48%

12.35%

12.41%

11.72%9.26%

8.79%

10.23%

11.54%
8.18%

Sleep problem
Sense of isolation
Low exercise rate
Game addicted
Tired of learning

Easy to get angry
Jealous
Weak self‐control
Not confident
other factors

Figure 1: +e relationship between sleep and isolation of college
students and personal health.

Table 2: Students’ recognition of ideological and political class-
room teaching methods.

Option Proportion
Fully use 5G technology 0.393
5G technology will revolutionize the classroom 0.147
Teaching with communication technology 0.682
Looking forward to 5G technology application 0.528
Do not use wireless communication technology 0.031
Not recommended to 5G 0.089

0
10
20
30
40

(%) 50
60
70
80
90

Fully agree Relatively agree Disagree

Figure 2: Visualization of the proportion of students’ recognition
of ideological and political classroom teaching methods.
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communication technology with the application of the latest
technology can provide interactive immersive teaching ex-
perience, big data data analysis, and intelligent personalized
learning content recommendation support for ideological
and political education in colleges and universities, which
can provide ideological and political learning for college
students a source of great interest [13].

+rough the analysis of the aforementioned problems
and causes, it is found that students have a deviation in
understanding of ideological and political education. +e
solution to this problem is to build a student 5G data
platform and use the big data analysis method in the ap-
plication of 5G communication technology to analyze stu-
dents. Due to the fast speed of 5G communication, 5G
communication is also more advantageous than 4G in big
data analysis. It can recommend ideological and political
learning content for students through recommendation
algorithms, so that each student’s ideological and political
learning content is different. +e same and they are all
recommended content that the students are satisfied with.
+e personalized customized data can also be separately
assigned to the students’ ideological and political teachers
and counselors through 5G and wireless communication, so
that relevant teachers can pay attention to the current status
of the students in time and grasp the recent personal in-
formation of the students [14]. +e dynamic changes of
thoughts and emotions and the specific content of the
follow-up ideological and political education courses are
arranged according to the emotional problems of the stu-
dents, so that there will be no problems of cognitive devi-
ation and misconduct.

5.2. Health Reminder Based on 5G and Wireless Communi-
cation Technology. In response to the current problems of
college students who are personally addicted to social media
and mobile games, 5G technology and wireless communi-
cation technology can be combined with personal wearable
devices to remind students of their time management.
Whenever students are addicted to games or short video
software, they exceed the normal time. To remind or force
the shutdown operation, 5G technology combined with
wireless communication technology, the data transmission
speed is extremely fast, allowing students to immediately end
the current entertainment activities, long-term so that they
can form a healthy work and rest habits, for the follow-up
ideological and political. +e course study maintains a good
mental state, not only that 5G communication technology
includes multiple personal privacy and security protection
applications but also the use of 5G and communication
technology for personal health management reminders does
not have to worry about data leakage [15].

5.3. Explore Flexible Teaching Methods. In view of the cur-
rent problem of no interaction between students and
teaching content in ideological and political education in
colleges and universities, it can be solved by the application
of 5G communication technology. VR is one of the appli-
cations of 5G and wireless communication technology. It

can be used to simulate real situations, such as using virtual
reality (VR). Interactive technology simulates scene pictures
to increase the interactivity of the classroom. VR requires
higher image quality, so it also needs a higher data trans-
mission speed; so, the high speed of 5G can just match the
VR needs of most college students. First, colleges and
universities can prepare the background VR images of the
content of the ideological and political courses in the
classroom, and then students can watch them live in the
classroom or remotely participate in the viewing in the
dormitory [16]. +e specific content in VR is interactive.
Students are interested in the ideological and political
courses. +e level of mastery is also evaluated in the context
of VR use. If the evaluation fails, the device will record the
results of the evaluation on the spot and determine the time
for the next re-examination. +is will increase the interest of
students in learning ideology and politics while not for-
getting the most fundamental teaching methods. On the
other hand, college teachers can also make full use of the
application of 5G and wireless communication technology
to assist their own teaching and research work in the
teaching process. For example, the big data analysis in 5G
applications is used to determine whether the teaching
content meets the needs of all students in the class. In this
case, the actual interaction between college students and the
ideological and political teaching content is sufficient, and
there is no performance assessment problem.

6. Conclusion

Colleges and universities are the cradle of talents in the
motherland, and political and ideological education in
colleges and universities is an important link in the culti-
vation of talents in the motherland. Contemporary college
students belong to the rebellious era of freshmen. +e ed-
ucation that most students receive from childhood has
cultivated them into people with independent thinking
ability and at the same time makes their thinking more
“elegant.” +ey always think about problems from strange
angles, and they are thinking about colleges and universities.
Problems in ideological and political education are also
prone to deviation or lack of interest. Only the latest 5G and
wireless communication technologies can be fully applied to
ideological and political education in colleges and univer-
sities, and various 5G-applied equipment and black tech-
nologies can be used to improve students’ interest in
learning and thinking ability can truly cultivate qualified
contemporary college students.

As the implementers of education, most college teachers
know best about the problems and needs of college edu-
cation at this stage. In particular, teachers with a background
in science and engineering know the many possibilities that
5G andwireless communication technology applications can
bring to college ideological and political education. +e
ideological and political education in colleges and univer-
sities under the background of the current technological age
can no longer be the same as the duck-filling education
model in the old age. College administrators and college
teachers should use new technologies in their daily
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education work to influence their understanding of ideo-
logical and political learning [17]. Students who are aware of
deviations will eventually realize that all college students
correctly accept the influence of ideological and political
education and culture.

In general, under the current background of continuous
deployment of wireless communication and 5G technology,
colleges and universities have gradually begun to use the
applications brought by these new technologies in ideo-
logical and political education. If colleges and universities
want to give students good ideological and political edu-
cation effects, they need to rely on students starting from
needs, learn to walk into student life, think from the per-
spective of students, and use the latest communication
technology to make obscure political principles easy to
understand, so as to show the true meaning of ideological
and political affairs and allow students to spontaneously
establish learning ideas of political interest.
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+e purpose of this study is to solve the problems of multiple targets, poor accuracy, and inability to obtain displacement information
in motion capture. Based on fusion target positioning and inertial attitude sensing technology, Unity3D is employed to create 3D
scenes and 3D human body models to read real-time raw data from inertial sensors. Furthermore, a gesture fusion algorithm is used
to process the raw data in real time to generate a quaternion, and a human motion capture system is designed based on inertial
sensors for the complete movement information recording of the capture target. Results demonstrate that the developed system can
accurately capture multiple moving targets and provide a higher recognition rate, reaching 75%∼100%. +e maximum error of the
system adopting the fusion target positioning algorithm is 10 cm, a reduction of 71.24% compared with that not using the fusion
algorithm. +e movements of different body parts are analyzed through example data. +e recognition efficiency of “wave,”
“crossover,” “pick things up,” “walk,” and “squat down” is as high as 100%. Hence, the proposed multiperson motion capture system
that combines target positioning and inertial attitude sensing technology can provide better performance. +e results are of great
significance to promote the development of industries such as animation, medical care, games, and sports training.

1. Introduction

Human motion capture is widely utilized in film and
television production, somatosensory games, sports
training, medical rehabilitation, and human behavior
analysis. +is technology plays a vital role in promoting the
development of relevant industries [1]. In the film and
television production industry, the shaping of many
characters uses human motion capture technology.
Characters in movies are 3D virtual actors designed using
computers. +e 3D virtual animation actors are driven by
capturing the movements and facial expressions of real
actors, thereby making the actions of the virtual animator
the same as the real actors’ actions [2]. In somatosensory
games, electronic games can be operated by swinging the
handle if inertial sensors are added so that people can
obtain visual stimulation and feel the happiness brought by
electronic games [3]. In sports training, the real-time

monitoring and calculation of the athletes’ limb movement
process can help control the exercise amount of each
athlete, achieving efficient and safe training [4]. In the
medical rehabilitation field, human motion capture can
provide accurate exercise programs by recording human
body motion information for a long time, thereby assisting
rehabilitation training for patients [5]. +erefore, human
motion capture technology is a comprehensive interdis-
ciplinary technology developed in recent years, involving
computer graphics, ergonomics, communication technol-
ogy, and other disciplines. It is currently a research hotspot
in the field of human-computer interaction. However, the
current human motion capture system faces problems such
as more targets, poor accuracy, and inability to obtain
displacement information, which severely restricts the
development of related industries. +erefore, research on
human motion capture technology plays a very important
role in promoting the development of the industry.
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Motion capture technology can accurately and in real
time restore the human body’s motion state in real life via a
virtual 3D computer model [6]. Fusion methods are often
utilized in motion capture. In China, research on the
complexity of the fusion target positioning technology has
started late. Also, the information processing level is low,
which cannot reach the standard as a typical information
fusion system. Valuable information fusionmethods, such as
compensation learning fusion method, active perception
method, Mahle’s random fusion method, the expert system
method, physical model method, and parameter template
method, are adopted [7]. +e multiperson motion capture
system often employs inertial sensor-based motion capture
equipment, which can overcome the problem of insufficient
light and shade in optical motion capture [8]. However, this
device system faces a series of problems.+e motion capture
device based on inertial sensors needs to bind the inertial
sensor nodes to the human joints to return the measurement
information of the human joints during the movement in
real time [9]. Besides, Xia et al. proposed that the inertial
sensor’s gyroscope could measure the angular velocity of the
human body’s joints relative to the human body coordinate
system. +e human body’s current attitude could be ob-
tained when the initial state of the human body was known.
However, the gyroscope sensor chip had zero bias error, and
long-term integration would cause the error to increase [10].
Liu et al. pointed out that as the time of the motion capture
device increased, there would be zero offsets and drift. +e
system could not simultaneously capture multiperson mo-
tions [11].

Research significance: motion capture simplifies the
human body into a multibody system, generally an articu-
lated multirigid body system; input data are obtained by
means of measurement or mode; the movement of the
human body is simulated by describing the movement of the
multibody system as the output result. +e limitations of
traditional motion capture (high price and restricted space)
make the market urgently need affordable and portable
motion capture equipment to be applied to various indus-
tries, such as improving the quality of physical education by
capturing the sports characteristics of athletes and helping
patients with rehabilitation by capturing normal human
postures. +erefore, based on the existing motion capture
methods, how to use a small number of sensors to accurately
and stably capture motion has become one of the difficulties
in this field.

+erefore, to solve the above problems, a multiperson
motion capture system is designed and implemented using
fusion target positioning and inertial attitude sensing based
on analyzing relevant literature. +en, human behavior
recognition is achieved on this basis. +e innovative points
are as follows: (i) the data of human inertial sensors are
combined to generate quaternions, and the 3D human
model is driven to precisely capture body movements. (ii) A
multiperson motion capture solution combining target
positioning and inertial attitude sensing is proposed. +e
fusion target positioning technology and inertial sensor
positioning technology are combined to capture human
spatial displacement information. (iii) Different equipment

and parameters are employed for continuous optimization.
Finally, a multiperson motion behavior capture system with
a better actual operation and higher accuracy can be
obtained.

2. Research Method

2.1. Multiperson Sensor Capture System. +e human motion
capture system based on inertial sensors consists of hard-
ware and software. +e hardware acquires human motion
information and transmits data, while the software realizes
the functions of 3D animation display and human behavior
recognition. +e system includes the inertial sensor, the 3D
animation display, the human body displacement posi-
tioning technology, and human behavior recognition. +e
inertial sensor captures human body movement information
in situ. +e inertial sensor measures nine data pieces at the
same time, including a 3D magnetic field meter, a 3D gy-
roscope, and a 3D acceleration. +ese nine data pieces need
to be fused first, and then the human body posture can be
calculated. +ree-dimensional animation display is to
present the captured motion animation in real time in the
form of 3D virtual characters on the computer. +e human
body displacement positioning technology introduces po-
sitioning technology to measure the displacement of the
human body in space. It also improves the positioning
accuracy as much as possible to obtain human displacement
information during the capture process. According to the
human behavior data captured by the inertial sensor human
motion capture system, the human behavior recognition
recognizes human movements through data processing,
feature extraction, and machine learning. +e specific
structure is shown in Figure 1.

+e system hardware includes the inertial sensor node
module, the information receiving module, and the posi-
tioning module. +e inertial sensor node collects human
body information; the information receivingmodule realizes
the communication between the wireless inertial sensor
node and the computer; the positioning module acquires
human body displacement information. +e inertial sensor
node module is bound with human joints to collect human
joint motion information in real time. +e inertial sensor
node module includes the nine-axis inertial sensor, Zigbee
transmission module, and microprocessor and power cir-
cuit. +e nine-axis inertial sensor module includes a three-
axis magnetometer, a three-axis gyroscope, and a three-axis
accelerometer. It collects the three-axis acceleration, three-
axis magnetic force, and angular velocity generated by the
human limbs in real time. +e sensor nodes are wirelessly
transmitted sending the collected data to the receiving
module through the Zigbee transmission module. When the
inertial sensor is bound to the human joints, elastic bands
with Velcro are used. +e elastic bands can be easily bound
to the human joints. +e Velcro is glued to the back of the
inertial sensor nodes. During use, the elastic band is tied to
the human body joint, and the inertial sensor node with
Velcro is directly attached to the strap. +e information
receiving module realizes the communication between the
wireless inertial sensor node and the computer. +e
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information receiving module is connected to the computer
through the USB interface. +e information sent by the
inertial sensor node is transmitted through the Zigbee
wireless network, the information receiving module receives
the node information and sends the received information to
the computer through the serial port, and the data are
processed in the computer.

+e system software includes 3D scene creation,
movement data storage, and human behavior recognition.
+ree-dimensional scenes are used for the reproduction of
humanmotions; motion data storage stores captured human
behavior data as files; human behavior recognition uses
human motion information collected by inertial sensors and
uses pattern recognition to identify human behaviors.

+e process of reading data from the inertial sensor is
displayed in Figure 2. After the information collection device
is connected to the computer through the USB interface, the
corresponding serial port is opened, and the baud rate is set
to 115200. A thread for reading the inertial sensors and a
thread for reading attitude data is created to solve the
problem that the refresh rate of reading inertial sensor data
does not match that of the human model animation.

+e module of the inertial sensor node is bound to
human joints for a real-time collection of human joint
motion information. It includes human inertial sensors,
Zigbee transmission, microprocessor modules, and power
circuit modules. +e principle of inertial sensor nodes is
presented in Figure 3. +e human body inertial sensor
module includes a three-axis magnetometer, a three-axis
gyroscope, and a three-axis accelerometer, which are used to
collect the three-axis acceleration, three-axis magnetic force,
and angular velocity generated by the movement of the

human body in real time. +e sensor node is wirelessly
transmitted through the Zigbee transmission module and
sends the collected data to the receiving module.

2.2. Inertial Attitude Sensing. +e attitude is calculated by
magnetometer and acceleration. Despite the poor dynamic
response, it will not produce a cumulative error. +erefore,
the gyroscope, magnetometer, and accelerometer have
complementary characteristics in the frequency domain.
Hence, using complementary filters to fuse these three types
of data in the inertial sensor can improve the measurement
accuracy of the inertial sensor and the dynamic response
performance of the system. +e calculation steps are illus-
trated in Figure 4. First, the quaternion is calculated
according to the initial state of the inertial sensor when
fusing the inertial sensor attitude data. +e gravity vector
and magnetic field lines are then deducted to obtain and
normalize the accelerometer and magnetometer data. After
the matrices are multiplied, they are summed, and the
proportional-integral controller is used to adjust the data.
Finally, the quaternion is updated.

+e sensor network can obtain the motion data of dif-
ferent feature points of the human body. +e human body is
abstracted and divided. Every movement of a limb can be
regarded as a limb movement relative to the joint of the
parent node. Since the hip joint has a small motion range, it
is selected as the root node of the entire joint tree.+emodel
of the human body’s principal joints is presented in Figure 5.
+e corresponding sensors are placed at each joint to form a
sensor network. +e central controller of human body at-
titude data is controlled by different control modules. It can

Inertial sensor part �ree-dimensional 
animation display part

Accelerometer

Magnetic field meter Gyro

Data Fusion Algorithm

Human body posture calculation

Positioning Technology

Fusion of spatial displacement information

Calculate space attitude

Human displacement positioning technology

Real-time motion data

3D animation shows the 
movements of the human joint model

Action database

Action data storage

Behavior analysis Action recognition

Human behavior recognition part

Figure 1: Overall design of the multiperson motion capture system.
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Figure 2: +e flowchart of inertial sensor data reading.
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Accelerometer Magnetometer

Numerical normalization

A B

Sum calculation

Proportional integral
control

Update posture quaternion

Gyro

Initial pose quaternion

Solve the expected
magnetic field lines

Solve the gravity vector
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control different sensor nodes, obtain the data of the nodes,
and integrate the wireless transmission module through
programming to transmit the data wirelessly.

2.3. Human Posture Positioning. Because inertial sensor
motion capture systems do not have an external reference
point, they cannot directly obtain position information.
+erefore, most inertial motion capture systems only esti-
mate the posture of the human body in situ and cannot
obtain accurate position information of the human body in
global coordinates. Target positioning technology obtains
the 3D position information of the captured target and
records the complete movement information of the captured
target through the data fusion algorithm. To solve the
problem that inertial sensors cannot capture the displace-
ment of the human body, researchers have proposed a
variety of solutions, such as a Kalman filter-based inertial
navigation system and radio frequency identification system
tightly coupled method for indoor pedestrian positioning
and navigation. A motion capture system that integrates
inertial sensors, GPS, pressure sensors, cameras, and the-
odolites is employed to capture the 3D dynamics and ki-
nematics information of the human body during alpine
skiing competitions. +e fusion target positioning tech-
nology and inertial sensor positioning technology are
combined because the two sensors have good comple-
mentarity. In terms of indoor positioning, the fusion target
positioning technology has higher positioning accuracy than
other positioning methods. However, the fusion target
positioning technology is easily affected by the nonline-of-
sight effect during the positioning process. +e nonline-of-
sight effect is that two devices are blocked during the
communication process, and the nonline-of-sight effect
affects the positioning accuracy. +e inertial sensors can
make up for the shortcomings of ultra-wideband positioning

technology, thereby improving the positioning accuracy in
the human motion capture system.

+e fusion target positioning technology fuses and
merges multiple methods, including the fusion of sensors,
image recognition algorithms, and feature algorithms, to
accurately position target actions and behaviors [12]. +e
integral method is adopted to calculate the position XSIM,n of
the human body at time step n in the x-dimension. +e
equation is as follows:

XSIM,n �

xSIM,n

ySIM,n

zSIM,n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� XP,n +

δxP,n

δxP,n + δIMU,n

XIMU,n − XP,n .

(1)

In (1), xSIM,n, ySIM,n, and zSIM,n refer to the 3D coordi-
nates of the human body position at time step n, XP,n
corresponds to the human body position coordinates at time
step n in the x-dimension of the fusion target positioning,
δxP,n represents the human body position coordinates of the
inertial sensor in the x-dimension at time step n, XIMU,n
stands for the standard deviation of fusion target positioning
in the x-axis to provide position estimation, and δIMU,n
denotes the standard deviation of the inertial sensor. Since it
is difficult to predict the standard deviation of the inertial
sensor, the three dimensions are all set to the same value.+e
following process is utilized to deal with the influence of the
integration error. At time step n, if the currently estimated
ultra-wideband (UWB) positioning standard deviation is
less than the inertial sensor standard deviation of n− 1, it is
represented by

δk,P,n < δIMU,n−1∀k ∈ x, y, z . (2)

In (2), δk,P,n represents the position deviation of fusion
target positioning at time step n, and δIMU,n−1 denotes the
standard deviation of the inertial sensor at time step n− 1.
+en the standard deviation of the inertial sensor will be
reset to

δIMU � 0.05. (3)

Otherwise, the standard deviation of the inertial sensor is
set as

δIMU,n �
0.05

sec2 · t
2
sr

. (4)

In (4), t2sr refers to the sampling frequency of the inertial
sensor. +erefore, according to the error standard deviation
of fusion target positioning, the infinite increase in the error
standard deviation of the inertial sensor is limited, and the
integral error is reset under the visual distance condition.
Under the condition of nonvisual distance, if the error
caused by nonvisual distance is less than the integral error,
the integral error is reset. +e flowchart of the fusion al-
gorithm is shown in Figure 6. +e workflow is as follows.

Here, Unity3D is adopted as a development tool to create
a 3D scene and a 3D human body model. Besides, the 3D
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Figure 5: Human joint structure.
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human body model is employed to display the captured
human movements in real time. Unity3D supports most
mainstream 3D animation technologies and has a visual
design environment, a scene editor that is easy to learn, and a
convenient design process. Unity3D can well support 3D
model files, saving the time of creating 3D scenes. +e raw
human motion data captured by the inertial sensor in real
time is processed to generate an attitude quaternion. +e
motion parameters input to the virtual 3D human body
model are quaternion data, and the quaternion data are
converted into angle rotation parameter information in the
bone pipeline.

Human body displacement positioning technology:
there is no external reference point during human motion
capture, and the spatial displacement information cannot be
obtained because the inertial sensor is a self-contained
system. +erefore, positioning technology is required to
obtain the displacement information during human motion
capture. Wireless positioning technology includes wide-area
positioning technology and short-distance positioning
technology [13]. Wide-area positioning is a large-scale
technology, and the commonly used approaches include
satellite positioning andmobile positioning.+e short-range
positioning technology has many kinds, including Wireless
Local Area Network (WLAN), Radio Frequency Identifi-
cation (RFID), Global Positioning System (GPS), UWB,
Bluetooth, and ultrasonic. Table 1 summarizes the accuracy
and scale of various positioning methods.

Ultra-wideband positioning technology is very different
from traditional communication technology. Traditional
communication technology uses carrier waves, while ultra-
wideband positioning technology uses nanosecond-level
narrow pulses with GHz-level bandwidth. Ultra-wideband
positioning technology has been successfully applied to
many fields, such as valuables storage positioning, mine
personnel positioning, and parking lot positioning. Com-
pared with other positioning technologies, ultra-wideband
positioning technology has many advantages, such as strong
penetration, low power consumption, resistance to multi-
path effects, and high positioning accuracy. As shown in
Figure 7, the ultra-wideband positioning technology is used
to obtain human body displacement information in the
process of human body motion capture. To effectively im-
prove the detection range and accuracy, a variety of

positioning combinations are prepared in this project. +e
system of this project will first call different positioning
modules according to the corresponding distance so that
different calling distances can be positioned in real time.

2.4. Behavior Recognition and Display. +e 3D animation
display includes three parts: 3D scene creation, action data
storage, and recognition. +e 3D scenes are used for the
reproduction of human actions. Human action recognition
uses human action information collected by inertial sensors.
By limiting the range of motion of each joint in the human
joint model, the captured humanmotion can be more in line
with normal human motion. When capturing human mo-
tion, the inertial sensor node is bound to the designated joint
of the body first. It is determined according to which joint
movements need to be collected. Increasing the number of
inertial sensor nodes can improve the accuracy of motion
capture and make the captured human movements more
accurate. According to the principle that each joint of the
human body exists independently and interacts, the motion
properties of the human body are restricted by the joints,
and the motion of the human body is composed of several
key joints.+erefore, it is unnecessary to consider the part of
the joint that has less impact during human movement. +e
main joint model of the human body adopts a tree-like
hierarchical structure, and the entire joint model of the
human body is called a joint tree. +e entire joint tree
consists of a root node and multiple leaf nodes to form a
parent-child relationship. In the process of human move-
ment, every movement of a limb can be regarded as a limb
movement relative to the joint of the parent node. Because
the hip joint has a relatively small range of motion, it is
selected as the root node of the entire joint tree.

+e common ways of storing motion data include
motion file storage, video file storage, and database storage.
Motion file storage generally stores the motion information
saved by animation editor software.+e database storage can
store the captured motion information in the database
system; the commonly used database systems include
MySQL andOracle. Table 2 presents a comparison of various
motion data storage methods. According to the needs of this
project, the storage of humanmotion capture data requires a
small space occupation and a simple storage structure.
Besides, the third-party database software is not adopted to
make other software more convenient to call the stored
motion information. Bounding Volume Hierarchy (BVH)
files occupy a small space and are easy to read and store. +e
BVH file uses Euler angles to describe the rotation data of the
bone and limb joints, and the human body model is dis-
placed in 3D space by changing the parameters of the hip
node.

Human behavior recognition module: the multiperson
motion capture based on fusion target positioning and in-
ertial attitude sensing technology is a new research field,
which overcomes many shortcomings and limitations of
traditional motion recognition based on video sequences
and has higher operability and practicality. +e human
motion information collected by inertial sensors uses BVH

Inertial sensor Fusion target
positioning

Activity detection Inertial navigation
algorithm

�ree base station
positioning

Fusion Algorithm

Location information

Figure 6: +e flowchart of fusion target positioning algorithm.
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files to store human behaviors. Human behavior recognition
preprocesses data and extracts features based on the data
stored in BVH files. Moreover, it uses algorithms to rec-
ognize human behaviors. +e process of human behavior
recognition is to extract and select those feature vectors that
have a large contribution to classification and recognition
from BVH motion data. However, too many features will
also cause redundancy between features and reduce the
recognition accuracy. Hence, the principal component
analysis is required. Finally, the appropriate motion clas-
sification algorithm is selected for behavior recognition.

2.5. Data Performance Comparison.

(1) Data source: data are read from the inertial sensor.
After the information collection device is connected
to the computer through the USB interface, the
corresponding serial port is opened, and the baud
rate is set to 115200. To solve the problem that the
refresh rate of reading inertial sensor data does not
match the refresh rate of the human body model
animation, a thread for reading inertial sensor and a
thread for reading posture data are created. +e read
inertial sensor thread realizes that the original data
read from the inertial sensor consists of three parts,

namely, a three-axis accelerometer, a three-axis
magnetometer, and a three-axis gyroscope, and then
uses CRC16 to check the data. After verification, the
data fusion algorithm is used to fuse the data into
posture data and then put it into the Queue; the read
posture data thread reads the posture data from the
Queue and uses the posture data to drive the 3D
human body model.

(2) Experimental environment: the behavioral infor-
mation of eight healthy school students is collected
during the experiment. +e participants in the ex-
periment include four females and four males, with
ages of 22–27 years, height of 158–180 cm, and
weight of 45–80 kg. Each participant in the experi-
ment performs 16 actions, which were required by
the experimenter. +e types of actions are divided
into three parts: upper limbs, lower limbs, and trunk
according to the human joints. Each action is
composed of these three parts. +e main types of
movements can be determined according to different
movements. For example, the movement of waving a
hand is mainly the movement of the upper limbs,
and the movements of the trunk and lower limbs are
relatively simple; thus, this type of movement be-
longs to the type of upper limbs. Before the behavior

Table 1: Accuracy and positioning scale of various positioning methods.

Positioning methods Positioning accuracy (m) Positioning scale
GPS About 10 Outdoor wide-area positioning
Mobile positioning About 10 Outdoor wide-area positioning
RFID, infrared, ultrasonic 1∼10 Outdoor local positioning
WLAN, Bluetooth 1∼10 Indoor positioning
UWB 0.1∼1 Indoor positioning

Fusion target positioning module

GPS Positioning module Infrared positioning module UWB positioning module

About 10 meters About 1-10 meters About 0.1-1 meters

Multi-range, high-precision positioning system

Figure 7: Human displacement positioning technology.

Table 2: Comparison of various motion data storage methods.

Storage methods Storage types Space occupation Storage structure Whether special software is required
BVH format Motion file Small Simple No
FBX format Motion file Small Simple Yes
Maya format Motion file Small Simple Yes
Database system Database Large Complicated Yes
Video format Video Large Complicated Yes
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collection, the subject of the purpose of the collection
action is informed, and the behavior is demonstrated
to the subject. After the subjects put on the inertial
sensors, the behavior collection begins. Each be-
havior is repeated four times, and each behavior is
required to be completed within 5 to 15 seconds.

(3) Performance comparison: the method of [14] is used
to conduct a comparative analysis to further verify
the effectiveness of the proposed model. A motion
capture system based on multiple cameras is de-
veloped in the literature. To improve the capture
accuracy, the multicamera layout method is used as a
motion capture system for various animals with
significant differences in appearance characteristics
and motion behavior. Motion capture determines
the demand boundary based on the object’s ap-
pearance type (shape and space volume) and be-
havioral characteristics, thereby deriving a typical
matching principle. A multicamera system locked in
a 3D force measurement platform is used, its
semicircular layout model shows that the error of the
system is only below 3.8%, and the capture deviation
rates are 3.43% and 1.74%, respectively.

3. Results and Discussion

In the result section, the appropriate model kinematics
method is determined first, and then the method is used to
conduct experiments under different conditions to deter-
mine the performance of the model. +e effectiveness of the
method is further determined by analyzing the human body
motion trajectory. To prove that the proposed method has
better performance than other models, it is compared with
the method in [14], and finally, a human body model for
motion capture is given.

3.1. Model Kinematics Method Determination. +e forward
kinematics of the human body is the posture of the human
body displayed when the rotation angle of each joint of the
human body is known.+e position of any joint of the human
body can be calculated by the connection of the human body
joint, the joint length, and the rotation angle.+ere is only one
general forward kinematics solution. Human body inverse
kinematics gives the parameters of each joint based on the
known posture. +erefore, it is difficult to solve the problem
of inverse kinematics, and the solution result is not unique. In
the process of human motion capture, the legs have fewer
joints, simple movements, and relatively small calculations.
+erefore, it is more suitable. +e inverse kinematics of the
legs calculates all the joint variables corresponding to the
limbs based on the position and posture of the limbs. In this
movement, the foot is the end, and the trigonometric function
can be used to calculate the movement data of the thigh and
calf when the foot is moving. Because the motion range of the
human foot joints is limited, the foot and calf are treated as a
whole in the process of using inverse kinematics motion
capture. +e four-position movement is involved in the
process of body rotation so that quaternary data are used for

calculation. Figure 8 shows the analysis result of leg kine-
matics information data, and the left leg is stepped forward.
Figure 8(a) shows the calculation result of quaternary data
using inverse kinematics, and Figure 8(b) shows the fourth
data of forwarding kinematics. In themeta-calculation results,
as can be seen from the figure, the motion capture accuracy of
inverse kinematics is higher than that of forwarding kine-
matics. In the same data image with different spatial coor-
dinates, the highest model accuracy of inverse kinematics is
0.9178, and the highest model accuracy of inverse kinematics
is 0.5562%. +e two are quite different so that the inverse
kinematics method is finally selected for image analysis.

3.2. Model Performance under Different Conditions.
Figures 9(a)–9(f) display the results of the system capture
distance under different line-of-sight algorithms. +e po-
sitioning data of the X-axis and Y-axis fluctuate under the
line-of-sight conditions; overall, however, they tend to be
stable. Under the nonline-of-sight conditions, the model
data without the fusion positioning algorithm fluctuates
greatly. +e fluctuation ranges of X and Y are [100–150] and
[110–150], respectively. After the fusion algorithm is
adopted, the fluctuation trend of positioning data is sig-
nificantly reduced. +e fluctuation ranges of X and Y are
[125, 135] and [125, 140], respectively. Apparently, the
maximum error of using fusion target positioning alone is
35 cm, while the error of fusion target positioning and the
inertial sensor is 10 cm, a reduction of 71.24%.Moreover, the
accuracy of model positioning is significantly improved.

3.3. Human Body Motion Trajectory Analysis. Figure 10
shows the results of the model positioning motion trajec-
tories under different positioning systems.

Figure 10(a) presents the fusion target positioning sys-
tem, and Figure 10(b) shows the method of combining
fusion target positioning with inertial sensors. In the entire
process, both methods can provide a clear positioning of the
target. However, for the model without inertial sensors, the
motion trajectory is narrower, showing a large gap with the
actual moving process. In contrast, the fusion model can
provide a higher positioning accuracy, and all the moving
processes within the range can be shown.

3.4. Results of HumanGesture Recognition. Figures 11(a) and
11(b) display the comparison result of the proposed method
and the classification algorithm of [14] on human behavior
recognition. +e behavior with the worst recognition effect is
“draw X” and “draw circle,” and the recognition result is
62.5%; the behavior with the best recognition effect is “wave,”
“throw,” “crossover,” “pick up,” “walk,” and “squat down,”
and the recognition result reaches 100%. In terms of the
method in [14], the behavior with the worst recognition result
is “draw X,” “draw circle,” and “forward,” and the recognition
result is 75%; the behavior with the best recognition result is
“wave,” “crossover,” “triangle,” “pick up,” “run,” “walk,” and
“squat down,” and the recognition result reaches 100%. Both
classification algorithms have the best recognition results for
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Figure 8: Different kinematic leg data information.
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Figure 9: Continued.
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Figure 9: System capture distance results under different line-of-sight algorithms.
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Figure 10: Model positioning motion trajectory results under different positioning systems.
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Figure 11: Different behavior recognition results.
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the behaviors of “wave,” “crossover,” “pick up,” “walk,” and
“squat down,” and the recognition results for the behaviors of
“draw X” and “draw circle” are the worst. On the whole, the
classification result of [14] is better than the classification
result of the method. +is is because the collected behavior
data samples are more balanced, and the classification needs
to divide the behavior data into 16 groups, which is a mul-
ticlassification problem. +erefore, the classification result of
the algorithm in [14] is better. According to the results of
human behavior recognition, the behavior with a recognition
rate of 100% has a larger motion range and is obviously
different from other behaviors, such as “squat,” “walk,” and
“pick up.”+e behaviors with low recognition rates are caused
by other similar behaviors. For example, the behaviors of
“draw circle” and “draw X” are very similar so that the
recognition rate is low. +erefore, the design of the human
body behavior recognition method can better recognize the
behaviors with larger motion amplitude; besides, the motion
is relatively single, and the recognition rate for behaviors with
small changes in human joints is low.

3.5. Motion Capture Result Display. As shown in Figure 12,
many experiments on the upper and lower limbs of the
human body find that the motion attitude of the 3D human
body model can capture the motion state of the upper and
lower limbs of the human body in real time and accurately.
Besides, the constructed model can capture the human body
attitude in real time. In particular, complicated motions can
also be effectively recognized.When the human body moves,
muscles contract, and inertial sensors can also move joints
through the jitter of nodes, proving the effectiveness of the
proposed model.

4. Conclusion

+e existing human motion capture systems based on in-
ertial sensors and related research on human behavior
recognition methods are studied. On this basis, a human

motion capture system based on wireless inertial sensors is
designed and implemented to recognize human behaviors.
Moreover, a scheme that fuses inertial sensors and ultra-
wideband positioning is proposed. +e ultra-wideband
positioning technology and inertial sensor positioning
technology are combined together to capture human spatial
displacement information. +e captured human motion
data are analyzed in depth based on motion capture. Ex-
perimental steps are designed, including human behavior
data collection, human behavior data storage, dataset
analysis, feature extraction, and pattern recognition. Based
on the extracted feature parameters, different algorithms are
used to recognize human behaviors. +e algorithm has a
recognition rate of 62.5%∼100% for 16 human behaviors,
which can better realize the recognition of human behaviors.
Although a suitable multiplayer motion capture system has
been constructed, there are still several shortcomings. First,
in human motion recognition, the angular velocity is time-
integrated to evaluate the angle of the joint. However, this is
easily affected by the magnetic field and surrounding
equipment.+e algorithm of the fusion inertial sensor can be
analyzed more profoundly to reduce unnecessary interfer-
ence. Second, in the process of human behavior feature
training, because there is no suitable dataset for training, the
training data is less, and the accuracy of themodel is not very
high. In the following research, these two aspects will be
analyzed and researched in depth to further improve the
model of the multiperson motion capture system.
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In this manuscript, we investigate the estimation of the unknown reliability measure R� P [Y<X], in the case where Y and X are
two independent random variables with Topp–Leone distributions. As the main contribution, various advanced sampling
strategies are studied. *e suggested strategies are simple random, ranked set, and median ranked set samplings. Firstly, based on
the maximum likelihood, we give an efficient estimator of R when the observations of the two random variables are selected from
the same simple random sample. Secondly, such an estimator is addressed when the observations of the two random variables are
selected from the ranked set sampling method.*en, based on median ranked set sampling, the maximum likelihood estimator of
R is addressed in all the four cases. When the observations from the two random variables are selected from the same set size, two
cases are considered, while the other two cases are considered at different set sizes. A simulation research is developed to evaluate
the behavior of the obtained estimates based on standard and median ranked set samplings with their simple random sampling
equivalents. *e ratio of mean square error is used to assess the effectiveness of these estimates.

1. Introduction

First and foremost, the simplified version of the Topp–Leone
(TL) distribution is a bounded support one-parameter
J-shaped distribution. It possesses a bathtub-shaped hazard
rate (see [1]). For these reasons, it is very effective for
modeling life-time tests. Mathematically, it is defined by a
one-parameter probability density function (PDF) and a
one-parameter cumulative distribution function (CDF)
given, respectively, by

f(x) � 2αx
α− 1

(1 − x)(2 − x)
α− 1

, 0< x< 1, α> 0,

F(x) � x
α
(2 − x)

α
, 0< x< 1, α> 0.

(1)

Hereafter, the TL distribution will be sometimes denoted
by TL(α) in order to highlight the parameter.

In recent years, the TL distribution and its model have
obtained a lot of attention in the literature. For instance, the
authors in [2] proposed an extension of the TL distribution.
*e authors in [3] examined several features of the TL
distribution, including the failure rate (classical and re-
versed) and the mean residual life time. A bivariate gen-
eralization of the TL distribution was introduced in [4].
Two-side based version of the TL distribution was proposed
in [5]. Estimation of the stress-strength (SS) model was
discussed based on censored samples in [6]. *e author in
[7] derived some moments properties of order statistics
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associated to the TL distribution. Using record values, the
authors in [8] discussed Bayesian and non-Bayesian esti-
mation methods for the unique parameter of the TL dis-
tribution. *e author in [9] examined admissible minimax
estimates of the TL distribution.

On the other hand, the notion of ranked set sampling
(RSS) has been presented in [10] as a sampling scheme for
data collection. *is scheme is a useful technique when it is
hard to measure a large number of elements, but it is easier
visually (without inspection) to rank some of them. *e RSS
scheme has evolved into a complex strategy for enhancing
mean estimation accuracy. *e mathematical foundations
for RSS design have been provided in [11,12]. *e RSS
scheme has been effective in applied sciences, with im-
pressive wins in agriculture and ecology. *e selection of a
RSS of size n entails the drawing of n random samples, each
containing n units. Judgment is used to rank the n units in
each sample. *e first sample is used to measure the smallest
rank unit, and the second sample is used to measure the
second smallest rank unit, and so on. When the unit with
rank n is chosen from the nth set, the first cycle is finished. It
is worth noting that the n observations are dispersed ran-
domly. Because n in the RSS is usually low, the following
approach is used to create a sample of size (ns) by repeating
its times or cycles.

Reference [13] suggested the median ranked set sam-
pling (MRSS) scheme as another contribution to the RSS
scheme. *e MRSS method is easy to apply since only the
middle of the sample is considered. *e following is an
outline of the MRSS method: We choose n2 units randomly
by using the simple random sampling (SRS) from the
population, the n2 randomly chosen units are divided into n
sets, each of size n, and the units within each set are ranked
according to a variable of interest. If the set size n is odd, the
((n+ 1)/2)th lowest ranked unit in each set, which is the set’s
median, should be chosen for measurement. Furthermore, if
n is even, the (n/2)th smallest lowest ranked units from the
first n/2 sets should be chosen, followed by the ((n+ 2)/2)th
lowest ranked units from the second n/2 sets. To obtain ns
units, the cycle can be repeated s times.

For several years, the SS models have attracted the at-
tention of significant statisticians due to their applicability in
distinct fields like economics, engineering, medicine, and
quality control. To depict the life of a component with
unpredictable strength and random stress, the SS model is
utilized.*e chance that the systemwill be able to sustain the
stress placed on it is the reliability of the system, denoted by
R. *at is, R� P(Y<X), where X and Y are continuous
random variables (RVs) that are independent, modeling the
random strength and stress, respectively. Applications of the
SSmodel inmedicine and engineering were provided in [14].
An outstanding review of the growth of the SS model up to
2003 was conducted in [15].

*e problem of estimating R has been intensively used in
the statistical literature under various sampling schemes. In

this work, we give a review of RSS schemes; for instance, the
authors in [16, 17] concerned with estimating R when X and
Y are independent RVs with exponential distributions under
the RSS. *e authors in [18, 19] handled with the same
problem but RR with Burr type XII distributions under some
forms of RSS schemes. Also, the authors in [20] discussed the
estimation of R when X and Y are independent RVs with
Weibull distributions under some versions of RSS. In this
setting, Lindley distributions were supposed in [21], and
exponentiated Pareto distributions were discussed in [22],
both based on RSS. Using MRSS, the authors in [23] con-
sidered this estimation problem with generalized inverse
exponential distributions.

Although no author has yet examined the estimation of R
for the TL model via ranking schemes and their modifica-
tions in the literature, we would like to point out that ref-
erence [6] contributed to this problem using censored
schemes. So, in this manuscript, we use two different ranking
schemes, namely, MRSS and RSS, as well as the traditional
complete scheme, i.e., SRS, to converge on the estimation of
R when X∼TL(α) and Y∼TL(β) are independent. When
both X and Y are selected from the same sample schemes
(SRS, RSS, and MRSS), we get the ML estimator of R. Also,
we obtain the ML of R when both X and Y are selected from
various sampling schemes (MRSS with odd size or even
sample size). To demonstrate the theoretical results, a
simulation study is provided. *e following is a summary of
the manuscript. When the SRS is considered, Section 2
calculates the ML estimator of R. When the RSS is con-
sidered, the ML estimator of R is used in Section 3. When
observed data from both X and Y are chosen from the MRSS
with an even set size (MRSSE) or MRSS with an odd set size
(MRSSO) or vice versa, Section 4 deals with the ML esti-
mator of R. In Section 5, the simulation findings are dis-
cussed. In the last section, we wrap up the paper.

2. ML Estimation of R Based on SRS

Let X∼TL (α) and Y∼TL (β) be independent. *en, with a
standard integral development, the measure R of the SS
model for the TL distribution is basically given by

R � P[Y<X] � 2α
1

0
x
α− 1

(1 − x)(2 − x)
α− 1

x
β
(2 − x)

βdx �
α

α + β
.

(2)

To get the ML estimator of R, we need to get the ML
estimators for the unknown distribution parameters first. In
this regard, suppose that X1, X2, . . ., Xn∗ is a classical ran-
dom sample from the distribution TL (α) and
Y1, Y2, . . ., Ym∗ is a classical random sample from the dis-
tribution TL (β). *e related observations are denoted as
small x1, x2, . . ., xn∗ and y1, y2, . . ., ym∗ , and this is consistent
across all the paper. *e joint likelihood function for the
observed samples is as follows:
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ℓ � (2α)
n∗

(2β)
m∗



n∗

i�1
x

α− 1

i 1 − xi(  2 − xi( 
α− 1



m∗

j�1
y

β− 1

j 1 − yj  2 − yj 
β− 1

. (3)

*e corresponding joint log likelihood (LL) function is
obtained as follows:

ln ℓ � 2 ln n
∗

(  + 2 ln m
∗

(  + n
∗ ln α + m

∗ ln β +(α − 1) 
n∗

i�1
ln xi 2 − xi(  

+ 
n∗

i�1
ln 1 − xi(  +(β − 1) 

m∗

j�1
ln yj 2 − yj   + 

m∗

j�1
ln 1 − yj .

(4)

As usual, the ML estimators of α and β are produced by
the maximization of LL with respect to the parameters,
which is equivalent to differentiating the function in
equation (4) and equating with zero, and we obtain

α �
−n
∗


n∗

i�1 ln xi 2 − xi(  
,

β �
−m
∗


m∗

j�1 ln yj 2 − yj  
.

(5)

*anks to the so-called invariance property, we deduce
the ML estimator of R, denoted by R; it is derived by directly
substituting equation (5) in equation (2).

3. ML Estimation of R Based on RSS

Suppose that {Xi(i)e, i� 1,2, . . ., n; e� 1,2, . . .sx) is a RSS
observed from the distribution TL(α), with sample size n∗ �

nsx, where n is the set size and sx is the number of cycles, and
that {Yj(j)h, j� 1,2. . .,m; h� 1,2, . . .sy) is a RSS observed from
the distribution TL (β), with sample size m∗ � msy,wherem
is the set size and sy is the number of cycles. In this setting,
the following is the likelihood function ℓ1 of the observed
samples:

ℓ1 � 

sx

e�1


n

i�1
fi xi(i)e  

sy

h�1


m

j�1
fj yj(j)h ,

fi xi(i)e  �
2αn!x

αi−1
i(i)e

(i − 1)!(n − i)!
1 − xi(i)e  2 − xi(i)e 

αi− 1
1 − x

α
xi(i)e

2 − xi(i)e 
α

 
n− i

, xi(i)e > 0,

fj yj(j)h  �
2βm!y

βj−1
j(j)h

(j − 1)!(m − j)!
1 − yj(j)h  2 − yj(j)h 

βj− 1
1 − y

β
j(j)h 2 − yj(j)h 

β
 

m− j

, yj(j)h > 0.

(6)

*e LL function of ℓ1 is as follows:

ln ℓ1∝ sxn ln α + sym ln β + 

sx

e�1


n

i�1
(αi − 1)ln xi(i)e 2 − xi(i)e   + 

sx

e�1


n

i�1
ln 1 − xi(i)e 

+ 

sx

e�1


n

i�1
(n − i)ln 1 − x

α
i(i)e 2 − xi(i)e 

α
  + 

sy

h�1


m

j�1
(βj − 1)ln yj(j)h 2 − yj(j)h  

+ 

sy

h�1


m

j�1
ln 1 − yj(j)h  + 

sy

h�1


m

j�1
(m − j)ln 1 − y

β
j(j)h 2 − yj(j)h 

β
 .

(7)
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With regard to α and β, we have

z ln ℓ1
zα

�
n
∗

α
+ 

sx

e�1


n

i�1
i ln xi(i)e 2 − xi(i)e   − 

sx

e�1


n

i�1

(n − i)ln xi(i)e 2 − xi(i)e  

x
−α
i(i)e 2 − xi(i)e 

−α
− 1

, (8)

z ln ℓ1
zβ

�
m
∗

β
+ 

sy

h�1


m

j�1
j ln yj(j)h 2 − yj(j)h   − 

sy

h�1


m

j�1

(m − j)ln yj(j)h 2 − yj(j)h  

y
−β
j(j)h 2 − yj(j)h 

−β
− 1

. (9)

Because the system “Equations (8) and (9) equal to zero”
is difficult to solve analytically, we use an iterative technique
to evaluate the ML estimators. *en, owing to the invariance
property, the ML estimator of R follows by inserting these
estimators into Equation (2).

4. ML Estimation of R Based on MRSS

In this section, we investigate theML estimator of R based on
MRSS in four situations. In the first and second situations,
we estimate R� P(YMRSSO<XMRSSO) and R� P(YMRSSE<
XMRSSE), i.e., when both stress and strength are of the same

size. When both X and Y have different set sizes, we estimate
R in the third and fourth situations.

4.1. Estimation with an Odd Set Size. Suppose that Xi(g)e
where i� 1,. . .,n, e� 1,. . .,sx, and g � [n+ 1/2] is the MRSS
with sample size n∗ � nsx, where n is the set size and sx is the
number of cycles, selected from the distribution TL (α), and
that Yj(k)h where j� 1,. . .,m, h� 1,. . .,sy, and k� [m+ 1/2] is
the MRSS with sample sizemsy, wherem is the set size and sy
is the number of cycles, selected from the distribution TL
(β). *e associated likelihood function ℓ2 for the observed
samples is given by

ℓ2 � 

sx

e�1


n

i�1
fg xi(g)e  

sy

h�1


m

j�1
fk yj(k)h ,

fg xi(g)e  �
n!2αx

αg−1
i(g)e

[(g − 1)!]
2 1 − xi(g)e  2 − xi(g)e 

αg− 1
1 − x

α
xi(g)e

2 − xi(g)e 
α

 
g− 1

, xi(g)e > 0,

fk yj(k)h  �
2m!βy

βk−1
j(k)h

[(k − 1)!]
2 1 − yj(k)h  2 − yj(k)h 

βk− 1
1 − y

β
j(k)h 2 − yj(k)h 

α
 

k− 1
, yj(k)h > 0.

(10)

*e LL function of ℓ2 is as follows:

ln ℓ2∝ sxn ln α + sym ln β + 

sx

e�1


n

i�1
(αg − 1)ln xi(g)e 2 − xi(g)e   + 

sx

e�1


n

i�1
ln 1 − xi(g)e ,

+ 

sx

e�1


n

i�1
(g − 1)ln 1 − x

α
i(g)e 2 − xi(g)e 

α
  + 

sy

h�1


m

j�1
(βk − 1)ln yj(k)h 2 − yj(k)h  ,

+ 

sy

h�1


m

j�1
ln 1 − yj(k)h  + 

sy

h�1


m

j�1
(k − 1)ln 1 − y

β
j(k)h 2 − yj(k)h 

β
 .

(11)

Again, the ML estimators of α and β are derived by
maximizing ln ℓ2. In this regard, the first partial derivatives
of ln ℓ2 with respect to the parameters are
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z ln ℓ2
zα

�
n
∗

α
+ 

sx

e�1


n

i�1
g ln xi(g)e 2 − xi(g)e   − 

sx

e�1


n

i�1

(g − 1)ln xi(g)e 2 − xi(g)e  

x
−α
i(g)e 2 − xi(g)e 

−α
− 1

, (12)

z ln ℓ2
zβ

�
m
∗

β
+ 

sy

h�1


m

j�1
k ln yj(k)h 2 − yj(k)h   − 

sy

h�1


m

j�1

(k − 1)ln yj(k)h 2 − yj(k)h  

y
−β
j(k)h 2 − yj(k)h 

−β
− 1

. (13)

By solving the system “Equations (12) and (13) equal to
zero,” we get the ML estimators of α and β. Hence, reliability
estimator of R is produced by immediately by substitution of
parameter’s estimators in equation (2).

4.2. Estimation with an Even Set Size. Suppose {Xi(q)e,
i� 1,. . .,q; e� 1,. . .,sx} ∪ {Xi(q+1)e, i� q+1,. . .,n; e� 1,. . .,sx},

with even set sizes where q � n/2 be the observed MRSSE
selected from the distribution TL (α). Also, suppose{Yj(v)h,
j� 1,. . .,v; h� 1,. . .,sy} ∪ {Yj(v+1)e, j� v+ 1,. . .,m; h� 1,. . .,sy},
with even set sizes where ] � m/2 be the observed MRSSE
selected from the distribution TL (β). *erefore, the like-
lihood function ℓ3 of the observed data is written as follows:

ℓ3 � 

sx

e�1


q

i�1
fq xi(q)e  

sx

e�1


n

i�q+1
fq+1 xi(q+1)e  

sy

h�1


]

j�1
f] yj(])h  

sy

h�1


m

j�]+1
f]+1 yj(]+1)h ,

fq xi(q)e  �
n!2αx

αq−1
i(q)e

(q − 1)!q!
1 − xi(q)e  2 − xi(q)e 

αq− 1
1 − x

α
xi(q)e

2 − xi(q)e 
α

 
q

, xi(q)e > 0,

fq+1 xi(q+1)e  �
n!2αx

α(q+1)−1
i(q+1)e

(q − 1)!q!
1 − xi(q+1)e  2 − xi(q+1)e 

α(q+1)− 1
1 − x

α
xi(q+1)e

2 − xi(q+1)e 
α

 
q− 1

, xi(q+1)e > 0,

f] yj(])h  �
m!2βy

β]−1
j(])h

(] − 1)!]!
1 − yj(])h  2 − yj(])h 

β]− 1
1 − y

β
j(])h 2 − yj(])h 

β
 

]
, yj(])h > 0,

f]+1 yj(]+1)h  �
m!2βy

β(]+1)−1
j(]+1)h

(] − 1)!]!
1 − yj(]+1)h  2 − yj(]+1)h 

β(]+1)− 1
1 − y

β
j(]+1)h 2 − yj(]+1)h 

β
 

]− 1
, yj(]+1)h > 0.

(14)

*e LL function of ℓ3 for α and β based on MRSSE is

ln ℓ3∝ 

sx

e�1


q

i�1
(αq − 1)ln xi(q)eT1  + ln 1 − xi(q)e   + 

sx

e�1


n

i�q+1
(α(q + 1) − 1)ln xi(q+1)eT2 

+ sxn ln α + sym ln β + 

sx

e�1


n

i�q+1
ln 1 − xi(q+1)e  +(q − 1)ln 1 − x

α
i(q+1)eT2

α
  

+ 

sx

e�1


q

i�1
q ln 1 − x

α
i(q)eT1

α
  + 

sy

h�1


]

j�1
(β] − 1)ln yj(])hN1  + ln 1 − yj(])h  

+ 

sy

h�1


m

j�]+1
(β(] + 1) − 1)ln yj(]+1)hN2  + 

sy

h�1


m

j�]+1
ln 1 − yj(]+1)h  +(] − 1)ln 1 − y

β
j(]+1)hN2

β
  

+ 

sy

h�1


]

j�1
] ln 1 − y

β
j(])hN2

β
 ,

(15)
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where T1 � (2 − xi(q)e), T2 � (2 − xi(q+1)e), N1 �

(2 − yj(])h), and N2 � (2 − yj(]+1)h). Hence,

z ln ℓ3
zα

�
n
∗

α
+ 

sx

e�1


q

i�1
q ln xi(q)eT1  + 

sx

e�1


n

i�q+1
(q + 1)ln xi(q+1)eT2 

− 

sx

e�1


q

i�1

q ln xi(q)eT1 

x
−α
i(q)eT1

−α
− 1

+ 

sx

e�1


n

i�q+1

(q + 1)ln xi(q+1)eT2 

x
−α
i(q+1)eT2

−α
− 1

,

(16)

z ln ℓ3
zβ

�
m
∗

β
+ 

sy

h�1


]

j�1
] ln yj(])hN1  + 

sy

h�1


m

j�]+1
(] − 1)ln yj(]+1)hN2 

− 

sy

h�1


]

j�1

] ln yj(])hN 1

y
−β
j(])hN1

−β + 

sy

h�1


m

j�]+1

(] − 1)ln yj(]+1)hN2 

y
−β
j(]+1)hN2

−β
− 1

.

(17)

We solve “Equations (16) and (17) equal to zero” to take
out the ML estimators. Further, we insert the obtained ML
estimators in Equation (2) to have an estimator of R.

4.3. Estimation with an Odd Strength and Even Stress Sizes.
Here, we get the ML estimator of R under the following
configuration: based on the MRSSO, we select observed
samples of X from the distribution TL(α); based on the
MRSSE, we select observed samples of Y from the distri-
bution TL(β).

Suppose that Xi(g)e, where i� 1,. . .,n, e� 1,. . .,sx,
g � [(n + 1)/2], with sample size nsx, where n is the odd set
size and sx is the number of cycles, is the observed MRSSO
from the distribution TL(α), and that {Yj(v)h, j� 1,. . .,v;
h� 1,. . .,sy} ∪ {Yj(v+1)e, j� v+ 1,. . .,m; h� 1,. . .,sy}, with even
set sizes where ] � m/2, is the observed MRSSE selected
from the distribution TL(β). *erefore, the associated
likelihood function ℓ4 is

ℓ4 � 

sx

e�1


n

i�1
fg xi(g)e  

sy

h�1


]

j�1
f] yj(])h  

sy

h�1


m

j�]+1
f]+1 yj(]+1)h , (18)

where the PDFs of Xi(g)e, Yj(v)h, and Yj(v+1)h are as defined
before. *e LL of the observed data is

ln ℓ4∝ sxn ln α + sym ln β + 

sx

e�1


n

i�1
(αg − 1)ln xi(g)e 2 − xi(g)e   + 

sx

e�1


n

i�1
ln 1 − xi(g)e 

+ 

sx

e�1


n

i�1
(g − 1)ln 1 − x

α
i(g)e 2 − xi(g)e 

α
  + 

sy

h�1


]

j�1
(β] − 1)ln yj(])hN1 

+ 

sy

h�1


]

j�1
ln 1 − yj(])h  + 

sy

h�1


m

j�]+1
(β(] + 1) − 1)ln yj(]+1)hN2  + 

sy

h�1


m

j�]+1
ln 1 − yj(]+1)h 

+ 

sy

h�1


]

j�1
] ln 1 − y

β
j(])hN1

β
  + 

sy

h�1


m

j�]+1
(] − 1)ln 1 − y

β
j(]+1)hN2

β
 .

(19)

Maximizing ln ℓ4 with respect to α and β, we obtain the
ML estimators.*e partial derivatives of ln ℓ4 with respect to
the parameters are given by
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z ln ℓ4
zα

�
n
∗

α
+ 

sx

e�1


n

i�1
g ln xi(g)e 2 − xi(g)e   − 

sx

e�1


n

i�1

(g − 1)ln xi(g)e 2 − xi(g)e  

x
−α
i(g)e 2 − xi(g)e 

−α
− 1

, (20)

z ln ℓ4
zβ

�
m
∗

β
+ 

sy

h�1


]

j�1
] ln yj(])hN1  + 

sy

h�1


m

j�]+1
(] + 1)ln yj(]+1)hN2 

− 

sy

h�1


]

j�1

] ln yj(])hN1 

y
−β
j(])hN1

−β
− 1

+ 

sy

h�1


m

j�]+1

(] − 1)ln yj(]+1)hN2 

y
−β
j(]+1)hN2

−β
− 1

.

(21)

*ere appear to be no closed form solutions to Equations
(20) and (21) when equal with zero. As a result, numerical
techniques are used to find the solution.

4.4. Estimation with an Even Strength and Odd Stress Sizes.
Here, the estimator of R� P(YMRSSO<XMRSSE) is derived,
where X is selected from the distribution TL (α) based on the
MRSSE and Y is selected from the distribution TL(β) based
on the MRSSO. Let {Xi(q)e, i� 1,. . .,q; e� 1,. . .,sx} ∪ {Xi(q+1)e,

i� q+ 1,. . .,n; e� 1,. . .,sx}, where q � n/2 and Yj(k)h where
j� 1,. . .,m, d� 1,. . .,sy, and h� [(m + 1)/2]. *e likelihood
function ℓ5 of the observed data is given by

ℓ5 � 

sx

e�1


q

i�1
fq xi(q)e  

sx

e�1


n

i�q+1
fq+1 xi(q+1)e  

sy

h�1


m

j�1
fk yj(k)h .

(22)

*erefore, the LL function of ℓ5 for observed data is

ln ℓ5∝ sxn ln α + sym ln β + 

sx

e�1


q

i�1
(αq − 1)ln xi(q)eT1  + ln 1 − xi(q)e   + 

sx

e�1


q

i�1
q ln 1 − x

α
i(q)eT

α
1 

+ 

sx

e�1


n

i�q+1
(α(q + 1) − 1)ln xi(q+1)eT2  + ln 1 − xi(q+1)e   + 

sx

e�1


n

i�q+1
(q − 1)ln 1 − x

α
i(q+1)eT

α
2 

+ 

sy

h�1


m

j�1
(βk − 1)ln yj(k)h 2 − yj(k)h   + 

sy

h�1


m

j�1
ln 1 − yj(k)h  +(k − 1)ln 1 − y

β
j(k)h 2 − yj(k)h 

β
 .

(23)

*eML estimators of both parameters are determined by
maximizing ln ℓ5. *e first partial derivatives of α and β are
represented by

z ln ℓ5
zα

�
n
∗

α
+ 

sx

e�1


q

i�1
q ln xi(q)eT1  + 

sx

e�1


n

i�q+1
(q + 1)ln xi(q+1)eT2  − 

sx

e�1


q

i�1

q ln xi(q)eT1 

x
−α
i(q)eT1

−α
− 1

+ 

sx

e�1


n

i�q+1

(q − 1)ln xi(q+1)eT2 

x
−α
i(q+1)eT2

−α
− 1

,

(24)

z ln ℓ5
zβ

�
m
∗

β
+ 

sy

h�1


m

j�1
k ln yj(k)h 2 − yj(k)h   − 

sy

h�1


m

j�1

(k − 1)ln yj(k)h 2 − yj(k)h  

y
−β
j(k)h 2 − yj(k)h 

−β
− 1

. (25)

*e ML estimators of the parameters are con-
structed by setting Equations (24) and (25) to zero and
solving them numerically. Putting the ML estimator of α
and β in Equation (2), we obtain the SS reliability
estimator.

5. Simulation Results

*e results of a simulation are compared with the perfor-
mance of estimators based on RSS and MRSS. For a wide
range of sample sizes and parameter settings, the absolute
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bias (AB), mean square error (MSE), and relative efficiency
(RE) criteria are used to investigate the estimated reliability.
*e following set sizes and number of cycles are taken into
account when developing the simulation: (n, m)�(2, 2), (2,
3), (3, 2), (3, 3), (3, 4), (4, 3), (4, 4), (5, 5), (6, 6), (7, 7), and
sx � sy � 5, respectively. As presented earlier, the sample sizes
are given by sxn and sym for the RSS and MRSS sampling
schemes. Also, (n∗, m∗)�(10, 10), (10, 15), (15, 10), (15, 15),
(15, 20), (20, 15), (20, 20), (25, 25), (30, 30), (35, 35) are
selected as sample sizes for SRS. *e parameter values are
determined as (α, β)�(3, 2), (5, 2), (5, 1), (4, 0.4), giving
R� 0.600, 0.714, 0.833, and 0.933, respectively. From the
distributions TL(α) and TL(β), 1000 random samples are
generated. In this setting, the definition of efficiency is as
follows:

efficiency RRSS, RSRS(  �
MSE RSRS( 

MSE RRSS( 
,

efficiency RMRSS, RSRS(  �
MSE RSRS( 

MSE RMRSS( 
,

(26)

efficiency RMRSS, RRSS(  �
MSE RRSS( 

MSE RMRSS( 
. (27)

Furthermore, the absolute bias is defined
byAB(Rδ) � |R − E(Rδ)|, δ � SRS,RSS,MRSS.

*e ABs and MSEs of the reliability estimates based on
the SRS, RSS, andMRSS are summarized in Tables 1–4.*ey
also show the efficiency of the RSS and MRSS-based reli-
ability estimates with respect to the SRS, as well as the ef-
ficiency of the MRSS with respect to the RSS, for different
sample sizes and distribution parameters.

We can deduce the following from Tables 1–4:

(i) For all scenarios, the reliability estimates under the
RSS scheme outperform the corresponding ones
under the SRS (see Tables 1–4)

(ii) *e reliability estimates under the MRSS scheme
outperform the corresponding ones under SRS in
most situations, except when X has an odd set size
and Y has even set sizes at R� 0.6 (see Tables 1–4)

(iii) *e reliability estimates under the MRSS scheme
outperform the corresponding ones under the RSS
in most situations, except at (n, m)� (2, 2) where
R� 0.6 and at (n, m)� (4, 4) where R� 0.833 (see
Table 1)

(iv) *e reliability estimates under the MRSS scheme
outperform than the corresponding ones under the
RSS in most situations, except at (n, m)� (5, 5),
where R� 0.714 (see Table 2)

(v) *e reliability estimates under the RSS scheme
outperform the corresponding ones under the
MRSS for all cases (see Table 3)

(vi) *e reliability estimates under the RSS scheme
outperform the corresponding ones under the
MRSS for all cases for (n, m)� (2, 3) except at
R� 0.833 while the reliability estimates under the

MRSS scheme outperform the corresponding ones
under the RSS for all of the situations at (n, m)�

(4, 3) except R� 0.9 (see Table 4)

6. Conclusions

In this manuscript, we have examined the estimation of the
unknown reliability measure R� P [Y<X], assuming that X
and Y are modeled by independent identically distributed
RVs from the TL distribution. We obtain the ML estimator
of R in the setting of the SRS or RSS. In the MRSS design, we
establish the reliability estimator of R in four situations. In
the first and second situations, we obtain the reliability
estimator when both X and Y have the same set size. *e
reliability estimator is derived in the third and fourth sit-
uations when the observed samples from the stress distri-
bution have the MRSSO and the observed samples from the
strength distribution have the MRSSE, and vice versa. We
check the performance of different estimates through nu-
merical studies.
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As an important part of automobile, the quality and safety of automobile engine high-pressure oil circuit seal parts are an
important indicator of the manufacturer’s production process. In order to improve the detection accuracy and efficiency of seal
parts in the traditional production process, the defect detection method on the surface of the seal was studied. A K-Means
clustering image segmentation algorithm based on particle swarm optimization was proposed. To detect the surface defects of
seals, first, preprocess the seal image. ,en, use the SURF algorithm to extract the feature points of the seal image. Finally,
according to the particle swarm fitness variance function, select the insertion point calculated by combining particle swarm
optimization and K-Means algorithm. ,rough iteration, optimize the initial clustering center of K-Means algorithm. ,e
efficiency of K-Means algorithm clustering iteration is improved. ,e test verifies the applicability of the algorithm in the actual
process, and it can be used to accurately detect seals. Experimental results show that the detection accuracy rate reaches 98%,
which is highly applicable to the actual production.

1. Introduction

As an important part of the automobile engine oil circuit, the
high-pressure oil circuit seal of the automobile engine is very
important for the entire driving process of the automobile to
ensure the integrity of the seal. In the production process, it
is of great significance to ensure the accuracy and efficiency
of seal defect detection. With the development of industrial
automation technology, the application range of machine
vision technology has been continuously expanded, and it
has achieved greater application and development in the
application of industrial product inspection [1]. ,is article
takes automotive engine high-pressure oil circuit seals as the
research object and aims at the disadvantages of traditional
observer visual inspection, inspector touch, and surface
whetstone polishing stampings, which are labor-intensive,
time-consuming, low detection accuracy, and efficiency [2].
A machine vision-based surface defect detection system for
high-pressure oil circuit seals of automobile engines is
established.

Surface defect detection based on machine vision is
realized by pattern recognition of surface defect charac-
teristic parameters through image processing algorithm.
Pattern recognition includes supervised and unsupervised
learning modes. ,e image features are classified and rec-
ognized by constructing a classifier. Zhang Hongjie et al. [3]
used principal component analysis to eliminate the cross-
correlation between image features. Build a solder joint
quality classifier based on minimum risk Bayesian image
recognition technology. Effectively evaluate the solder joint
quality. In order to improve the reliability and stability of
traditional hub defect detection based on X-ray image,Wang
and Zhang [4] proposed an automatic hub defect recogni-
tion algorithm based on improved fuzzy pattern classifica-
tion. Classify and grade hub defects. Wiltschi et al. [5] tested
the surface quality of steel plate image based on the mini-
mum distance. Pernkopf [6] constructed Bayesian network
classifier. ,e likelihood calculation is completed by the
coupled hiddenMarkov random field.,e detection of billet
surface defects is realized.
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,rough the collection and analysis of the seal image data
samples, it is found that, during the production process in the
factory, the process technology and the cutting and handling
of the parts will cause defects such as scratches and melting
points on the surface of the seal. Starting from the feature
extraction, defect classification, and detection algorithm of the
surface defects of the seal, this paper proposes a K-Means
clustering image segmentation algorithm based on particle
swarm optimization to detect surface defects of seals.

2. Design of the Visual Inspection System

,e seal visual defect detection system described in this
article mainly includes three modules: image acquisition,
image processing, and image display. ,e functions of each
module are shown in Figure 1. ,e main operation process
of the inspection system is to collect the digital image of the
seal through the image acquisition module and store the
image in the computer memory through the conversion of
the photoelectric signal to obtain the real-time image of the
target part. ,en the image is processed by the image
processing software in the image processing module to
detect the integrity of the target seal parts. Finally, through
the image display module, the defect characteristics of the
seal and the result image of the inspection are displayed on
the human-computer interaction interface.

,e specific experimental process is as follows:

(1) Image acquisition: the first is the construction of the
experimental platform.,e selected camera and light
source are fixed through the bracket, and the height
of the camera and the illumination angle of the light
source are adjusted according to the designed
lighting scheme, so that the camera can collect a clear
seal within the field of view. ,rough the host
computer processor, save the collected image data.

(2) Image processing: the image algorithm processing
process of automobile engine oil circuit seals in-
cludes image preprocessing, image target area feature
extraction, and defect area target segmentation. ,is
paper analyzes the characteristics of the seal itself
and the characteristics of surface defects and uses the
operations of extracting RGB image components,
image filtering, and background removal to achieve
image preprocessing operations. After that, the
SURF (Speeded-Up Robust Features) algorithm is
used to extract the feature point data of the image
surface, and the initial coordinate data set is estab-
lished. According to the extracted image feature data,
the initial center is optimized by the particle swarm
optimization algorithm, and the image segmentation
is realized by the K-Means clustering algorithm.

(3) Image display: in the process of experimental image
acquisition, combined with the SDK development kit
that comes with the camera, a human-computer
interaction interface based on MFC is established,
which displays the seal image under the camera lens
in real time and can display the processed seal image
and the processing result, to facilitate the statistics

and analysis of experimental results. Figure 2 shows
the structure diagram of the image acquisition sys-
tem of the visual inspection system in this article and
the physical picture of the laboratory.

2.1. Design of the Optical Scheme for Surface Defect Detection.
,e related hardware content design of the laboratory
lighting scheme include the selection of cameras, lenses, and
light sources. ,e specific design principles of the lighting
scheme will be introduced below based on optical principles.
Figure 3 shows the optical path principle diagram of the
scratches on the surface of the seal and the melting point
defect under the laboratory ring light.

In the schematic diagram in Figure 3 on the left, position
A in the figure is the defect position, which is recessed
downward for the complete surface. As shown in the route of
light path 2 in the figure, the incident light enters the defect
area, and there is a pit at A, making the incident angle change
and enter the area of the camera lens photosensitive chip,
and it receives a stronger signal and the brightness is
stronger. ,e scratches on the surface of the collected seals
have high brightness and obvious defect features. For the
schematic on the right, point B in the figure is the melting
point defect area. After being illuminated by the ring light
source shown in the figure, the melting point of the defect in
the image can make the light path reflect vertically into the
lens area, and the melting point area is brighter.

2.2. Image Preprocessing. For seals under experimental il-
lumination, light reflection is easily caused by the influence
of their own metal properties, forming a bright area on the
surface of the seal, which affects the detection of defect
features. ,erefore, the pixel value of the seal image is first
transformed through the image inversion, and then the B
color component of the RGB image of the seal is extracted to
highlight the two defect features on the surface of the seal.
,e result is shown in Figure 4.

In order to effectively extract the characteristic infor-
mation of the surface of the seal image, it is necessary to
perform further filtering processing on the seal image to
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Figure 1: ,e overall architecture diagram of the visual inspection
system.
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Figure 4: B component image of the RGB image. (a) Scratches. (b) Melting point.
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reduce the noise information introduced by the environ-
ment and the equipment itself as much as possible and
obtain high-quality sample images. Comparing the advan-
tages and disadvantages of several commonly used filtering
operations, such as two linear filtering methods, mean fil-
tering, and Gaussian filtering, the filtering operation of the
target image is realized through the principle of averaging,
which is easy to filter out the boundary information of the
image. But it is not conductive to the image feature infor-
mation extraction [7]. ,erefore, consider the use of a
nonlinear median filtering method. ,e filtered image is
shown in Figure 5.

Generally, the quality of image filtering is evaluated by
calculating the similarity before and after image processing.
,e parameters commonly used in image similarity calcu-
lation include mean absolute error (MAE), root mean square
error (MSE), normalized mean square error (NMSE), signal-
to-noise ratio (SNR), and peak signal-to-noise ratio (PSNR)
[8]. ,is paper compares the filtering effects of the two
templates of median filtering by calculating the values of the
root mean square error (MSE), peak signal-to-noise ratio
(PSNR), and signal-to-noise ratio (SNR) before and after
image processing.

,e root means square error (MSE) calculation formula
of the image is shown as follows:

MSE �
1

M × N


M

i�1


N

j�1
(f(i, j) − g(i, j))

2
, (1)

where f(i, j) and g(i, j), respectively, represent the original
image before and after filtering and the image to be eval-
uated. M and N, respectively, represent the length and width
of the two images before and after processing, and the length
and width of the two images. ,e dimensions are the same.

,e formula for calculating the peak signal-to-noise ratio
(PSNR) is as follows:

PSNR � 10 log10
Q

2
M × N


M
i�1 

N
j�1 (f(i, j) − g(i, j))

2

� 10 log10
Q

2

MSE
� 10 log10

2n
− 1

MSE
.

(2)

Q is the gray level of the image pixel, generally 255; n is
the binary digits used by a pixel, generally 8 bits.

,e signal-to-noise ratio (SNR) formula is as follows:

SNR(dB) � 10 log10


M
x�1 

N
y�1 f(x, y)

2


M
x�1 

N
y�1 (f(x, y) − g(x, y))

2.

(3)

Here, f(x, y) is the sum of the original image g(x, y)

and the noise signal e(x, y) the MSE, PSNR and SNR of
Scratches and Melting point is shown in Table 1.

Compare the calculation results in the table, where the
root mean square error calculates the mean square value of
the image before and after the filtering process, and judge the
degree of distortion of the processed image from this. ,e
lower the root mean square error value, the smaller the

difference between the corresponding two images, and the
less the distortion of the image. ,e peak signal-to-noise
ratio is calculated by the ratio of the maximum signal
amount of the image to the noise intensity. ,e higher the
value of the peak signal-to-noise ratio [9], the closer the
quality between the two images before and after filtering.,e
signal-to-noise ratio is used to compare the qualities of the
two images before and after the filtering operation. ,e
larger the value of the signal-to-noise ratio, the better the
image quality after filtering. ,erefore, this paper selects a
filter template with a size of 3× 3 to filter the seal image.

2.3. Feature Extraction of the Seal Image Surface. ,e SURF
algorithm is a local feature point detection and description
algorithm, proposed by Herbert Bay. SURF is an im-
provement on the SIFT (Scale-Invariant Feature Transform)
algorithm proposed by David Lowe in 1999. It improves the
execution efficiency of the algorithm and provides the al-
gorithm for its application in real-time computer vision
systems [10, 11]. ,e basic steps of the SURF algorithm for
extracting image feature points are the same as the SIFT
algorithm, but the SURF algorithm proposes an improve-
ment to the SIFT algorithm feature extraction and de-
scription method and adopts a more efficient method. ,e
algorithm implementation process is as follows.

2.3.1. Construction of the Hessian Matrix to Generate the
Feature Points of the Image. ,e construction process of the
Hessian matrix is equivalent to the Gaussian convolution in
the SIFT algorithm. ,e purpose is to generate a relatively
stable feature point in the target image to prepare for the
feature extraction below. ,e function is similar to that of
Laplacian and Canny edge detection. Edge Features. ,e
Hessian matrix is a square matrix composed of the second-
order partial derivatives of a multivariate function. It de-
scribes the local curvature of the function. It was proposed
by the German mathematician Ludwin Otto Hessian in the
19th century [12, 13].

Set an input digital image f(x, y), and its Hessianmatrix
is as follows:

H(f(x, y)) �

z
2

f

zx
2

z
2
f

zx zy

z
2
f

zx zy

z
2
f

zy
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

Construct a Hessian matrix for the image after Gaussian
filtering and convolution, which is expressed as

H(x, σ) �
Lxx(x, σ) Lxy(x, σ)

Lxy(x, σ) Lyy(x, σ)
⎡⎣ ⎤⎦. (5)

When the discriminant of the Hessian matrix takes the
local maximum, it means that the current point takes the
extreme value among the pixels in the surrounding neigh-
borhood, and the coordinates of the image feature points can
be located. In the description of discrete digital images, the
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first derivative is defined as the gray level difference of
adjacent pixels:

Dx � f(x + 1, y) − f(x, y). (6)

,e second derivative is the second derivative of the first
derivative:

Dxx � [f(x + 1, y) − f(x, y)] − [f(x, y) − (x − 1, y)]

� f(x + 1, y) + f(x − 1, y) − 2 × f(x, y).

(7)

On the other hand, look at the discriminant of the
Hessian matrix, which is actually the second-order partial
derivative in the horizontal direction of the current point
multiplied by the second-order partial derivative in the
vertical direction and then the quadratic of the horizontal
and vertical second-order partial derivatives of the current
point:

det(H) � Dxx × Dyy − Dxy × Dxy. (8)

In order to improve the calculation speed, the Gaussian
filter in the SIFT algorithm is approximately replaced by a
box filter in the SURF algorithm, and a weighting coefficient
ω is added to balance the error caused by the box filter
approximation [14]. ,e value of ω is approximately 0.9.

det(H) � Dxx × Dyy − 0.9 × Dxy 
2
. (9)

,e schematic diagrams of Gaussian filter and box filter
are shown in Figure 6. Figure 6(a) shows the value of the
second derivative of the Gaussian filter template in the
vertical direction of the image Dyy and Dxy. Figure 6(b)
shows the result of the approximate replacement of the box
filter. ,e pixel value of each color area is shown in the
figure.

2.3.2. Construction of Scale Space. Expressed by the algo-
rithm pyramid, in the SIFT algorithm, the original image is
continuously Gaussian smoothing and downsampling, and
the Gaussian blur coefficient is gradually increasing. In the
SIFT algorithm, the image of the next layer is highly de-
pendent on the image of the previous layer, and the size of
the image needs to be reset to half of the previous layer, but
the image size in the same layer is the same, which makes the
algorithm process more computationally expensive. SURF is
the opposite. While keeping the original image unchanged,
the template size and blur coefficient of the box filter
gradually increase, as shown in Figure 7.

2.3.3. Precise Positioning of Feature Points. ,e steps of
locating feature points in SURF algorithm and SIFT algo-
rithm are the same. Add preset extreme points to filter
feature points, and discard smaller feature points. In the
detection process, the pixels processed by the Hessianmatrix
are compared with the remaining points in the own scale
layer and the points in the upper and lower scale layers to

(a) (b)

Figure 5: ,e filtered image. (a) Scratches. (b) Melting point.

Table 1: Comparison of the effects of the two templates of median filtering.

Defect category Template size MSE PSNR SNR

Scratches 3× 3 291.6471 23.4822 22.5117
5× 5 284.5962 23.5885 22.6180

Melting point 3× 3 100.9967 28.0877 27.0636
5× 5 149.3811 26.3878 25.3637

Table 2: Principles of image defect classification.

Characteristic parameters Classification rules Classification result

Dispersion and rectangularity
Dispersion <2.05

ScratchesRectangularity <7.17
Aspect ratio <6.05

Rectangularity and aspect ratio Rectangularity <3.56 Melting pointAspect ratio <2.28
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realize the preliminary positioning of the key points, and
then screen the wrong and weaker key points, and get the
final feature point. Figure 8 shows the detection principle of
the 3× 3 filter.

2.3.4. Determination of the Main Direction. In order to have
rotation invariance, each feature point needs to be assigned a
reproducible direction [15]. ,e SIFT algorithm uses the
histograms of the directions near the feature points and
selects the largest and occupies a larger proportion of the
directions as the main direction. ,e SURF algorithm first
counts the total amount of characteristic responses of Haar
wavelets in the horizontal and vertical directions of all
feature points in the 60-degree fan-shaped area, then rotates
the fan-shaped area to count the characteristic responses of
the Haar wavelet in the entire circular area, and finally selects
the longest in the fan-shaped direction. ,e vector direction
locates the main direction of the feature point [16]. ,e
whole process is shown in Figure 9.

2.3.5. SURF’s Feature Point Descriptor. First divide a rect-
angular area with a feature scale of 20 in the feature area,
rotate it to the main direction of the feature point, then
divide the rectangular area into 4× 4 subareas along the

main direction, and use the Haar template with a scale of 2 to
calculate each subarea. Wavelet response values are within
the range. Count the wavelet response values of
 dx,  |dx|,  dy,  |dy| as the feature vector of the
subregion.

Vi �  dx, |dx|,  dy, |dy| . (10)

Here,  dx represents the sum of Haar wavelet features
in the horizontal direction;  |dx| represents the sum of
absolute values of Haar wavelet features in the horizontal
direction;  dy represents the sum of Haar wavelet features
in the vertical direction;  dy represents the sum of absolute
value of Haar wavelet features in the vertical direction [17];
and Vi represents the vector of each subregion. Since the
square area contains 4∗4 subareas, the feature descriptors of
SURF have a total of 4∗ 4∗ 4 dimensional vectors, as shown
in Figure 10.

,e feature points on the surface of the seal are extracted
by the SURF algorithm, as shown in Figure 11.

Figure 11(a) is the origin image of seal with scratch,
Figure 11(b) is the feature of scratch, Figure 11(c) is the
original image of seal with melting point, and Figure 11(d) is
the feature of melting point. From the experimental result
image, it can be seen that the feature points of the image area
can be effectively extracted by the SURF algorithm, and the

1

1

-2

1

1-1

-1

(a) Gaussian filter

(b) Box filter

Figure 6: Schematic diagram of Gaussian filter and box filter. (a) Gaussian filter. (b) Box filter.

Sc
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e
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al
e

Figure 7: SIFT and SURF algorithm pyramid.
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(a) (b) (c) (d)

Figure 11: Image feature point extraction based on SURF algorithm.

Sc
al
e

Figure 8: Feature point positioning.

Figure 9: Determination of the main direction of feature points.

dxdx

dy

|dx|

|dy|

dy

Main direction

Haar wavelet
template

∑
∑
∑

∑

Figure 10: ,e structure of the SURF feature descriptor.
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coordinate values of the feature points in the image can be
obtained. Provide numerical values for the following particle
swarm optimization, and select the initial clustering center
of K-Means clustering image segmentation.

3. Research of Image Segmentation Algorithm

3.1. K-Means Clustering Algorithm. Under the experimental
lighting of the seal, the pixel distribution on the surface of
the collected seal image is uneven. Compared with the image
segmentation method based on threshold and edge, the
K-Means algorithm is a clustering algorithm based on
partition, which calculates the distance between clustering
objects.,e Euclidean distance judges the similarity between
cluster objects [18, 19].,e larger the Euclidean distance, the
higher the similarity between cluster objects, and the easier it
is to be classified into the same category; otherwise, the
opposite is true. ,erefore, this paper uses K-Means clus-
tering and segmentation to realize the detection of the
surface defect area of the seal.

Generally speaking, the K-Means algorithm process is as
follows.

If we define the input sample set D � x1, x2, . . . xm , the
number of clusters is k, and the maximum number of it-
erations is N; the output is the class division
C � C1, C2, . . . Ck :

(1) Randomly select k samples from the sample data set
D as the initial k cluster center vectors:
μ1, μ2, . . . , μk .

(2) For n� 1, 2, ..., N:

(1) Initialize the class division C as
Ct � ∅，t � 1, 2, . . . k.

(2) Let i� 1, 2, ..., m, calculate the distance between
sample xi and each cluster center vector
μj(j � 1, 2, . . . k):

dij � xi − μ2j2. (11)

Cλi
� Cλi
∪ xi . (12)

Mark the sample xi with the smallest distance
from the cluster center as dij, and its corre-
sponding category is λi, and update the output
category by

Cλi
� Cλi
∪ xi .

μj �
1

Cj






x∈Cj

x.
(13)

(3) Let j� 1, 2, ..., k, and divide all sample points in
the output class Cj by formula (13) to recalculate
new cluster centers:

μj �
1

Cj






x∈Cj

x. (14)

(4) If the cluster center vectors of all k samples have
not changed, repeat step (3).
Mark the sample xi with the smallest distance
from the cluster center as dij, and its corre-
sponding category is λi, and update the output
category by

Cλi
� Cλi
∪ xi .

μj �
1

Cj






x∈Cj

x.
(15)

(3) Let j� 1, 2, ..., k, and divide all sample points in
the output class Cj by formula (13) to recalculate
new cluster centers:

μj �
1

Cj






x∈Cj

x. (16)

(4) If the cluster center vectors of all k samples have
not changed, repeat step (3).

(3) Let j� 1, 2, ..., k, and divide all sample points in
the output class Cj by formula (13) to recalculate
new cluster centers:

μj �
1

Cj






x∈Cj

x. (17)

(4) If the cluster center vectors of all k samples have
not changed, repeat step (3).

(3 )Output the result of class division:
C � C1, C2, . . . Ck .

According to the process of the K-Means algorithm, the
clustering process of the K-Means algorithm is easily affected
by the initial cluster center, and it is easy to fall into the local
optimum during the clustering iteration process. In order to
improve the shortcomings of the K-Means algorithm, this
paper introduces a particle swarm optimization algorithm to
optimize the initial center and iterative process of the
K-Means algorithm to improve the clustering accuracy and
computational efficiency of the original algorithm.

3.2. Particle Swarm Optimization Algorithm. ,e basic idea
of the particle swarm optimization algorithm is to simulate
the migration and gathering behavior of a flock of birds in
the process of foraging [20, 21]. Each individual in the flock
of birds is regarded as a particle (particles have only two
attributes: speed and position). ,e collection of individuals
is the population. ,e specific calculation process is as
follows:

(1) Initialization: at the beginning of the algorithm, each
particle is given a random initial position and ve-
locity to form an initial population.

(2) Find the individual extreme value and the global
optimal solution: calculate the fitness value of each
particle according to the defined fitness function, and
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filter out a global value by comparing the fitness
value corresponding to the historical best position,
which is called the current iteration number, the
optimal solution. ,en, the iterative calculation
process is repeated, compared with the previously
recorded global optimal value, and the individual
extreme value and the global optimal solution of the
search space are updated.

(3) ,e formula for speed and position update is as
follows:

Vid � ωVid + C1random(0, 1) P bestid − Xid( 

+ C2random(0, 1) g bestd − Xid( ,

Xid � Xid + Vid.

(18)

Here, ω(ω≥ 0) represents the inertia factor. When the
value of ω is large, the local optimization ability and global
optimization ability of the algorithm are stronger; when the
value of ω is small, the local optimization ability of the
algorithm is stronger. ,e global optimization capability is
the opposite. ,erefore, the local optimization performance
and global optimization performance of the algorithm flow
can be adjusted by adjusting the size of ω. C1 and C2
represent acceleration constants, C1 represents the indi-
vidual learning factor of each particle in the search space,
and C2 represents the social learning factor of each particle
in the search space. Generally, take C1 � C2 ∈ [0，4].
Random (0,1) represents a random number on the interval
[0,1], P bestid represents the d-th dimension of the indi-
vidual extreme value of the i-th variable, and gbestd rep-
resents the d-th dimension of the global optimal solution.
Vid and Xid, respectively, represent the d-th dimension
component of the flight velocity vector and position vector
of the iterated particle i.

Termination conditions are as follows:

(1) Reach the set number of iterations.
(2) ,e difference between the algebras satisfies the

minimum limit

3.3. K-Means Clustering Algorithm Based on Particle Swarm
Optimization. Comparing the calculation processes of the
above two intelligent algorithms, in order to achieve a
reasonable combination of the two algorithm principles to
achieve efficient segmentation and recognition of seal im-
ages, a K-Means clustering image segmentation method
based on particle swarm optimization is proposed. ,e al-
gorithm principles are as follows.

First, by extracting the feature points on the surface of
the seal image, the coordinate data of the feature points on
the surface of the seal image is obtained, and the coordinates
of all the feature points are regarded as a data set. ,e
advantage of the particle swarm optimization algorithm is
that it can search for the global optimal value in the entire
image space. ,e particle swarm algorithm is used to op-
timize the calculation of the seal image feature coordinate

data set, and the optimal value of the coordinate data of the
surface defect area of the seal can be obtained, and the
feature point data coordinate closest to the optimal solution
is selected as the initial of the K-Means clustering algorithm.
For the cluster center, the number of cluster categories is
determined by the number of optimal solutions after the
final optimization. At the same time, the clustering iteration
process of the K-Means algorithm improves the short-
comings of the slower convergence speed of the particle
swarm algorithm in the later stage and improves the
computational efficiency of the algorithm in the later stage
[20]. According to the relevant references, the particle
swarm algorithm does not need to perform clustering op-
erations during the global search process. It is necessary to
start the clustering process of the K-Means algorithm when
the particle swarm algorithm reaches the convergence of the
initial data processing and start the local search. Among
them, the starting point of particle swarm algorithm con-
vergence needs to be judged based on the overall change of
the fitness of all particles. ,e criterion function for eval-
uating the clustering effect of the K-Means algorithm is used
as the fitness function for evaluating the particle position
performance of the particle swarm optimization algorithm,
and the fitness value is used to determine the quality of the k
clustering centers corresponding to the particle position in
the particle swarm optimization algorithm [22]. ,e fitness
function f(x) can be defined as

f(x) � 
k

j�1


xi∈cj

xi − zj
⎛⎝ ⎞⎠. (19)

Here, f(x) represents the value of the fitness function
when the particle position is x, Cj(1≤ j≤ k) represents the
jth class in the clustering calculation process, Zj represents
the cluster center of the cluster category Cj, and Xi rep-
resents the data sample in the feature data set. ,e smaller
the fitness value, the tighter the combination of the data
sample objects within the class, and the better the effect of
the clustering algorithm. When the particle i is in the t+ 1th
iteration, if f(xi(t + 1))<f(pbesti(t)), then pbesti(t + 1)

� xi(t + 1); otherwise, pbesti
(t + 1) � pbesti(t). If minf(pbesti

(t + 1))<f(Gbest(t)), then Gbest(t + 1) � pbestmin
(t + 1);

otherwise, Gbest(t + 1) � Gbest(t).
,e overall fitness variance is defined as

σ2 � − 
n

i�1

fi − favg

f
 

2

. (20)

Here, n is the number of particles; fi is the fitness
value of the i-th particle; favg is the current average fitness
of the particle swarm. When σ2 <m<m, m is a certain
threshold (20-30), indicating that the particle swarm
optimization algorithm has entered the convergence
stage and can start to execute the subsequent K-Means
clustering algorithm to achieve the target seal defect area
segmentation. ,e processing effect of the seal image is
shown in Figure 12. Figures 12(a) and 12(b) are the seals
with scratch. Figures 12(c) and 12(d) are seals with
melting point.
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3.4. Comparison of Various Image Segmentation Algorithms.
,e image segmentation method proposed in this paper and
several common image segmentation algorithms process the
seal image as shown in Figure 13.

Figure 13(a) is scale morphological image segmentation;
Figure 13(b) is histogram threshold segmentation;
Figure 13(c) is OTSU threshold segmentation; Figure 13(d)
is image segmentation based on neural network; Figure 13(e)
is traditional K-Means clustering algorithm image seg-
mentation; Figure 13(f ) shows the K-Means clustering
image segmentation method based on particle swarm op-
timization proposed in this paper. Combining the result
image to analyze the advantages and disadvantages of several
image segmentation algorithms, the segmentation algorithm
proposed in this paper can accurately segment the defect
area of the seal image and realize the defect detection of
defective seal parts.

According to the comparison of the results of several
image segmentation algorithms, different image segmenta-
tion algorithms have different advantages and disadvantages
[23]. ,e scale morphology method is more accurate in the
division and positioning of the feature area on the surface of

the seal. ,e feature area is segmented obviously, but there
are defects such as discontinuity in the segmentation area
and more noise points; the histogram threshold segmen-
tation is greatly affected by the threshold value, and the
threshold difference is relatively large. Large area segmen-
tation is more obvious, with less noise; OTSU threshold
segmentationmethod extracts the outline of the entire image
more complete, but it is not obvious to extract the surface
defect feature of the seal, and the threshold range has a
greater impact; image segmentation based on neural net-
work has a greater impact on the image details. Feature
segmentation is more obvious, which can separate the
feature area of the seal surface defect separately, but it is
greatly affected by the pixel value and neural network pa-
rameter settings, and some features cannot be recognized;

Figure 14: Defect inspection result image.

(a) (b)

(c) (d)

Figure 12: Image segmentation result image.

(a) (b)

(c) (d)

(e) (f )

Figure 13: Comparison of this algorithm with other image segmentation algorithms.
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the traditional K-Means clustering segmentation algorithm
is affected by the initial clustering center. ,e image seg-
mentation algorithm proposed in this paper uses the particle
swarm algorithm to optimize the selected initial clustering
center and improves the convergence speed of the later
calculation of the particle swarm algorithm through clus-
tering iteration. ,e algorithm in this paper has good
continuity, high integrity, and less noise in the segmentation
of the surface feature area of the seal. It can clearly identify
the defect area on the surface of the seal.

4. Analysis of Results

,e K-Means clustering segmentation algorithm combined
with particle swarm optimization divides the seal image into
several independent regions with their own characteristics
and uses colors to mark the different regions. Analyze the
characteristic parameter attributes of seal defects (rectan-
gularity, dispersion, and aspect ratio), extract the charac-
teristic parameters of different color areas of the image after
segmentation through the feature expression function, and
screen out the defect characteristic areas of the seal that meet
the defect judgment value to achieve defect sealing. ,e
results of the inspection of parts are shown in Figure 14.
Principles of image defect classification is shown in Table 2.

After the system platform based on the machine vision
defect detection system is built, it is verified through ex-
periments whether the various indicators of the vision de-
tection system in this paper are in line with the actual
production. In this test, 50 defect samples of seals, including
scratches, melting point, oxidation, and edge contour de-
fects, were selected. ,e sample test was carried out by
mixing several types of defective seal parts. ,e results are
shown in Table 3.

From the inspection results of the samples, the detection
accuracy of the visual inspection system in this paper is 98%
for the surface defects of the seals. ,e reasons for the error
in the results are as follows: the image data of the collected
test samples is poor, and when there are many bright areas
on the surface of the seal under the influence of ambient
light, it is easy to determine the scratches and melting point
and the high light area on the surface of the seal for the
defective part.

5. Conclusion

According to the characteristics of high-pressure oil circuit
seals of automobile engines, this paper proposes a K-Means
clustering algorithm image segmentation method based on
particle swarm optimization for the scratches and melting
point defects on the surface of the seals and realizes the
image segmentation of the seals. Detection of Defects. By
extracting the RGB image color component image of the seal

and image filtering, the seal image is preprocessed; after that,
the feature points of the seal image are extracted, and the
algorithm ideas proposed in this paper are used to realize the
identification of the surface defect area of the seal. After
testing, the detection accuracy rate reaches 98%, which is
highly applicable to actual production.
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With the continuous development of artificial intelligence technology, the supply chain logistics industry has shown new changes.
*e products of the intelligent era such as smart devices, big data computing, and Internet of *ings technology have gradually
become the transformation and innovation of logistics and supply chain enterprises. *e important driving force of the logistics and
supply chain industry will greatly improve the operational efficiency of the logistics and supply chain industry.Methods. *is article
studies the technical framework of artificial intelligence and explores the upgrading and transformation of supply chain logistics
enterprises in logistics infrastructure, production tools, and logistics operation processes under the promotion of artificial intelligence
technology, from warehouse location, inventory management, warehousing operations, transportation, and distribution. *e data
analysis and prediction analyze the impact of artificial intelligence on the supply chain logistics field and finally point out the
problems in the intelligent development of the supply chain logistics field and put forward targeted suggestions to promote the
modern supply chain logistics to become more intelligent. develop*e new development trend of smart logistics is towards sharing
economy, automation, service efficiency, and cost reduction. Results. In this context, if logistics companies want to achieve higher-
quality development, they cannot do without business model innovation and larger-scale collaboration, transparency of logistics
information, and more comprehensive information sharing. *e new trend of the development of smart logistics is to develop in the
direction of sharing economy, automation, service efficiency, and cost reduction. Conclusion. Intelligence and the Internet of *ings
are the inevitable trend of the development of smart logistics, which is mainly realized through the Internet of*ings path in terms of
visual information technology, intelligent robot operation, vehicle scheduling, and cargo traceability.

1. Introduction

In 2015, the government pointed out in the “Internet +”
strategy that it is necessary to give full play to the optimi-
zation and integration role of the Internet in the allocation of
production factors, deeply integrate the Internet and various
fields of the economy and society, and enhance the inno-
vation power of all fields of society.*is strategic orientation
accelerates the application of modern smart logistics in-
formation technology in China, and the overall development
trend of the domestic and foreign logistics markets con-
tinues to improve, which has promoted the service inte-
gration demand of the logistics industry [1].

Affected by factors such as environment, terrain, and
history, the development of the logistics industry varies from
place to place [2]. Traditional logistics companies manage all

kinds of small areas and are relatively small in scale. *ey
cannot connect the entire logistics map. *erefore, how to
realize the improvement of smart logistics integration ca-
pabilities and explore a new model of logistics development
under the “Internet +” has become a key issue that needs to
be resolved in the current industry. *e impact of the In-
ternet of *ings on logistics will also be comprehensive. *e
revolutionary innovation of logistics information technol-
ogy, the agile and intelligent supply chain transformation,
the real-time traceable product distribution network, the
traceable source of medicine and food, and so on all rep-
resent the era of smart logistics.

Under the background of “Internet +” in the new era, a
new round of scientific and technological revolution has
begun. It has promoted the in-depth integration of the
Internet and the logistics industry. *e introduction of
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information systems has changed the logistics, trans-
portation, and warehousing links from no information
exchange to communicative, and queryable smart logistics
has also promoted the informatization and standardization
of logistics networks to promote information sharing and
interconnected communication [3]. *e concept of smart
logistics makes logistics people pay more attention to the
balance of various logistics links, the optimization of lo-
gistics costs and logistics services in overall planning, and the
use of modern information technology and functional
equipment. *e background of “Internet +” in the new era
has become China’s logistics. As a new driving force and
opportunity for the high-quality development of enterprises,
it is believed that under the development of information
technology innovation, logistics enterprises will enter a new
era of modernization and intelligence more quickly. And
this article mainly discusses the new model of logistics
development under the background of the Internet and
modern logistics.

*e application of artificial intelligence technology has a
certain impact on the core competitiveness of logistics
enterprises.

Influence. Hu Yue et al. (2020) based on AMOS software and
structural equation model constructed “Artificial Intelli-
gence+” from the three aspects of capital, human resources,
and knowledge management [4–6]. *e results of the study
show that manual intelligent technology capital is the core
competence that influences logistics enterprises based on
artificial intelligence technology. Among them, the level of
big data processing is the biggest factor affecting competi-
tiveness. Human resources and knowledge management will
also have a greater impact on the core competitiveness of
logistics enterprises. *e big impact is only slightly inferior
to artificial intelligence technology capital.

2. Prospects and Innovations of the Logistics
Industry Development under the
Background of “Internet +”

With the development of science and technology and the
mature Internet technology every day, there are more and
more people online; at the same time, this model has also
increased. People can carry out various activities through
various modes such as online shopping. At present, people
can buy goods without going out because of the increase in
the number of express delivery and the rapid development of
express delivery logistics systems. According to the China
Logistics Data Information Center, China’s total social lo-
gistics reached 229.7 trillion yuan in 2016 and 252.8 trillion
yuan in 2017. Since 2010, the compound growth rate has
been 10.53%, indicating the development of the logistics
system. However, the current logistics system cannot meet
people’s expectations, so continuous intelligence transfor-
mation is required. *erefore, this is an important devel-
opment trend in the world today. Consider the development
of science and technology in the logistics industry, as well as
logistics systems. Facing the increasingly severe trend of the

information age, the logistics industry has applied the data
model in the large-scale development process to enhance the
construction of smart logistics, accelerate the efficiency of
logistics system construction, improve the logistics level, and
provide more satisfactory services to consumers [7].

3. Disadvantages Existing in Today’s
Logistics Industry

3.1. Incomplete Policies for Smart Logistics Industry. At
present, China’s laws and regulations on the development of
smart logistics are not perfect, and it is difficult to provide
guarantees for the development of logistics enterprises from
the legal and policy levels. As a result, the independent
development model of smart logistics has problems with
high difficulties and major obstacles, in terms of legality and
disputes. *ere are major hidden dangers. *e problem of
disorder and disorder in the logistics market still exists, and
there is an urgent need for relevant national administrative
units to formulate planning standards to create a high-
quality environment for smart logistics for enterprises.

3.2. Decentralized Management and Contact Evacuation.
Affected by factors such as environment, topography, and
history, the development of the logistics industry varies from
place to place. Traditional logistics companies manage
various small areas and are relatively small in scale. *ey
cannot make full use of the interconnection of the entire
logistics landscape. A new type of logistics enterprise de-
veloped by science and technology, [8] due to excessive
reliance on “Internet +”, lacks relevant logistics experience,
and logistics is a collective development industry, inter-
connected with each other; the two do not have good
communication due to their own shortcomings. Lack of
management experience cannot form a complete logistics
industry network [9].

3.3. Lack of High-End Professionals with Logistics Concepts.
Analyzed from the current number and quality of employees
in the logistics industry, the industry lacks high-quality
comprehensive logistics talents who understand that logis-
tics business and communicate information technology,
high-end professionals, and many small- and medium-sized
logistics companies have limited investment capabilities and
lack smart logistics technology operations. *e new hard-
ware equipment restricts the development of China’s smart
logistics. Although some large logistics companies have
realized the application of smart logistics technology, they
are still in the exploratory stage, and the concept of smart
logistics has not yet been fully implemented, for the con-
struction of logistics innovative talent training plan. For the
management major under the Internet + background, a total
of 500 questionnaires were issued to logistics management
students and 415 valid questionnaires were restored.
According to the questionnaire survey, the proportion of
participating students is shown in Figure 1, and the gender
ratio is shown in Figure 2.
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It can be seen from Figure 1 that among the students
participating in the survey, 28.74% are freshmen, 12.64% are
sophomores, 51.72% are juniors, and 6.9% are seniors. It can
be seen from Figure 2 that the survey shows that boys ac-
count for 54.02% and girls account for 45.98%. Among the
415 valid questionnaires, 7.95% of the students were not
satisfied with the courses provided by their current majors.

*e main reasons for their dissatisfaction are as follows: lack
of technical courses; curriculum coverage is too wide, messy
but not ideal; some courses offered are not related to majors;
serious deviation from society; and so on.

3.4. 0ere Are Also Many Constraints in the Development of
RuralLogistics. *emain disadvantages in the application of
Internet information technology are the following three
points. First, the rural logistics-related information platform
has not been built and perfected, and some e-commerce
logistics practitioners in rural areas have insufficient
knowledge of network information, resulting in a lack of
advanced information processing in rural logistics. With the
support of transmission technology and management mode,
the development of rural logistics is slow. Second, due to the
fact that some rural areas, especially remote mountain vil-
lages, have not yet achieved network coverage and the lo-
gistics and transportation system is not sound, the
advantages of Internet information technology are difficult
to use, and there will be detours and secondary distribution
during distribution, resulting in rural logistics timeliness.
*e poor performance also increases the cost of distribution.
*ird, due to the relatively slow development of China’s
Internet of *ings, logistics, and information technology
applications, the development of the e-commerce logistics
industry is relatively lagging in the development of talents in
China’s Internet of *ings, logistics, and information
technology applications. However, due to the remoteness
and backwardness of rural areas, relevant technical talents
are extremely lacking, and most of the employees are less
educated. *e number of nonprofessionals also makes it
difficult for Internet technology to truly play its due role in
the rural logistics industry.

4. The Direction of Logistics
Development under “Internet +”

4.1. Enterprises Leverage the “Internet + Logistics” Model.
*e integration, optimization, and configuration of social
resources are realized through the establishment of infor-
mation platforms, the sharing of logistics information is re-
alized, the added value of logistics is increased, and the
logistics interoperability between enterprises and industries is
strengthened, thereby optimizing the operation mode of lo-
gistics enterprises and improving operating efficiency and
profits [10–12]. *e emergence of multi-industry linkage has
also accelerated the development of logistics enterprises.
Multi-industry linkage development can achieve resource
integration and coordinated development between industries.
It is an important means for the logistics industry and other
industries to achieve a win-win situation and is related to the
sustainability of national economic development [13–15]. It is
also related to local economic growth. *e development of
enterprise logistics needs to be bigger and stronger, not just by
doing it alone but also by cooperating with other enterprises
in the supply chain. *is is the advantage of the “Inter-
net + logistics” operation model. For example, companies can
unite with other companies in the supply chain through

28.74%
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6.90%
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fseniors

Figure 1: *e proportion of students participating in the survey.

54.02%

45.98%

female students
male students

Figure 2: Gender ratio of students participating in the survey.
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“Internet +manufacturers,” “Internet +Suppliers,” “Inter-
net + channel providers,” and so on to establish a common
development model, establish mutually beneficial policies,
and achieve common benefits. *e base is strong.

4.2.Development of Rural Logistics. Modern logistics is highly
dependent on Internet information technology. In view of the
insufficiency of informatization in the development of rural
logistics, rural areas should speed up the construction of lo-
gistics information platforms so that agricultural product
sellers can grasp market information and sales channels in
time, and production is marketable. Logistics development
informatization can improve quality. And it also enables rural
e-commerce logistics practitioners to implement effective su-
pervision of logistics transportation, warehousing, distribution,
and other links through the information platform terminal,
which improves logistics efficiency while reducing cargo
damage rate, greatly improving the service level of rural lo-
gistics, thereby accelerating construction of rural logistics in-
formation platform.

4.3. 0e Logistics Operation Mechanism Is Getting Better and
Better. *e difference between the “Internet + logistics”
operation mode and the traditional logistics operation
mode is not only its high efficiency and speed in infor-
mation processing but also to a large extent that it is
basically in a transparent state in terms of information
processing. For materials, not only the sender can see the
transportation status of the materials but the recipients
and even some competitors can also see the trans-
portation status of the materials through the network
platform. *e logistics and transportation work of en-
terprises is under the supervision of many eyes. *ere-
fore, if an enterprise wants to satisfy its customers with its
services and keep its customers from being snatched by
competitors, it must improve the traditional logistics
operation mechanism, so that the eyes of multiparty
surveillance are impeccable.

4.4. Create a Green Logistics System. *e green logistics
system mainly includes green procurement, green pro-
cessing, green packaging, green transportation, green
warehousing, and green distribution. Logistics compa-
nies start to purchase equipment that has no impact on
the environment. *ey should not blindly focus on how
much they invest. *ey should be advocated by the state.
*e main purpose of the concept of environmental
protection is to phase out old transportation vehicles that
pollute the environment and purchase new vehicles,
especially to encourage the use of energy-saving and
environmentally friendly vehicles. *e application of
these methods can reduce the overall energy consump-
tion of the logistics industry, and the use of new energy
greatly reduces pollution, the total emission. *e location
of the logistics center should be set up in the links that
must be stopped during transportation, such as short-
distance road transportation to the airport, air

transportation must be reloaded, appropriate circulation
processing in the logistics center, and combined pro-
cessing and distribution measures. In order to reduce the
overall operating cost of logistics enterprises, the fre-
quency of using standardized equipment is increased
such as containers and pallets during transportation,
which can improve the level of logistics handling and save
transportation time. Constructing a green logistics base,
realizing the sharing of vehicle information among
various logistics enterprises, and the joint deployment of
vehicles can improve the utilization rate of vehicles,
reduce the consumption of vehicles in the operation
process, save fuel and materials, and protect the envi-
ronment. Logistics companies should focus on building
high-standard, multifunctional automated three-di-
mensional warehouses, focus on improving the infor-
matization level of storage facilities and equipment,
effectively integrate the resources of various companies,
and build energy-saving green warehouses with envi-
ronmental protection as the starting point. *e branches
established by the logistics company are integrated at
various locations to establish a common distribution site,
and a unified distribution or common distribution lo-
gistics distribution model is adopted at the logistics
distribution site to fully and efficiently mobilize the
original limited distribution vehicles and redo route
planning and personnel deployment, which can save
resources and unnecessary waste to the greatest extent.

5. Conclusion

*e logistics industry, as a stimulating industry under the
background of the Internet + era, must always take the
national development plan as the prerequisite for its own
development, look to the future, start from the perspectives
of theoretical basis, technological improvement, and social
development, and establish a logistics industry suitable for
the development of logistics industry. As an important
technical resource in the twenty-first century, artificial
intelligence can provide supply chain logistics with tech-
nical support that integrates big data, cloud computing,
and the Internet of things. Artificial intelligence is a
powerful driving force for the transformation of the lo-
gistics industry. For supply chain logistics companies, they
should follow the current trend of intelligent development
in all walks of life, vigorously promote the transformation
of logistics infrastructure and production tools to intelli-
gent, realize the construction of supply chain logistics
operation processes in the direction of intelligence, and at
the same time realize the supply chain resource sharing and
sound system standards, increase the training of artificial
intelligence professionals, and promote the integration and
coordinated development of artificial intelligence and
supply chain logistics.

Data Availability

Data sharing is not applicable to this article as no datasets
were generated or analyzed during the current study.
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With the deepening of reform and opening up, the development of China’s ceramic industry has been rapidly improved, leading
the world, and various ceramic varieties have also been greatly developed. However, as the growth rate of the global economy has
gradually slowed down and structural imbalances have become more obvious, China’s economy has gradually entered a new
development trend. In the context of supply-side structural reforms, the severe macroenvironment and policy pressure to
eliminate backward production capacity have further promoted the development of China’s ceramic industry to face greater
challenges. In the context of the rapid development of various high-tech technologies such as “Internet +” and intelligent
manufacturing, this paper discusses the use of VR technology in the design of ceramics from the principles and characteristics of
ceramic design and, according to the characteristics of virtual design of ceramics, demonstrates the feasibility of its shape,
decoration, color matching, and so on. ,e ceramics are classified according to their use functions, and the characteristics of
different types of virtual display of ceramics and their suitable virtual display methods are discussed. Finally, this paper combines
panoramic image display technology and graphic VR display technology to create the best virtual display method suitable for
different types of ceramic products, implements the interactive design in virtual software, and then performs virtual display.

1. Introduction

Over the past 30 years of reform and opening up, China’s
ceramic industry has developed rapidly. China has taken the
forefront of ceramic development, becoming the center of
ceramic manufacturing and the main producer of ceramics,
with the first annual output and export. Chinese daily ce-
ramics are about 70% of the world, 65% and about 50% of
sanitary ceramics, and 64% of construction ceramics. Due to
the obvious labor cost and resource advantages, the com-
petitiveness of China’s ceramic industry is also being rapidly
improving, and its position in the world ceramic market is
being rapidly improving.

In recent years, China’s ceramic industry has grown
rapidly at an average annual rate of more than 20%, is at the
middle development level in all industries of the national
economy, and far exceeds the growth rate of GDP. ,e

ceramic industry has developed into one of the important
industries to promote the sustainable, steady, and healthy
development of China’s national economy.

Despite the continuous improvement of the technology
and development of China’s ceramic industry, the domestic
and foreign markets have grown rapidly and have achieved
good results. However, as the global economic growth rate
gradually slows down and the structural imbalance becomes
more obvious, China’s economy has gradually entered a new
development trend. In the context of supply-side structural
reform, the severe macroenvironment and the policy
pressure of eliminating backward production capacity fur-
ther promote the development of China’s ceramic industry
that is facing greater challenges. However, with the con-
tinuous improvement of Chinese residents consumption
level, “Internet +,” and intelligent manufacturing rapid
development of various high-tech technology, as well as the
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rapid implementation of the development of ceramic in-
dustry special planning, China’s ceramic industry ushered in
a good development opportunity, supporting the develop-
ment of China’s ceramic industry in the future in a good and
rapid direction.

,is paper mainly analyzes the development status of
China’s ceramic industry in recent years in a narrative
manner and combines the advantages of VR technology in
the promotion and display of the ceramic industry to do
research. Based on the application of VR technology in
ceramics, some scholars have made some comments from
different perspectives. ,ese studies can be roughly divided
into three categories. One is the analysis of the local kiln
opening display from a case study [1], which focuses on the
use of VR technology to display ancient cultural relics. ,e
point of view is that the display of ancient cultural relics in
the real scene is likely to cause damage to the artifacts, and
not only can the use of VR technology satisfy people’s ap-
preciation of ancient cultural relics, especially in the post-
epidemic era, but also people can display them in VR
without leaving their homes. Feel the charm of ceramics in
the virtual space. One is the use of VR technology in the
design of ceramic products [2], mainly discussing how to
apply cutting-edge VR technology to improve users’ inter-
active virtual experience of products on e-commerce plat-
forms. Solve the contradiction betweenmass production and
individual differences in consumption; at the same time, it
discusses how to use it to realize the reproduction, repair,
and data storage of ceramic products and how to realize the
construction of a virtual inspection and evaluation system
for ceramic products; third class is the application of VR
technology in modern ceramic display design [3]. ,e point
of view is that the ceramic exhibition hall is a platform to
showcase the ceramic culture and disseminate ceramic art to
the audience. As the ceramic capital of millennia, Jingdezhen
ceramic art has been promoted to a large extent ,anks to
the development of exhibition art, with the development of
technology, virtual reality technology is also promoting the
development of ceramic exhibition halls. ,e current basic
characteristics of immersion, interactivity, and sharing of
virtual reality technology are designed for ceramic exhibi-
tion halls. Work brings new inspiration and vitality. ,e
application of VR technology to the design of ceramic ex-
hibition halls is bound to be the development trend of ce-
ramic exhibition hall exhibition design in the future. ,e
above-mentioned research results are to explain the appli-
cation of VR technology in ceramics display and design in a
small range, and the application methods and technical
points of VR technology had not been involved in the
analysis of China’s ceramic industry; this will be the focus of
this paper.

2. Ceramic Development Environment
and Influence

2.1. Impact of the International Economic Environment on
China’s Ceramic Industry. After the outbreak of the US fi-
nancial subprime crisis in 2008, the global scope further
expanded, triggering a global financial crisis, and the global

economy is gradually entering a period of deep adjustment.
In the coming extraordinary period, global economic de-
velopment will generally recover. Under this background,
there will still be greater uncertainty and instability. ,e
global trade environment has also become worse, and it is
unlikely to improve in the short term. Moreover, with the
introduction of the TPP trade agreement headed by the
United States, China, as the world’s largest producer and
exporter of ceramic products, has also been excluded from
the agreement. With the arrival of US President Donald
Trump, the TPP agreement was canceled during this period,
which is also a very rare opportunity for the development of
China’s ceramic industry.

At the same time, we also need to see that the overall
trend of international economic development presents new
opportunities. World economic development focus gradu-
ally shifted from the established developed countries to the
current emerging markets and developing countries or
economies, industrialization and urbanization space, may
form huge demand for production and life, and will have a
great impact on the development demand and regional
distribution of Chinese ceramic products. Developing
countries and emerging economies are also playing an in-
creasing position in China’s ceramic industry exports.

However, the international market demand for daily
ceramics has a trend of slowing down under the environ-
mental impact of the global economy. However, the demand
for high-grade and quality daily ceramics is increasing year
by year. ,is situation has caused the international manu-
facturers of daily ceramics to focus on the high-grade and
cultural and artistic characteristics of ceramics; those
products with collection value and gift value, good quality,
full function, and novel decoration are gradually favored.
,is situation is an opportunity for Chinese producers. Since
ancient times, the ceramic industry has had a profound
cultural heritage, the ceramic products in each producing
area are distinctive, and the whole can produce comple-
mentary utility to seize the international market. China is a
large import country of ceramics between the United States
and the EU, USD 22,222 billion from China, accounting for
38.56% of the total ceramic imports, and $1.698 billion from
China in 2016, representing 43.67% of the total ceramic
imports. From the total ceramic import output of the United
States and the EU in 2016 (Figures 1 and 2), China has an
obvious ceramic industry in these two regions.

2.2. Influence of the Domestic Economic Environment on the
Ceramic Industry. As the Chinese market economy enters a
structural slowdown, GDP slows from high development to
medium development. China is also facing great downward
pressure on the reverse of transformation and upgrading of
economic structure. Under increasing economic downward
pressure, decreasing marginal effect of monetary policy,
increasing resource and environmental constraints, rising
factor costs, and overcapacity industries, “three high” type
pollution industries face “overcapacity,” and the ceramic
industry is also affected. Under the background of supply-
side structural reform and development, the ceramic
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industry is bound to face the extremely severe market
competition pressure and the huge constraints of the en-
vironment, and the transformation and upgrading will also
become an inevitable choice for the ceramic industry in the
future development process.

Over the years, the rapid growth of GDP has gradually
become an important prerequisite for the stable growth of
household income, covering the social security system of
towns and villages, and specific consumption habits have
also been initially formed. ,e current desire to upgrade
consumption is extremely strong. In addition, in the context
of accelerating the construction of new urbanization, new
consumer demand has also created a new market for the

transformation and upgrading of the ceramic industry.
Based on the recovery of the real estate market, continue to
promote the rapid recovery of the downstream building and
health ceramics industry. During this period, new rigid
demands and improved demands were also activated. ,e
development of the ceramic industry is facing new devel-
opment opportunities. ,e “Internet + ceramics” model has
been continuously developed in the exploration of the
modern market, which has promoted the rapid integration
and development of the traditional ceramic industry and the
emerging service industry and promoted the structural
transformation and upgrading of the ceramic industry.

2.3. Development Environment and Technical Status in the
Ceramic Industry. ,ere are a large number of enterprises in
the ceramic industry, and the average scale is relatively small,
with weak research and innovation ability and low brand
value. A series of problems have become very prominent at
present, resulting in problems related to low-level repeated
construction, unreasonable industrial layout, and the im-
balance between supply and demand caused by the rapid
growth of production capacity. In recent years, as the whole
society has increased awareness of environmental gover-
nance, energy conservation, and emission reduction, the
rapid increase of energy consumption and environmental
protection costs restricts the development of the ceramic
industry, because the problem has been “closed, stopped,
merged, and transferred” production lines or those seeking
pollution “haven” are gradually increasing. A large number
of backbone enterprises with large scale, advanced tech-
nology, standardized management, strong brand awareness,
and a strong sense of social responsibility in the industry
have achieved good results in product quality, energy
conservation, emission reduction, economic benefits, and
many other aspects, and the industrial concentration degree
has been gradually improved. However, as far as the overall
operation and development level of ceramic enterprises, the
number of enterprises that can participate in the whole
industrial chain of the cooperation is not large. ,e market-
oriented cooperation of the whole industrial chain still needs
the further deepening and development of the ceramic in-
dustry. At the same time, China’s ceramic industry has its
typical disadvantages, mainly small and medium enterprises,
difficult to quickly integrate into the global value chain. ,e
competitive advantage is low factor cost and low tax in-
centives. Fusion positioning and homogenization of com-
petition are very prominent; the low-level competitive
advantage is prone to an antidumping investigation. In
addition, small- and medium-sized ceramic exporters also
have the risk of being replaced by lower-cost developing
country enterprises, relying on low value-added products to
support the industry’s rapid growth model.

,e technical environment of China’s ceramic industry
has been continuously improved, and the industrial tech-
nology research and development have basically entered a
virtuous circle, but the intellectual property protection
system still needs to be further improved. In the process of
global competition, key technologies still need to be
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improved. In recent years, the construction of intellectual
property protection system in China’s ceramic industry has
gradually tended to the overall benign development but is
not ideal in intellectual property protection and law en-
forcement effect; the infringement still needs to be
strengthened; the victim relief measures are still imperfect,
resulting in the insufficient innovation motivation of small
and medium-sized enterprises. “Promoting porcelain
through science and technology” has gradually developed
into a consensus of enterprises. Investment in research and
development and technology promotion is constantly in-
creasing, providing solid technical support for the trans-
formation and upgrading of the industrial structure. To
further improve the development quality and output effi-
ciency of the building and healthy ceramic industry, prevent
excessive growth, curb low-level repetitive construction, and
promote the transformation and upgrading of the ceramic
industry, relevant departments have also formulated or
further revised a series of necessary development plans.
Introduce the technical conditions for the development of
smart ceramics and the basic conditions for its application.
In addition to the various production technologies of the
porcelain areas themselves, these technologies vigorously
develop VR technology and AR technology, which are a
more practical and scientific way to publicize and display
Chinese ceramics in the world. Because VR technology does
not need to work in the porcelain area and public display
space, at home you can browse the representative ceramics
in the virtual space with the Internet and computer, which
effectively plays a role in promoting the publicity of Chinese
ceramics.

3. VR Technology and Application Methods

3.1.VRTechnology. VR technology is an advanced computer
man-machine interface technology with basic features of
immersion, interactivity, and conception, which integrates
the science of human and information [4]. It comprehen-
sively utilizes computer graphics, simulation technology,
multimedia technology, artificial intelligence technology,
computer network technology, parallel processing tech-
nology, and multisensor technology to simulate human
vision, hearing, touch, and other sensory organ functions, so
that people can be immersed in computer generation in the
virtual realm and can interact with it in real time through
natural means such as language and gestures, creating a
humanized multidimensional information space. Users can
not only experience the fidelity experienced in the objective
object through the virtual reality system, so that people have
a kind of “immersive” sense of reality, but also can break
through the space, time, and other objective constraints and
feel in the real world. Experience cannot be experienced
personally [2].

Due to the main characteristics of VR technology such as
immersion, interactivity, and conception, in the current
society, especially in the postepidemic era, it has a very
obvious advantage in the promotion and display of Chinese
ceramics. In this process, companies use modern

technological means of VR technology to achieve good
interaction between users and products in the process of
publicity and display in an effective way. Even under certain
conditions, viewers can also use VR. Technology is involved
in the design of ceramic products.

3.2. 3D Modeling of VR Technology Intervention Display.
,e interactive characteristics of VR video refer to the au-
dience’s subjective consciousness and the right to operate
things existing in space; on the other hand, virtual reality
space accordingly gives natural and reasonable feedback and
interaction behavior. ,e generation of VR video inter-
activity requires some supporting equipment such as using
VR glasses, VR helmets, and data gloves so that the audience
can feel the same in the real world through natural contact.
,e quality of the interactive hardware device affects the
content delivered. It is because of the interaction function
that determines that the effect of video delivery varies from
person to person. ,e implementation of audience inter-
action in VR video also reflects the nature of the current
interaction. ,is is also an improvement of Internet inter-
action that implements interactive behavior. Real-time
feedback improves the value of the interaction behavior
[5, 6].

SolidWorks is the mainstream solid modeling software
based on parametric geometric features. SolidWorks uses
geometric features as the design unit and uses geometric
features to build part models. Geometric features are the
basic units that make up a 3D model. In SolidWorks,
geometric features are divided into sketch features and di-
rectly generated features according to different production
methods. Before designing the model, it is necessary to
decompose the complex model, establish a general function
sequence, and clarify how to determine the sketch and
reference level of each function [7].

Entity modeling software requires users to have certain
3D reverse thinking and can split a complex 3D model into
groups of sketch features or directly generate feature
combinations. At the same time, in the process of creating
the basic features, how to choose the benchmark plane and
how to choose the sketch plane are a test of the user’s ability
and experience. Polygon modeling software requires users to
have a strong sense of space and space sense, and reasonable
structure control ability, reasonable wiring ability, 3D model
structure control ability, and 3D model grid distribution
ability are also an index [8] to distinguish the level of
polygon modeling ability.

3.3. /e Production Process of VR Technology Virtual Display
Design. ,e need for the virtual display of ceramic products
is mainly based on the virtual reality display technology of
3D modeling. ,e display principle can be embodied by the
following design and production steps:

(1) According to the purpose and content of the display,
the designer uses 3D MAX, MAYA, and other types
of three-dimensional modeling software to construct
the digital model and make related optimizations.

4 Scientific Programming



(2) Use the corresponding mechanism material mate-
rials to map or render the built ceramic product
three-dimensional model, give the relevant scene
lights in the virtual space, and then adjust the rel-
evant parameters according to different space display
requirements.

(3) Create animation effects after setting up the scene
camera.

(4) After the first three parts are completed, save them in
the corresponding format and then import them into
the VR software for interactive design production, so
that it has the function of the interactive operation.
At the same time, multimedia information such as
sound effects, text, and UI interface should be added.

(5) After the interactive production is completed, the
output file can be used in practice according to the
type of release.

,e design process is shown in Figure 3.

3.4. Realization of VR Technology in Ceramic Display. ,e
three-dimensional modeling design based on virtual reality
display has its characteristics. Its rich display effect allows the
audience to watch it. In addition to zooming in and out, it
can also rotate at any angle, modify the selection of colors
and patterns, and so on. ,e interactive performance is
much better than the way of displaying panoramic video.
,erefore, for the realization of VR technology in the display
of ceramic products, we must first figure out how to encode
and decode VR panoramic images. Among them, the process
of encoding and decoding is essential to analyze and decode
each frame for projection to realize panoramic video. We
proceed as follows.

One is to decompose the panoramic video image into a
single frame image. Since ceramic products are mostly three-
dimensional, it is most appropriate to analyze the ceramic
display with the principle of panoramic projection of geo-
metric spheres as a case. First, perform different projection
formats according to different geometric models [9]; then,
according to the actual situation, expand the geometry
module [10] and again rearrange the geometry by different
layout methods module; finally, the spherical image is
converted into more conventional flat rectangular images,
and these images are regarded as panoramic frames and
correspond to the two-dimensional flat frames.

Second, the sequence of two-dimensional plane frames is
encoded and compressed to obtain a data stream for video
storage or transmission.

After the above two processes, the panoramic video
encoding is completed. For decoding, it is to reverse the
sequence of the encoding process to achieve decoding.

Spherical panoramic images are generally represented by
a three-dimensional sphere, and the coordinates on it are
mostly following the rules of right-hand operation and are
represented by a three-dimensional coordinate system. ,e
points on the sphere can refer to the marking method of the
three-dimensional scanner and perform punctuation on
several latitudes and longitudes [11]. Longitude takes the x-

axis as the coordinate direction and uses counterclockwise
rotation, and the rotation angle value is positive. On the
contrary, when the rotation angle is clockwise, the rotation
angle is negative. ,e longitude value is represented by π,
and the value range is [−π, π]. Taking the equator on the
sphere as the coordinate, the latitude uses the Y-axis as the
coordinate direction, the coordinate point moves toward the
north pole, and the angle value is positive. On the contrary, if
the coordinate point moves to the south pole, the angle value
is negative. ,erefore, the latitude value range is [−π/2, π/2].
,e coordinates of a point on the unit sphere can be
expressed by latitude and longitude coordinates [Φ, θ] or by
three-dimensional coordinates (X, Y, Y), which are
expressed as follows:

X cos φ cos θ,

Y � sin φ,

Z − cos φ sin θ.

(1)

,rough the above analysis, the essence of panoramic
image projection is to project the panoramic image frame
and all pixels on the spherical texture in a certain way and
then convert the 3D video image into a 2D plane video frame
image. ,at is to say, to realize the VR technology to display
the artifacts in the virtual space, it is necessary to establish a
geometric model, map the coordinate points on the spherical
surface to the surface of the geometric body, complete the
spherical video projection to the two-dimensional plane
[12], and transform and rotate the texture pixels on each
surface of the geometry.

From another level, in the panoramic video image, the
spherical panoramic image can also be realized according to
the idea of equidistant cylindrical projection. ,e method is
to use coordinate points of the same value to expand the
latitude line data on the sphere and map it on a two-di-
mensional plane to obtain a rectangular video. In the unified
plane coordinate system, the plane coordinate points use U
andV to represent the values, and the range of values is (0,1).
,e latitude and longitude coordinate points on the
spherical surface are (θ,Φ); thus, the spherical panoramic
image to the plane image conversion, the corresponding

3D modeling software to build a model

Render and map the built 3D model

Adjust the camera′s viewing angle

Perform interactive debugging and add multimedia information

Format output and publish

Figure 3: Diagram of the process of VR technology for display
design.
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method of its value, is obtained by a formula using the
coordinates of the plane point (U,V) (formula (2)).,en, the
three-dimensional point coordinates (X, Y, Y) on the
spherical surface are calculated by formula (1).

θ � 2π ×(U − 0.5),

θ � π ×(0.5 − V).
(2)

If any point (X, Y, Y) in the three-dimensional space is
inversely converted into a two-dimensional plane point, the
longitude and latitude values (Φ, θ) can be obtained by
formula (1), and the value of the plane point (U, V) can be
obtained by formula (2) [1].

3.5.DisplayMode of theCeramic Space Scene. VR technology
is involved in the design of ceramic virtual exhibition space;
one not only can feel the atmosphere of the scene but also
can better observe the objects. ,is method is more suitable
for ceramic products and artworks, allowing viewers to fully
and profoundly reflect the performance of ceramic products
in the space atmosphere. It can not only display ceramic
products and artworks but also use other ceramic categories,
such as architectural ceramics, industrial ceramics, and
special ceramics. However, from the perspective of display
purposes, ceramic products and artworks require a pano-
ramic view, object body, and scene. Several display methods
cooperate to realize viewing in virtual space. First of all, in
the environment of panoramic display mode, the displayed
objects are relatively fixed and can only be moved 360
degrees through the lens. During the movement of the lens,
the viewer will appreciate the complete display space scene
as the lens moves. Secondly, look around the 360-degree
landscape from a height. Secondly, use the object display. In
this display mode, the lens is relatively fixed. By rotating the
object up, down, left, and right, the viewer can observe the
object; the last is the scene display, which is both the object
and the lens. Generate movement, such as setting multiple
observation points; you can walk from one observation point
to another; that is, you can watch the scene as well as the
object, and you can feel the object from the atmosphere of
the scene.

Regardless of the way of display, the show requires
multiple observation points; through VR technology and
interactive design in the virtual software with corresponding
background music, the viewer can comfortably roam from
one display scene in the virtual space to another display
scene; in the virtual display space, the viewer can not only
appreciate the whole object but also magnify the part of the
object and appreciate the local details of the object; under the
background music rendering, the viewer is completely
immersed in the appreciation in the charming space of
ceramics. At the same time, the viewer can zoom in and out,
move up and down, watch from multiple angles, and change
the glaze color or decorative style of the ceramics in the
virtual design [1]. Especially in the postepidemic era, some
public exhibition spaces such as museums have been affected
by the epidemic, and the flow of people has been corre-
spondingly restricted. ,e introduction of VR technology

into the design and display of ceramic products effectively
solves the limitation of not being able to go to themuseum to
watch the real scene but also narrates the distance between
people and the objects and increases the enthusiasm of the
public to participate in ceramic design.

4. Advantages of VR Technology for Chinese
Ceramics Exhibition

4.1. VR Technology Used to Display Ceramic Products Helps
Spread China’s Ceramic Culture. China has a long ceramic
culture and there are so many ceramic-producing areas in
China. ,e audience cannot visit all the ceramic-producing
areas for on-the-spot inspections to experience the char-
acteristics of the utensils in different producing areas. In
addition, the porcelain is fragile, which is displayed in the
real space. ,e above brought certain difficulties, which
made it difficult for Chinese ceramics to be accepted by the
masses, resulting in the inadequate dissemination of ceramic
culture. ,e emergence of VR technology provides a new
way for the dissemination of ceramic culture, breaks through
the limitations of traditional communication methods, and
adds a boost to the dissemination of ceramic culture. Rel-
evant units and social organizations can use VR technology
to spread ceramic culture, make full use of the characteristics
of VR technology, and display ceramic culture to the masses
in a novel way so that ceramic culture can be better spread.
,e masses can also make full use of VR technology, VR
cultural promotion center, or their VR equipment to un-
derstand the ceramic culture.

4.2. /e Viewer Has a Diversified Sensory Experience for
Ceramic Display under the VR Field of Vision. ,e tradi-
tional display method mainly adopts real-time display,
which consumes a lot of manpower and material resources
in the preparation process, and it is also easy to cause
damage to the ceramics. In addition, the flow of people is
often restricted during the exhibition, so that the viewer
cannot get the sensory experience of the appointment. In the
current era of information development, traditional display
methods cannot meet the needs of the masses and therefore
cannot meet the needs of ceramic display and ceramic
culture dissemination. VR technology has unique advan-
tages and strong interactivity, which can effectively
strengthen the interaction between the experiencer and
ceramic culture.,e VR scene designer can construct virtual
historical characters in the VR scene, interact with the
experiencer, and enhance the experience of the experiencer.
At the same time, VR technology can present sensory
sensations such as hearing and touch, enabling the expe-
riencer to obtain a diversified sensory experience.

4.3. VR TechnologyMakes the Audience Situation of Ceramics
Exhibition Tend to Be Good. In recent years, with the strong
support of the government and relevant departments, in-
tangible cultural bases and ceramic industry inheritance
centers have been established everywhere, and ceramics can
be displayed and disseminated to the maximum extent. As
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the broad masses of the people, we have the responsibility
and obligation to promote, protect, and inherit Chinese
traditional culture. Compared with the encouraging, com-
pulsory, and guiding propaganda methods adopted by the
government and relevant departments, mass groups have the
advantages of wide dissemination and high information
openness. ,is result has made the public actively appreciate
the sensory charm brought by ceramic culture and sponta-
neously join in the promotion of Chinese ceramic culture,
becoming themain force of ceramic culture promotion. In the
process of studying the bluish-white porcelain of Fanchang
kiln, the author took the bluish-white glazed phoenix head pot
(Figure 4) as the display object, explained the characteristics of
the phoenix head pot in detail to the audience in the virtual
scene of VR, and analyzed the main points of the design of the

utensil. After obtaining this information, he quickly became a
disseminator, making Fanchang kiln blue and white glaze a
star display product. Based on this, to obtain audience data,
the author publishes questionnaire information through his
social circle, museum visitors, and student groups. As shown
in Figure 5, among the 100 users, 40 are women, 40%, and 60
are men, accounting for 60%. Most of them are 21–40 years
old, followed by 41–60 years old, under 20 years old, and 61
years old and above. ,e results show that the use of VR
technology in the display of ceramic products has increased
the number of audiences to a certain extent, and there is a
tendency to increase.

5. Conclusion

With the development of science and technology, VR tech-
nology as a display medium provides an opportunity for the
development of the ceramic product industry. ,e use of VR
technology for display allows people to perceive products as if
they have entered a real scene, and they can also interact with
products in the scene at any time. ,is method not only plays
a role in protecting ceramic products but also provides a
superior path for the spread of ceramic culture. VR tech-
nology has realized the essential characteristics of different
ceramic products and the physical functions of ceramic
products. Take targeted solutions to explore the most suitable
virtual display performance methods for different types of
ceramic products, and accurately express the display content
and display of different types of ceramic products. ,e key
point is to realize the viewing and interaction of ceramic
products from different angles, and the virtual displaymethod
can be applied to the production of the virtual display through
the network and interactive projection. Let VR technology
make up for the disadvantages of traditional exhibition halls.
In terms of interactivity, both customers and merchants can
obtain accurate information and promote the development of
the ceramic industry.
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In order to alleviate human drowsiness in social crisis, it is necessary to predict the psychological rescue function of music
education in social crisis and improve the accurate monitoring and analysis ability of the psychological rescue function of music
education in social crisis; this paper puts forward a prediction model of psychological rescue function of music education in social
crisis based on quantitative statistical analysis. )e prediction and control model of the psychological rescue function of music
education in social crisis is constructed, the fuzzy prediction algorithm is combined, the psychological rescue function char-
acteristics of music education in social crisis are analyzed, and the descriptive statistical analysis model of the psychological rescue
function of music education in social crisis is established. )rough the fuzzy feature extraction method, the big data feature
detection of the psychological rescue function of music education in social crisis is carried out, the statistical analysis model of the
psychological rescue function of music education in social crisis is established, the dynamic analysis and prediction of the
psychological rescue function of music education in social crisis are carried out by combining fuzzy information mining and
adaptive learningmethods, and the dynamic feature mining of the psychological rescue function of music education in social crisis
is carried out by adopting the quantitative statistical feature analysis method. Statistical characteristics of the psychological rescue
function of music education in social crisis are established, dynamic monitoring and feature prediction according to the analysis of
the psychological rescue function of music education in social crisis are carried out, the ambiguity prediction and feature
optimization judgment ability of the psychological rescue function of music education in social crisis are improved, and accurate
prediction of the psychological rescue function of music education in social crisis based on the optimization statistical analysis
results is carried out. )e simulation results show that the statistical analysis ability and fuzzy judgment ability of using this
method to predict the psychological rescue function of music education in social crisis are better, which improves the pertinence
and effectiveness of music education.

1. Introduction

In music education, it is necessary to combine the social
crisis for the relief and suppression analysis of the psy-
chological rescue function of music education and establish
a statistical analysis model of the psychological rescue
function of music education in the social crisis. Combined
with quantitative statistical analysis methods, the prediction
and analysis of the psychological rescue function of music
education in social crises are constructed, and the fuzzy
detection analysis model of the psychological rescue func-
tion of music education in social crises is constructed [1].
)rough the load dynamic analysis method, the dynamic

analysis of the psychological rescue function of music ed-
ucation in social crisis is carried out. Combining the
methods of dynamic statistical analysis and big data analysis,
the improvement and fuzzy dynamic analysis of music
education in social crisis is carried out, which improves the
output stability of music education in social crisis [2].
Combined with the method of ambiguity analysis, the sta-
tistical analysis model of big data is used to predict and
analyze the psychological rescue function of music educa-
tion in social crisis. )e dynamic big data joint analysis
method is used to extract the dynamic feature quantity of the
psychological rescue function of music education in social
crisis. )e prediction and dynamic evaluation of the
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psychological rescue function of music education in a social
crisis have been carried out, which has improved the stability
of the psychological rescue function of music education in a
social crisis. )e research on the rescue function prediction
and big data analysis methods of music education has
attracted great attention [3].

)e prediction of the bailout function of music educa-
tion is based on the big data collection and feature analysis of
the psychological rescue function of music education.
Among the traditional methods, the dynamic prediction
methods for the rescue function of music education in social
crisis mainly include fuzzy feature analysis methods, cor-
relation dimension statistical analysis methods, and dynamic
response feature detection methods. Reference [4] proposed
a method for predicting the psychological rescue function of
music education in social crisis based on the SSA-PPR
model. It used the SSA-PPR model to build a big data
statistical analysis model for the prediction of the psycho-
logical rescue function of music education in social crises
and combined fuzzy information detection methods to
achieve the psychological rescue function prediction of
music education. )is method improves the prediction
accuracy of the rescue function of music education, but the
prediction of the rescue function of music education by this
method is ambiguous and has poor correlation. Reference
[5] proposed a function prediction model based on de-
scriptive statistical analysis and performed a change pre-
diction and dynamic analysis of the psychological rescue
function of music education in a social crisis. )e dynamic
feature quantity reflecting the psychological rescue function
of music education in social crisis is extracted, and the
method of correlation feature analysis is used to perform
dynamic analysis and optimal scheduling of the psycho-
logical rescue function of music education in social crisis.
)is method has a relatively high degree of ambiguity in the
dynamic analysis of the changes in the psychological rescue
function of music education during social crises, and its
ability to identify features is not good [6].

In order to solve the above problems, this paper proposes
a prediction model for the psychological rescue function of
music education in social crisis based on quantitative sta-
tistical feature analysis. )e big data feature detection of the
psychological rescue function of music education in social
crisis is carried out by the method of fuzziness feature ex-
traction. )e quantitative statistical feature analysis method
is used to mine the dynamic features of the psychological
rescue function of music education in social crisis and es-
tablish the statistical feature quantity of psychological rescue
function of music education in social crisis. In the simulation
experiment, combined with the descriptive statistical anal-
ysis method, the rescue function prediction of music edu-
cation in social crisis is realized.

2. Statistical Analysis of Big Data of the Rescue
Function of Music Education in Social Crisis

2.1. Flow Sequence Modeling of the Rescue Function of Music
Education in Social Crisis. In order to realize the prediction
of the psychological rescue function of music education in
social crisis, the SSA-PPR model is used to build a statistical
analysis model of big data for the prediction of psychological
rescue function of music education in social crisis. A de-
scriptive statistical analysis method was used to establish the
characteristic sequence distribution model of the psycho-
logical rescue function of music education in social crisis and
to analyze the correlation feature of the psychological rescue
function of music education in social crisis. )e predictive
feature quantity of the psychological rescue function of
music education in social crisis is extracted, and a vertical
topological analysis model of psychological rescue function
of music education in social crisis is constructed. )rough
yield response control and fuzzy parameter identification
methods, the longitudinal characteristics of the psycholog-
ical rescue function of music education in social crisis are
analyzed [7–9]. Combined with the fuzzy information
correlation prediction method, the rescue function predic-
tion model of music education in social crisis is obtained,
and the longitudinal distribution sequence of rescue func-
tion of music education in social crisis is as follows:

A(x) � AJ(x)a(x) + B(1 − b(x)), (1)

_mi(t) � −aimi(t) + bi(pi(t − σ), p2(t − σ), · · · , pn(t − σ))
_pi(t) � −cipi(t) + dimi(t − τ)



is a set of dynamic distribution features of the psychological
rescue function of music education in social crisis. h(t) �

H 
M
m�1 

K(m)
k�1 αmkδ(t − Tm − τmk) is the load intensity

distribution set of the psychological rescue function of music
education in social crisis. )e attribute value of the psy-
chological rescue function of music education in the social
crisis of V � v1, v2, · · · , vN  is (u, v) ∈ E. In the prediction
process of the psychological rescue function of music ed-
ucation in a social crisis, a directed graph analysis model
h(t) � H 

M
m�1 

K(m)
k�1 αmkδ(t − Tm − τmk) is used to repre-

sent the statistical distribution of the psychological rescue
function of music education in a social crisis where V is the
autocorrelation distribution set of the psychological rescue
function of music education in social crisis,
V � v1, v2, · · · , vN , and the vertical imbalance dynamic
distribution set of the psychological rescue function of music
education in social crisis is qi(t1) � [w1, x1, y1, z1] and
qi(t2) � [w2, x2, y2, z2]. Calculating the feature quantity of
the plane motion state of the psychological rescue function
of music education in the social crisis, the feature
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distribution set is (u, v) ∈ E, and W � ω1,ω2, · · · ,ωm  is the
dynamic weight of the psychological rescue function of
music education in a social crisis. Using high-dimensional
phase space reconstruction technology to carry out spatial

reorganization of the psychological rescue function se-
quence of music education in social crisis, the reconstructed
phase space is as follows:

X � x t0( , x t0 + Δt( , · · · , x t0 +(K − 1)Δt(  

�

x t0(  x t0 + Δt(  · · · x t0 +(K − 1)Δt( 

x t0 + JΔt(  x t0 +(J + 1)Δt(  · · · x t0 +(K − 1)Δt + JΔt( 

⋮ · · · ⋱ · · ·

x t0 +(m − 1)JΔt(  x t0 +(1 +(m − 1)J)Δt(  · · · x t0 +(N − 1)Δt( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
(2)

where x(t) is the dynamic feature distribution set of the
psychological rescue function of music education in social
crisis, J is the disturbance window function, m is the em-
bedding dimension of the psychological rescue function of
music education in social crisis, and Δt is the jump width of
psychological rescue function of music education in social
crisis. )e probability density of the state distribution of the
psychological rescue function state of music education in the
social crisis is as follows:

wij � β × w epkq (β> 1), (3)

where β is a positive definite periodic solution and w(epkq)

is the fluctuation coefficient of the psychological rescue
function of music education in a social crisis. Combined
with the fuzzy prediction algorithm, the characteristic
analysis of the psychological rescue function of music ed-
ucation in social crisis is carried out, and a descriptive
statistical analysis model of the psychological rescue func-
tion of music education in social crisis is established.
)rough the fuzziness feature extraction method, the big
data feature detection of the rescue function of music ed-
ucation in social crisis [10], the difference function is as
follows:

W �
sgn(W)(|W| − αTs) |W|≥Ts

0 |W|<Ts
 , (4)

where α is the adaptive adjustment coefficient of the psy-
chological rescue function of music education in social crisis
and W is the steady-state feature solution for the prediction
of psychological rescue function of music education in social
crisis, and its value range is 0≤ α≤ 1. Based on the above
analysis, a time series distribution model of the psycho-
logical rescue function of music education in social crises is
established, and a dynamic analysis is performed based on
the psychological rescue function distribution of music
education in social crises [11].

2.2. Statistical Analysis of the Rescue Function of Music
Education. )e PCA model is used to build a big data
statistical analysis model for the prediction of the

psychological rescue function of music education in a social
crisis. )e SSA-PPR model function is as follows:

min
w,b,ξ

1
2
‖w‖

2
+ C 

l

j�1
u xj ξj

s.t. yj w · xj  + b  + ξj ≥ 1

ξj ≥ 0, j � 1, 2, ..., l

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (5)

Taking the main component features of the psycho-
logical rescue function of music education in social crisis as
the reference feature quantity, the fourth-order Run-
ge–Kutta method is used to solve the longitudinal imbalance
feature quantity of psychological rescue function of music
education in social crisis [12]. )e kernel function of the
model distribution for the psychological rescue function of
music education is k(xi, xj). )en, the linear programming
function of the psychological rescue function of music ed-
ucation in the social crisis is as follows:

min
α

1
2



l

i�1


l

j�1
yiyjαiαjK xi, xj  − 

l

j�1
αj

s.t. 
l

j�1
yjαj � 0

0≤ αj ≤ u xj C, j � 1, 2, ..., l

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (6)

)e linear programming design of the psychological
assistance function of music education in social crises uses
the square programming algorithm [13]. )e optimized
function for predicting the psychological assistance function
of music education in social crises is as follows:

h(t) � H 
M

m�1


K(m)

k�1
αmkδ t − Tm − τmk( . (7)

To construct the topological distribution function of the
psychological rescue function of music education in social
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crisis, the statistical analysis model of psychological rescue
function of music education in social crisis is as follows:

zui

zpi

�
Ghi


j≠i

hjpj + σ2 1/1 + ci − βc1
 

.
(8)

According to the results of statistical analysis, the
characteristics of the psychological rescue function of music
education in social crisis are decomposed, and the multi-
dimensional scale feature distribution is obtained as follows:

ηcomm �
k1 · l

Ecomm

· 1 − pdrop , (9)

where pdrop is the SSA-PPR model parameter of the psy-
chological rescue function of music education in social crisis.
)rough the fuzziness feature extraction method, the big
data feature detection of the psychological rescue function of
music education in social crisis is established to establish a
descriptive statistical analysis model of the psychological
rescue function of music education in social crisis [14].

3. PredictiveModel ofRescue FunctionofMusic
Education in Social Crisis

3.1. Big Data Analysis of the Rescue Function of Music Edu-
cation in Social Crisis. )is paper proposes a method for
predicting the psychological rescue function of music ed-
ucation in the social crisis based on the SSA-PPR model. By
extracting the feature analysis of the psychological rescue
function of music education in social crisis [15], the dis-
tribution set of the statistical characteristics of the two-way
planning to analyze the psychological rescue function of
music education in social crisis is as follows:

Sb � 
c

i�1
pi m

→
i − m

→
(  m

→
i − m

→
( 

T
, (10)

where m
→

� 
c
i�1 pi m

→
i is the autocorrelation adjustment

component of the psychological rescue function of music
education in social crisis. According to the correlation index
of the psychological rescue function of music education in
social crisis, n variables of the psychological rescue function
of music education in social crisis are collected. Taking the
feature decomposition to get the association rule set of the
psychological rescue function of music education in social
crisis, expressed by aj, the template function of the psy-
chological rescue function prediction of music education in
social crisis is described as follows:

G1 � b11a1 + b12a2 + · · · b1nan

G2 � b21a1 + b22a2 + · · · b2nan

· · · · · · · · ·

Gn � bn1a1 + bn2a2 + · · · + bnnan

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(11)

Both Gj and Gk have a strong correlation. Gk represents
the difference in the psychological rescue function of music
education in social crisis. Gj is the main component char-
acteristic quantity of the psychological rescue function of

music education in social crisis. )e template matching
method is used to obtain the adaptive weighting coefficient
of the psychological rescue function of music education in
social crisis, and the fuzzy information weighting matrix is as
follows:

B �

b11 b12 · · · b1n

b21 b22 · · · b2n

· · · · · · · · ·

bn1 bn2 · · · bnn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (12)

Using adaptive learning methods, the fitting coefficient
of the psychological rescue function of music education in
social crisis is S � (x1, y1, u(x1)), . . . , (xl, yl, u(xl))  where
xj ∈ Rn, u(xj) ∈ −1, 1{ }, σ ≤ u(xj)≤ 1, σ is the model pa-
rameter of the statistics of the psychological rescue function
of music education in the social crisis and u(xj) is the
psychological rescue function of music education in social
crisis. )e output of (xj, yj, u(xj)) is the correlation (j �

1, ..., l) of yj � 1 (positive category) or yj � −1 (negative
category). Combined with fuzzy information mining and
adaptive learning methods, the dynamic analysis and pre-
diction of the psychological rescue function of music edu-
cation in social crisis are carried out.

3.2. Rescue Function of Music Education. According to the
analysis of the psychological rescue function of music ed-
ucation in social crises, dynamic monitoring and feature
prediction are carried out to establish the statistical char-
acteristic quantity of psychological rescue function of music
education in social crises. )is improves the ability of
ambiguity prediction and feature optimization judgment of
the psychological rescue function of music education in
social crisis. )e fuzzy output feature set of music education
is CHi(i ∈ C1). Combined with the optimized statistical
analysis results, the psychological relief effect of music ed-
ucation in social crisis was predicted accurately, and, the
output is as follows:

f(x) � sgn 
l

j�1
α∗j yjK x, xj  + b

∗
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

x ∈ R
n
,

(13)

where b∗ � yi − 
l
j�1 yjαjK(xj, xi), i ∈ i | 0< α∗i < u(xi)C .

)e statistical feature quantity of the psychological rescue
function of music education in social crisis is established,
and dynamic analysis based on the fusion result of the
psychological rescue function of music education in social
crisis is performed. )e characteristic quantity of ambiguity
is as follows:

Yk � yk1, yk2, · · · , ykj, · · · , ykJ , (k � 1, 2, · · · , N),

(14)

where ykj represents the unbalanced feature quantity of the
psychological rescue function of music education in social
crisis and N is the data length of psychological rescue
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function of music education in social crisis. )rough the
association data mining, the optimization prediction and
evaluation of the psychological rescue function of music
education in social crisis are realized.

4. Simulation Test and Analysis

)rough simulation experiments, the effectiveness of the
method in this paper in realizing the prediction and
quantitative analysis of the psychological rescue function of
music education in social crisis is verified. )e number of
days of bailout guidance for social education in social crisis is
24 days, the length of the intermittent sample sampling is
1 h, the number of samples for statistical analysis of the
psychological rescue function of music education is 500, the
correlation coupling coefficient is 0.26, the ambiguity co-
efficient is 0.28, and the root mean square error is set to 0.25.
According to the above parameter settings, the rescue
function information of music education in social crisis is

sampled, and the large data distribution of the sampled
samples is shown in Figure 1.

According to the sampling results of the psychological
rescue function information of music education in the social
crisis in Figure 1, the changes in the psychological rescue
function of music education in the social crisis are predicted.
Using the SSA-PPR model to build a big data statistical
analysis model for the prediction of the rescue function of
music education in social crises, the rescue function index of
music education in social crises is obtained, as shown in
Figure 2.

It can be seen from Figure 2 that themethod in this paper
can effectively predict the rescue function of music educa-
tion in social crisis, and the prediction has good conver-
gence. )e prediction accuracy test was conducted, and the
comparison results are shown in Table 1. It can be obtained
that the method proposed in this paper has a higher pre-
cision in predicting the psychological rescue function of
music education in social crisis.
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5. Conclusion

In order to construct an ambiguity detection and analysis
model for the psychological rescue function of music edu-
cation in social crises, this paper combines the method of
ambiguity analysis and uses the big data statistical analysis
model to predict and analyze the psychological rescue
function of music education in social crisis. )is paper
proposes a prediction model of the psychological rescue
function of music education based on quantitative statistical
characteristics analysis. It uses high-dimensional phase
space reconstruction technology to carry out the spatial
reorganization of the psychological rescue function se-
quence of music education in social crisis. A descriptive
statistical analysis model for the psychological rescue
function of music education in social crises is established,
and the big data feature detection of the psychological rescue
function of music education in social crises is carried out by
fuzziness feature extraction. And combined with fuzzy in-
formation mining and adaptive learning methods, the dy-
namic analysis and prediction of the psychological rescue
function of music education in social crisis are carried out.
)e study shows that the accuracy of the rescue function
prediction of music education in social crises in this paper is
high, and the feature matching is good.
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)e rapid development of cloud computing and wireless communication technology has brought a huge impact to traditional
education methods, especially for college English education where the teaching mode is relatively simple and the impact is more
than other disciplines. How to make full use of this information technology revolution and make it an opportunity for us to
innovate in English education has become a topic that many scholars are paying attention to. Research on teaching innovation in
the context of cloud computing and wireless communication has yielded fruitful results. )is research wants to fully absorb the
valuable experience of these research results, through the establishment of an optimized SVM algorithmmodel, and then conduct
an online questionnaire survey of English majors in colleges and universities in Zhejiang Province in the form of a questionnaire
survey. )e design of the questionnaire mainly includes the following aspects: students’ satisfaction with English education in the
context of cloud computing and wireless communication, their own comprehensive English ability, and teacher’s teaching ability.
According to the data obtained from the questionnaire survey, combined with the SVM algorithm model for analysis, so as to
optimize English teaching, the research results show that, in the context of cloud computing and wireless communication, college
students are generally low in satisfaction with traditional English classroom teaching, but have a higher interest in the teaching
innovation of cloud computing and wireless communication technology. )is provides us with useful ideas for the realization of
the path innovation of college English education at this stage.

1. Introduction

)e development of cloud computing and wireless com-
munication technology has caused violent turbulence in the
traditional working mode of various industries. At this stage,
people have become accustomed to life and work forms that
once existed only in imagination, such as digital payment
and mobile office. )e influence of cloud computing and
wireless communication has become more and more
widespread in terms of geographical breadth and age level.
In order to occupy a leading position in technology in the
new era, many countries and regions have deployed and
made efforts in this field. )e changes brought by cloud
computing and wireless communications to the education
industry are also obvious [1, 2]. In addition to enriching the
teaching content of the classroom, it can also promote

education to a level of individualization and refinement
through the construction and development of supporting
applications. )erefore, whether it can actively respond to
the changes brought about by the development of wireless
communication technology will greatly affect the actual
effect of teaching [3, 4].

English teaching has always been an area that is easily
overlooked in the teaching reform of colleges and univer-
sities. On the one hand, the importance of English in
nonprofessional colleges is decreasing, and on the other
hand, teaching resources are limited. It is difficult for many
schools to achieve innovation in teaching models through
their own teaching power [5]. Under the comprehensive
influence of these factors, it is difficult for college English
teaching to play its due role in improving students’ English
ability. Xu Liangliang believes that cloud computing and
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wireless communication has achieved a large-scale expan-
sion in application fields based on 5G technology. Reflected
in the field of education, it is to innovate from the PPT and
multimedia at the beginning of the 21st century to the
current stage of network teaching and intelligent classrooms
[6]. Zhang Jianhui pointed out that the development of
cloud computing and wireless communication technology
enables college English education to use network platforms
to promote the transformation of innovative learning, and
this transformation also conforms to the trend of demand
for talents in the 5G era and, therefore, builds a full range of
digital and intelligent English. )e learning system has
become an important support for college English education
in the future [7]. Li Huahua believes that the English ed-
ucation system built on the basis of cloud computing and
wireless communication technology will help teachers better
arrange learning tasks according to the students’ personal
abilities. With the assistance of big data mining, teachers can
conduct online analysis and real-time guidance of students’
learning, which helps to realize the real-time communica-
tion and mutual communication between teaching subjects
and objects and achieves the goal of precise teaching [8–10].

At the same time, the research results are not limited to
the theoretical field. At the practical level, research on this
subject is also widely carried out [10]. Some colleges and
universities use cloud computing and wireless communi-
cation technology to record, broadcast, and replay English
classroom content and teaching priorities, and some schools
have formed a teaching resource-sharing platform to build
English classrooms online so that the advantages of teaching
resources can be shared [11, 12]. Teachers are only re-
sponsible for the teaching of a number of units. Teachers
take turns to answer students’ questions on the learning
platform, avoiding the shortcomings of communication and
communication between English teachers and students in
colleges and universities in the past [13, 14]. )e student
office of some colleges and universities uses wireless intel-
ligent assistants to remind students of English classes, sign
in, etc., which not only strengthens the management of
students but also reduces the workload of teachers so that
they can devote all their energy to teaching [15]. In order to
better transform the existing research results into practice,
this research combines it with the results of the question-
naire survey to guide our follow-up teaching innovation.)e
SVM algorithm model is used to detect it, so as to build a
college English teaching system that meets the needs of the
times.

2. SVM AlgorithmModel and Research Method

)e SVM algorithm model has a good solution to machine
learning problems with a relatively small sample size, can
solve high-dimensional problems, and has a high resolution.
)erefore, this paper chooses the SVM algorithm model to
assist the research.

2.1. SVMAlgorithmModel. )e original intention of SVM is
to solve the problem of binary classification, and it has a

good effect on solving the problem of binary classification.
)e collected samples are classified in a certain way to ex-
pand the scope of the classification interval, and at the same
time, the confidence interval is converged and reduced, and
the empirical risk is reduced by improving the accuracy.
Later, SVM introduced soft intervals to solve the nonlinear
inseparable problem, through a series of kernel function
transformations; the data were spatially mapped to solve the
nonlinear classification problem. )e architecture diagram
of the SVM model is shown in Figure 1:

)e optimized SVM algorithm model is as follows.
When the classification is a binary classification, the output
x � 0, 1{ } is a binary function. )e prediction function
g(k, a) is the discriminant function in pattern classification,
and the loss function is shown in Formula (1). Among them,
the loss function is  F(x, g(k, a)):

F(x, g(k, a)) �
0, x � g(k, a)

1, x≠g(k, a)
. (1)

)e loss function P is the loss caused by the error be-
tween the prediction function g(k, a) and the real output x,
where P stands for machine learning. A different P is
composed of different loss functions:

P(a) �  F(x, g(k, a))dF(x, g). (2)

2.2. Research Methods. In this paper, the method of ques-
tionnaire survey is used to obtain research data, and the
sample size is calculated according to Formula (3), where Q
is the sample size, M is the statistic, M� 1.93 when the
confidence is 95% andM� 1.67 when the confidence is 90%,
H is the error value, and U is the probability value:

Q �
M

2
U(1 − U)

H
2 . (3)

2.2.1. Design of the Questionnaire. )e main goal of the
development of college English teaching behavior under the
background of wireless communication is to improve the
comprehensive ability of college students, especially non-
English majors, in this field. )erefore, this questionnaire
will also focus on this type of student group. In order to
better eliminate the impact of students’ own English ability
on the survey results, the coverage of the colleges distributed
by the online questionnaire of this survey is very wide.
Among the 5 colleges, there are 985 colleges and ordinary
undergraduate colleges. )ere are 30 questions in the
questionnaire. )e first 5 questions provide a simple un-
derstanding of the students. )e remaining 25 questions can
be divided into 5 aspects, namely, satisfaction with English
courses, their own comprehensive ability in English, and the
school’s wireless communication, the application of tech-
nology, the teaching ability of English teachers, and the
effectiveness of the school in teaching management. )e
questionnaire starts with the sixth question, and each
question is set with 4 alternative answers, arranged in order
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from low to high, and are assigned values of 1–4. In order to
make the calculation results more intuitive, all points are
converted into a hundred-point system for horizontal
comparison, as shown in Table 1.

2.2.2. Investigation Process. After the opening of each
university in the first semester of 2021, one 985 university
and 4 general undergraduate universities in Zhejiang
Province were selected as the survey subjects. With the
approval of the Academic Affairs Office of 5 universities, we
loaded the questionnaire on the campus official website and
invited non-English majors of grade 1–3 undergraduates to
participate in answering. )e questionnaire answers are
valid for 2months, and each ID is limited to one answer. A
total of 1423 students participated in answering questions
during the period. After screening for obviously unrea-
sonable extreme values, there were 1298 valid question-
naires, with an effective rate of 91.2%.

It can be seen from Table 2 that the gender ratio of the
students participating in the survey is relatively balanced,
while the difference in grade distribution is relatively large.
Sophomores accounted for more than half of the total
number [16]. )e second and third places were freshmen
and junior students.

2.2.3. Experimental Process. Using the SVM algorithm to
build a model, the first step is to preprocess various factors
that affect the effect of college English classrooms and ex-
clude specific and individual factors. Next is the extraction of
general factors. It is based on the preprocessed dataset to
extract information that is helpful for vector processing.
Specifically, in this study, what factors can better improve
the teaching effect and make it close to the ideal assignment?

3. Results and Discussion

3.1. Results. It can be seen from Figure 2 that, in the five
main aspects covered by the questionnaire survey, except for
the satisfaction with English courses and the English

teacher’s teaching ability score of nearly 80, the scores of the
other three aspects are all below 70. Among them, in the
school, the effectiveness score in teaching management just
exceeded the passing line.

It can be seen in Figure 3 that there are certain gender
differences in the respondents’ responses to the question-
naire. In addition to the average score of girls in their own
assessment of comprehensive English ability which is
slightly higher than that of boys, the average scores of other
four aspects are slightly lower than boys. It shows that girls
demand for English teaching which is slightly higher than
that of boys, and their comprehensive ability is also slightly
higher than that of boys.

As shown in Figure 4, students’ scores for the same
question in this survey are also different in different grades.
In addition to assigning average points in the assessment of
their own comprehensive English ability, the average points
assigned in the other four areas are all in the same grade as
the increase in the response decreases. )is reflects from the
side that the enthusiasm of students in English is gradually
weakening.

3.2. Discussion

3.2.1. -e Characteristics of College English Courses in the
Context of Cloud Computing and Wireless Communication.
College English education in the context of wireless com-
munication refers to the rapid development of wireless
communication technology. College English has made a
series of changes in order to conform to the trend of the
times. )is allows both teaching parties to get rid of the
constraints of fixed learning locations and time to a large
extent and achieve more efficient English teaching in the
form of online teaching, video playback, and online exams.
At this stage, a number of online classrooms and student
management apps have been developed [17]. )e former,
such as Tencent conferences and Huihui classrooms, can
achieve excellent teaching effects under wireless transmis-
sion; the latter includes the school treasure APP, curtain
APP, and various question-making APPs. With the support
of wireless communication technology, contemporary col-
lege English education has changed significantly from tra-
ditional teaching in terms of teaching mode and training
goals.

(1) Professionalism: college English education at the
current stage has gradually changed the past mode of
unifying teaching content. Instead, in addition to
public English, it has also tried to combine with the
students’ majors so that students can independently
read the foreign literature of their majors.

(2) Practicality: under the background of wireless
communication, English teaching in colleges and
universities reflects higher practicability, and the
teaching content can be closer to the learning needs
of students and has a stronger practical value.

(3) Sustainability: although the system of linking English
scores with degrees is cancelled at this stage, it does

Extract test samples and use
SVMalgorithm for preliminary

classification

Extract opposing test samples and
build a functional model

Use the newly established SVM
algorithn to classify and identify

opposing data

Get Raw Data

Figure 1: )e architecture diagram of the SVM model.
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Table 1: )ematic distribution of the questionnaire.

Title attribution Number of questions
Basic student information 5
Satisfaction with English courses 3
Own comprehensive ability of English 4
School’s application of cloud computing and wireless communication technology 7
English teacher’s teaching ability 6
Effectiveness of the school in teaching management 5

Table 2: Basic information of students participating in the survey (only valid answers).

Category Number

Gender Boys 632
Girls 666

Grade
Freshman 442
Sophomore 658

Junior 323

80

68 70
78

62

0
10
20
30
40
50
60
70
80
90

100

Satisfaction Comprehensive
ability

School application
ability

Teacher ability Management
effectiveness

Figure 2: Distribution of average scores from questionnaire survey.
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Figure 3: Analysis of the difference in scores between males and females in the questionnaire survey.
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not mean that the “tradition” of students saying
goodbye to English after taking the CET exam is still
continuing. On the contrary, the continuity of En-
glish learning has been enhanced because the English
that students learn has been transformed into a real
boost to improve their professionalism.

(4) Changes in teaching objectives: the goal of devel-
oping college English education is to improve stu-
dents’ English proficiency so that students have
better academic research and expression skills. )is
is very different from the one-sided focus on public
English in the past and the emphasis on CET pass
rate. In the past, most non-English major colleges
and universities in my country only offered English
courses in the freshman and sophomore years.
Students basically say goodbye to English when they
reach the third grade. Except for students who need
postgraduate entrance examinations or going
abroad, it can be said that they will not invest more in
English and more in energy to learn. Today, with the
rapid development of wireless communication
technology, students have more opportunities and a
broader platform to learn English, which provides a
solid guarantee for the change of teaching goals.

3.2.2. -e Changes Brought by Cloud Computing and
Wireless Communication Technology to College English
Education

(1) Enhance the richness of teaching resources: wireless
communication technology enables all kinds of re-
sources to be transmitted to students’ information

terminals more quickly and conveniently. On the
basis that 5G has increased the transmission rate by
nearly a hundred times, students can browse the
educational resources designated by teachers almost
at any time. In addition, with the transformation of
the teaching objectives of contemporary college
English teaching, more and more colleges and
universities use actual simulation as an important
means to improve the practicality of English
teaching. )is requires not only comprehensive re-
source integration but also human-computer inter-
action and other forms to stimulate students’
enthusiasm. In this field, the advantages of wireless
communication are enormous.

(2) Expanded the flexibility of teaching methods: the
traditional college English classroom is almost in the
same line as the middle and high school stages.
Teachers follow the fixed process of “word recitation-
text explanation-grammar focus” and review later.
Effective interaction between the two parties is ex-
tremely limited. )e development of wireless com-
munication technology provides an excellent
opportunity to change this model. Both parties can
expand according to the content to be taught in the
classroom and adopt flexible teaching methods.

(3) Promote students’ understanding and absorption of
what they have learned: in the past, the most im-
portant way for college students to learn English was
by rote memorization, striving to pass the CETexam
in the shortest time. Students rarely have a deep
understanding of word methods and grammatical
connotations. As a result, although some students
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Figure 4: Analysis of the differences in the scores of students in each grade.
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obtain high scores in the CET exam, their practical
ability to use English is very limited, and they lack the
favorable conditions for actual simulation. )e re-
duction in tariffs and the increase in the rate brought
about by the development of wireless communica-
tion technology have greatly increased the oppor-
tunities for students to communicate online, thereby
deepening the students’ understanding and ab-
sorption of what they have learned.

(4) Freedom of teaching space: the construction of
college English teaching based on the highly devel-
oped wireless communication technology not only
has obvious advantages in teaching content and
teaching effects but also solves the fixedness of
teaching space to a large extent. Teachers and stu-
dents do not need to go to a fixed classroom to start
teaching, but only need to participate in the teaching
process through the wireless information terminal at
the specified time. )is not only saves time but also
allows both teachers and students to interact in a
more free and comfortable environment.

3.2.3. Current Problems in English Education

(1) English teachers still occupy the leading position in
the classroom: on the one hand, students’ enthusi-
asm in class is not high. Except for professional
English colleges, English is just an ordinary public
course in colleges and universities. Coupled with the
recent cancellation of the CET test score and degree
linkage system, students’ enthusiasm for learning has
greatly reduced. On the other hand, college English
teachers must complete the teaching tasks specified
by the Academic Affairs Office within a very limited
class time and can only tell as much as possible in the
classroom.

(2) Some students have a serious perfunctory mentality:
based on wireless communication technology, many
colleges and universities have developed or pur-
chased APPs for students’ English learning and
uploaded corresponding learning resources in
combination with the teaching plan. Students are
required to check-in and complete a certain number
of exercises every day.)is idea is the scientific use of
wireless communication technology. However, from
the actual effect, many students have a serious
perfunctory mentality, and some even spend money
to hire classmates to complete their homework tasks.
)is not only failed to improve the ability but also
caused a great waste of learning resources.

(3) Limited improvement in students’ English applica-
tion ability: the study found that the English ap-
plication ability of college students has not been
significantly improved due to the development of
wireless technology. )e main reason is that the
current evaluation of the teaching ability of English
teachers in colleges and universities still stays at the

rigid indicator of the CET pass rate of the teaching
class. )erefore, teachers have to focus on the stu-
dents’ test-taking ability in the teaching process.
Although the application ability training has in-
creased, in fact, the improvement of students’ En-
glish application ability is very limited.

)erefore, colleges and universities should focus on
improving students’ enthusiasm for English learning and
carry out targeted reforms in response to the above-
mentioned problems existing in traditional English teaching.
Exams are important, but the ultimate goal of English
learning is to enable students to express themselves in
English flexibly. Colleges and universities should pay at-
tention to improving students’ English application ability.

4. SuggestionsontheRealizationPathofCollege
English Education under the Background of
CloudComputingandWirelessCommunication

4.1. Give Students More Room to Play. Although the CET is
cancelled through the degree-linked system, it does not
mean that English teaching should be ignored. )is will
make students misunderstand the importance of English.
Teachers in colleges and universities can boldly adopt a
variety of teaching modes, reduce the prescribed teaching
tasks, and advocate increasing the guidance of students’
language expression and appreciation of master-
pieces.Conditional schools can investigate students’ learning
intentions and points of interest through the Internet, divide
students into corresponding groups for learning, and open
up the assessment methods [18]. Enable students to learn
really because of interest.

4.2. Actively Adjust Students’ Perfunctory Psychology.
Combine institutional management and ideological edu-
cation to guide students to change their perfunctory psy-
chology in the field of English learning. For example, regular
video scanning is performed when students are doing
questions, and check-in is performed by fingerprint entry or
face recognition technology [19]. For students who adopt
employment, plagiarism, etc. in the course of homework,
once discovered, the final grade will be judged as a failure, in
order to enhance the students’ emphasis on English learning.

4.3. Pay Attention to the Improvement of Students’ English
Ability. Colleges and universities should focus on building a
comprehensive evaluation system, formulate and emphasize
guidelines for the improvement of CET pass rate and ap-
plication ability, and allow teachers to actively balance the
proportion of test-taking ability and application ability
training. Choose more scientific methods in written ex-
pression and oral language, invest more energy, and fully
realize the instrumental nature of English. Efforts to enable
students to improve their comprehensive abilities while
passing the CET exam.
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5. Conclusion

With the closer integration of cloud computing and wireless
communication technology with college English education,
traditional English classrooms have undergone tremendous
changes, showing many new features from teaching models
and teaching concepts to teaching goals. At the same time,
due to the adjustment of the system, the enthusiasm of non-
English majors in colleges and universities for English
learning has been reduced. How to scientifically deal with
the challenges brought about by the combined forces of these
multiple factors is a key issue facing our college English
education at this stage. )rough experimental research, it
can be seen that, due to differences in gender and grade,
students have different attitudes towards English learning in
the context of wireless communication. We should actively
adjust and start with self-transformation. Integrate English
teaching with the professional needs of students and, at the
same time, have the courage to break through the limitations
of teaching methods, and choose teaching methods that can
more stimulate students’ interest to serve teaching. With the
help of the SVM algorithm, find out several key factors to
improve the teaching effect. )is points out the direction for
us to continue in-depth research and also provides a sci-
entific basis for the next step of carrying out differentiated
experiments.
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Currently, there is less research on how to improve the efficiency of the application of computer graphics technology in the
creation of public sculpture. )erefore, this paper will focus on how computer graphics algorithms can enable systems for the
creation of public sculpture with the intervention of computer graphics technology to create more accurate and completed works
of public sculpture. It will explore and analyze how computer image algorithms can help creators apply computer image
technology to finish complete and accurate public sculptures, and individual studies, computer imagery, and model analysis are
also used. In systems for the creation of public sculpture, the point cloud data of the model is obtained through 3D laser scanning
technology; then the algorithm of the point cloud model is integrated and the Statistical Outlier Removal algorithm of the point
cloud model intervention is processed. By this way, the point cloud model of the work is optimized, and then a more completed
and accurate public sculpture work can be produced by 3D sculpting or 3D printing. )e research shows that, in the creation of
public sculptures with the intervention of computer graphics technology, the computer graphics algorithm acquires the basis of
the high-definition public sculpture data model.)e computer graphics algorithm improves the accuracy and completeness of the
creator using computer graphics technology; it is also the key to transform the accurate enlargement and transformation of the
sculptural model into the actual sculptural work.

1. Introduction

Up to now, specialized computer graphics techniques and
tools for the creation of public sculpture, such as ZBrush,
Mudbox, 3D-Coat, 3ds Max, Blender, and Maya, have be-
come common means of creation for many artists because
those techniques and tools can broaden the creative ap-
proach of creators [1]. In the planning, designing, imple-
mentation, displaying, and dissemination of public
sculpture, especially in the process of creating public proper
sculpture, computer graphics technology is playing a big and
important role in the development of public sculpture [2].
Along with the development of computer graphics tech-
nology, computer graphics technologies such as 3D scan-
ning, 3D printing, and 3D sculpting, as well as related
materials and equipment, have emerged one after another.

)ese techniques, materials, and equipment have been
gradually involved in the creation of public sculpture and
have great potential prospects for application. At the same
time, some scholars in China have also begun to pay at-
tention to this, for example, Liao Anshun’s thesis on “�e
Use of Computer Image Technology in Public Sculpture
Design” [3], Zhang Wang’s thesis on “�e Application of
Computer Image Technology inModern Public Sculpture” [4],
and ZhengMiao and DengWei’s thesis on “ANew Approach
to Plastic Art—Talking about Digital Technology Intervention
in Sculpture” [5]; all the mentioned scholars and their papers
have discussed this issue from different perspectives. )e
paper titled “A New Approach to Plastic Art—Talking about
Digital Technology Intervention in Sculpture Art” by Zheng
Miao and Deng Wei explores this issue from different
perspectives. However, little research has been conducted on
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how to improve the integrity and accuracy of public
sculptures created by creators using computer graphics
technology.

In order to investigate how to make the public sculptures
created by the public sculpture creation system with the
intervention of computer graphics technology more accu-
rate and complete, this paper will introduce some practical
examples of public sculpture and analysis of relevant
computer graphics algorithm formulas and models. Two
questions will be mainly discussed in this paper: (1)What are
the key points of computer graphics algorithms in systems
for creation of public sculpture? (2) Which computer
graphics algorithms and how can they be used to improve
the accuracy and integrity of public sculptures created by
computer graphics technology?)ese questions are explored
in two separate sections: firstly, an analysis of the pathway
for computer graphics algorithms to intervene in the cre-
ation of public sculpture and, secondly, an analysis of the
specific ways in which computer graphics algorithms can
intervene in the creation of public sculpture.

2. Pathways for the Intervention of Computer
Graphics Algorithms in Systems for
Creation of Public Sculpture

Computer image algorithms are the software systems that
make computer image technology possible, and, in this
perspective, computer image algorithms are also called
digital image processing algorithms. )e involvement of
computer graphics algorithms in the creation of public
sculpture is achieved through computer graphics technol-
ogy. )erefore, a study of the path of computer graphics
algorithms in systems for creation of public sculpture also
needs to start with the way in which computer graphics
technology intervenes in public sculpture creation systems.

Systems for creation of public sculpture are formed on
the basis of urban master plans and therefore they do not
have a fixed pattern [6]. In order to clearly understand the
involvement of computer graphics algorithms in the crea-
tion of public sculpture, we can start by analyzing the in-
volvement of computer graphics technology in the creation
of public sculpture. On this basis, we can then explore the
involvement of computer graphics technology in the crea-
tion of public sculpture itself, and, by this, the key points of
the involvement of computer graphics algorithms in the
creation of public sculpture can be clearly clarified.

2.1. Intervention in Public Sculpture Creation Process System
through Computer Graphics Technology. In terms of the
process of creating public sculpture, the system of creating
public sculpture can be understood as follows: planning of
public sculpture—creation of design—production of
works—installation of works—display and dissemination.
)is creation system is the procedure for the creation of
public sculpture and can therefore also be called the public
sculpture creation process system. However, the steps in the
public sculpture creation process system are not linear but
have nonlinear characteristics. )e path of computer

graphics algorithms in the creation of public sculpture can
be analyzed through the model of a public sculpture creation
process system involving computer technology.

In order to help the creator to complete the creation of
the public sculpture, different computer graphics technol-
ogies can be involved in each stage of the public sculpture
creation process. In the planning stage of public sculpture,
software and technologies such as planimetric mapping, 3D
mapping, spatial analysis, and virtual reality can be involved;
in the design stage, software and technologies such as 2D
design, 3D modelling, and 3D scanning software can be
involved; in the production stage, technologies and tools
such as 3D printing, numerical control, and digital materials
can be involved; in the installation stage, software and
technologies such as planimetric mapping and 3D mapping
can be involved; and, in the display and dissemination stage,
software and technologies such as numerical control and
multimedia can be involved. Software and technology can be
involved in the installation stage of the work; in the display
and dissemination stage, technology such as CNC, multi-
media, and Internet technology can be involved.

In the process of creating public sculpture, computer
graphics technology will also intervene in systems for cre-
ation of public sculpture as a means of artistic expression for
the creator. Its intervention in the creation system of public
sculpture is mainly manifested in two ways, namely, the
method of using digital technology as a starting point and
the method of using public sculpture as a starting point. )e
specific expressions are as follows: (i) the use of digital
technology means related to information expressions such as
lighting, sound, and three-dimensional images [7] and (ii)
the use of traditional public sculpture languages such as
materials, shapes, and contexts [8]. In general, the traditional
language of public sculpture is the inner shell and the digital
technology is the outer one, and both work together to make
computer graphics technology reasonably effective in the
creation of public sculpture.

In order to introduce computer graphics technology into
the creation of public sculpture in a natural, dynamic, and
scientific way, its involvement in the creation of public
sculpture needs to be carried out under certain conditions
and bases. [9] In other words, there are certain principles
that need to be followed when computer graphics tech-
nology is introduced into the creation of public sculpture.
Firstly, the basic characteristics of public sculpture must be
followed and the concept of art for the public must be upheld
[10]. Secondly, the public should be themain subject, and the
relationship between the public, public sculpture, and public
space should be well coordinated [11]. It is also necessary to
follow the characteristics of digital technology and to grasp
the intrinsic links between the various factors involved in the
creation of public sculpture, so that it can give full play to
creativity in the system [12]. In addition, the systemic and
creative nature of the creation of public sculpture must be
followed [13]. )is means that the basic characteristics of
public sculpture, the principle of the trinity of public, public
sculpture, and public space, the characteristics of digital
technology itself, and the principles of systemic and creative
creation must be followed.
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In other words, when computer graphics technology is
intervened in public sculpture creation program system, the
functions and themes to be achieved have to be considered,
certain principles have to be obeyed, and relevant methods
have to be used, so that all parts of the public sculpture
creation process can be complementary, interrelated, and
integrated into one [14]. )e integration of computer
graphics technology into the process of creating public
sculpture allows for a high degree of integration between
digital technology and the creation of public sculpture,
optimizing the process of creation and greatly reducing the
time and cost of production, as well as ensuring the accuracy,
ease of installation, and safety of use of the work. In short,
the involvement of computer graphics technology in the
creation of public sculptures can make the creation of public
sculptures more rational, systematic, and effective. A model
of a public sculpture creation process involving computer
graphics technology is shown in Figure 1.

)e computer graphics algorithm, in short, is a computer
graphics technology that intervenes in the “planning—
creation—design—installation—display and dissemination”
of public sculpture according to the functions and themes to
be achieved, following certain principles and using relevant
methods. )e process of creating a public sculpture is based
on the principles of planning—crea-
ting—designing—installing—displaying, and disseminating,
and thus, it helps the creator to complete the public
sculpture.

2.2. Intervention in the Ontological System of Public Sculpture
Creation through Computer Graphics Technology. )e cre-
ation process system of public sculpture contains a number
of unit links, which can be regarded subsystems of the
creation process system [15].)e process of creation, design,
production, and installation is the process of creating the
body of public sculpture, which can be called the ontological
creation system of public sculpture. )is ontological system
of public sculpture creation determines the way in which
public sculpture artworks exist, and its system composition
has a close relationship with public space and audiences [16].
)erefore, it can be said that the ontological system of public
sculpture creation is the core of the public sculpture creation
process system. )e effect of the intervention of computer
graphics technology in the ontological system of public
sculpture creation has a decisive impact on the quality of
public sculpture.

)e involvement of computer graphics technology in the
creation of public sculpture is also based on the functions
and themes to be achieved and on certain principles and
methods. In addition, it is important to adhere to the
concept of creation and to apply computer graphics tech-
nology on the base of the way in which the art exists. Besides,
the significance and value of computer graphics technology
in the creation of public sculpture should be considered.
Moreover, it is necessary to analyze and study what kind of
computer graphics technology should be involved, in what
way, and in which system and link the concept and posi-
tioning of the creation to the various units of the system of

ontological creation, so as to play the proper role of the
system together [17]. For example, the Chinese artist Dong
Shubing created the public sculpture “Son of the Earth”
firstly acquiring the data model through 3D scanning of the
sleeping baby and then enlarging the whole model to 15
metres long and dividing it into 40 cm square units, followed
by sculpting the red sandstone material into solid units
according to the content and size of the units through 3D
sculpting technology and finally putting the units together.
)e solid units are then assembled and placed in a monu-
mental size on the Gobi beach, conveying the idea of a
sleeping child of the Earth lying in the arms of the sky and
the Earth. )e author has carried his concept through to the
positioning of the infant figure and the ontology creation
system through a series of steps such as 3D scanning to
obtain the data model—analysis and refinement of the 3D
data model—division of the 3D datamodel—sculpting of the
divided data model units—installation of the work in a series
of ontological creation systems (as shown in Figure 2).
)roughout the creation system of this work, computer
graphics technology strongly supports the author’s creating
process, creative ideas, and the realization of the artistic
presence of the public sculpture [18].

Of course, the main way in which computer graphics
technology is currently being used for creation is to combine
it with manual creation. )is, then, requires full consider-
ation of the integration of digital technology with themanual
shaping process. In the ontological creation of such public
sculptures, the creation of small sculptural drafts is usually
done manually, and then the small drafts are scanned
through 3D scanning technology and tools; then the scanned
data is processed and enlarged, and, next, the public
sculptures are printed using 3D printing technology and
tools and finally modified and refined by hand. For example,
Chinese artist Sui Jianguo’s public sculptures in the
Handwriting series were created using a combination of 3D
scanning and 3D printing technology. )e sculptural forms
of clay or plaster made by hand are scanned by the author
using 3D scanning technology and then enlarged in a
computer to show clearly the texture of the hand that re-
mains in it, and then the enlarged forms are printed out in
fine detail using 3D printing technology, and finally the work
is finished by turning and installing (as shown in Figure 3).
)rough 3D scanning technology and 3D printing, pre-
senting the creator’s manuscript in a clear and complete
enlargement becomes a quite possibility. Besides this, new
connotation and meaning of the product are displayed.

In this type of ontology system, 3D scanning and 3D
printing technologies allow the creator to have more space
and possibilities for artistic expression. In this type of public
sculpture, the accuracy of 3D scanning and 3D printing
technology has a crucial impact on the degree of completion
of the public sculpture [19]. Improving the accuracy of 3D
scanning and 3D printing technologies and tools is therefore
key to their efficient involvement in the creation of public
sculptures.

In the process of creating a system of public sculpture
with the involvement of computer graphics technology, 3D
scanning is the process of acquiring model data and 3D
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printing or sculpting is the process of outputting the data
[20].)e key to improving the accuracy of 3D printing or 3D
sculpting techniques and tools lies in the process of im-
proving the accuracy of the data model acquiring and
outputting. In the process of acquiring data model and
outputting it, with certain amount of 3D scanning equip-
ment, the key to improving the accuracy of the acquired data
lies in the processing of the acquired with a certain amount
of 3D scanning equipment, and the key to improving the

accuracy of the acquired data model lies in the processing of
the acquired data model. )at is to say, in the case of certain
amount of 3D scanning equipment, after 3D scanning of the
work model, the acquired 3D model data also needs to be
processed to make the 3D data more accurate and complete,
and then accurate and complete works can be produced
through 3D printing technology. From this point of view, in
the process of creating public sculptures with the involve-
ment of computer graphics technology, the integrity and

Analysis and refinement of 3D data models

Installation of 3D sculpted work unit components
3D sculpting based on segmented

model data

Segmentation of models based on 3D scanned model data3D scanning for data models
Field view of public

sculpture works

Figure 2: Intervention of computer graphics technology in the ontological system process of the creation of Children of the Earth.

Intervention principles:
1)Following the basic characteristics of
public sculpture art;
2)Following the principle of trinity of
public, public sculpture and public space;
3)Following the characteristics of
Computer imaging technology itself;
4)Following the systematic and creative
nature of creation;

Intervention methods:
1)lighting, sound and the use of digital
technical means of expression such as
three-dimensional images.
2)�e use of public sculpture language
such as material,shape and context.

Exhibition &
Communication

numerical control,
multimedia, the Internet

and other digital
technologies.
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Work

Graphic design,
3D mapping and
other so�ware.

Digital Technology
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3D printing (CNC),

�e numerical control
technology, the digital
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�e formal
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public
sculpture

Planning
Public Sculpture
Graphic dra�ing,

3D dra�ing,
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Virtual Reality and
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Designing
Public Sculpture
Graphic design,
3D modeling,
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so�ware, etc.Function/theme

and intervention
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Figure 1: A model of a public sculpture creation system with the intervention of computer graphics technology.
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accuracy of the work depend on the collection and pro-
cessing of the data of the public sculpture [21]. )is requires
the intervention of computer graphics algorithms, which are
thus involved in the creation of public sculpture systems to
help creators use computer graphics technology to create
complete and accurate public sculptures. In short, the key to
improving the accuracy of 3D scanning and 3D printing
technologies and tools is the intervention of computer
graphics algorithms.

3. Intervention Methods of Computer Graphics
Algorithms in Systems for Creation of
Public Sculpture

In systems for creation of public sculpture, since the in-
tervention of computer graphics algorithm is the key to the
creator’s ability to create accurate and complete public
sculptures through computer graphics technology, what
kinds of computer graphics algorithms are used? How can
they be used to help the creator to create accurate works?
)ese questions are addressed in the following discussions:
the computer graphics algorithms and their interventions in
the collection, processing, and output of data from themodel
objects of public sculpture.

3.1. Collecting Data of Public Sculptural Works. In the
practice of creating public sculptures, 3D laser scanning, also
known as point cloud scanning, is the most common 3D
scanning technique used to obtain data models of works.
)is technology is currently more mature and has a very
high accuracy, for example, the 3D CaMega body scanner
from Beijing Bovee Hengxin, with a measurement accuracy
of 0.50mm. Using 3D laser scanning technology based on
harmless white light to scan the whole body, this scanner can
obtain accurate 3D data of the human as quickly as several
seconds [22].

Point cloud scanning technology incorporates photon-
ics, computer graphics, and information processing and

computer vision technologies. )e principle is to obtain the
spatial coordinate data of the object surface by scanning the
spatial shape and structure of the object [23]. In order to
obtain a point cloudmodel data of the object, the point cloud
scanning technique takes a noncontact approach, scanning
the spatial shape and structure of the object to obtain the
spatial coordinates of the surface.

)e 3D point cloud data model is formed using geo-
metric data of the surface of the object obtained by scanning
the target object using the 3D scanning tool, which has a
customized 3D coordinate system (see Figure 4) consisting
of three mutually perpendicular X-, Y-, and Z-axes, capable
of indicating the point cloud coordinate data of the object.
When the 3D point cloud scanner is used to acquire the
point cloud data, a laser emitter sends a laser pulse to the
target object, which is then diffusely reflected on the surface
of the target object and the laser signal returns in an almost
identical path, which is then received by the built-in receiver
of the instrument, and then this instrument calculates the
distance between the target point and the scanner. At the
same time, the scanner detects and counts the transverse
angular value α and the longitudinal angular value θ of the
pulse signal [24]. From this, the point cloud coordinates of
the target object can be calculated according to equation (1),
which enables the point cloud coordinates to be calculated,
thus obtaining the point cloud data of the object.

XP � S cos θ cos a,

YP � S cos θ sin a,

ZP � S sin θ.

⎧⎪⎪⎨

⎪⎪⎩
(1)

During the period of creating a public sculpture, the
creator can use the 3D point cloud scanner to scan the model
of the public sculpture or the solid object without contact
and therefore without damage to the scanned object. Once
the scanning of the model or solid object is completed, the
point cloud data of the model or solid object can be obtained
with the intervention of the cloud point 3D coordinate
formula. For example, when the Chinese artist Dong

Some forms of the hand pinch Processing of data collecting by 3D scanning A 3D-printed sculpture

Figure 3: Computer graphics intervention in the making of the sculpture “Handwriting.”
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Shubing created the work “’Children of the Earth,” he used
this scanning technique to scan a baby to obtain data of the
model object; when the Chinese artist Sui Jianguo created
the series “Handwriting,” he used this scanning technique to
scan a hand-crafted clay model to obtain data of the model
object.

3.2. Processing of Data Models for Public Sculpture Works.
In the creation of public sculpture, the quality of the point
cloud model directly determines the accuracy and com-
pleteness of the public sculpture produced by 3D printing
technology [25]. However, public sculptures are often
complex, and it is difficult to obtain accurate and complete
point cloud data from just one perspective. )erefore, in
order to collect more accurate and complete point cloud data
models, it is often necessary to use a multiangle scanning
approach to obtain data of public sculptures in multiple
directions. )is then requires the processing of the collected
point cloud data models in multiple orientations. )e
processing of the collected point cloud data models is an

essential part of improving the quality of the point cloud
models. )e processing of the collected point cloud data
models consists of two steps: integration of the point cloud
data models and noise reduction of the point cloud data
models.

3.2.1. Integration of Point Cloud Data Model. )e point
cloud data models of public sculptures obtained from dif-
ferent angles by 3D scanning equipment need to be inte-
grated to form a complete point cloud model. )is requires
the point cloud data models from different angles to be
converted into the same coordinate system, a process known
as integration of point cloud data models [26].

When the same 3D scanning device is used to scan a
model object of a public sculpture, the point cloud data
models obtained from different angles have the same pro-
portional relationship to each other and can be converted to
a uniform coordinate system by simply translating or ro-
tating the different point cloud data models when inte-
grating them. )at is to say, if the coordinates of the first set
of point cloud data models (x1, y1, z1) are transformed into
the coordinates of the second set of point cloud data models
(x2, y2, z2), only three rotation parameters (α, β, c) and
three translation parameters (Λx,Λy,Λz) need to be
transformed. Of course, if these six parameters are to be
calculated, more than three points are required to be
common to the different point cloud data models. )e al-
gorithm for the conversion of point cloud data model co-
ordinates is given in equations (2) and (3) [27].

X

Y

Z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � R(a, β, c)

x

y

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

Λx

Λy

Λz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (2)

From equation (2),

R �

cosβcosc cosβsinc −sinβ

−cosαsinc + sinαsinβcosc cosαcosc + sinαsinβsinc sinαcosβ

sinαsinc + cosαsinβcosc −sinαcosc + cosαsinβsinc cosαcosβ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (3)

)ere are two ways to integrate point cloud data model: the
first way is feature-point-based integration and the second is
non-feature-point-based integration [28]. )e feature-point-
based integration approach is to identify more obvious feature
points between each point cloud data model to be integrated
and then to integrate the coordinate parameters of these feature
points to complete the integration of the point cloud data
model. In public sculpture creation systems, the feature-point-
based integration approach is more suitable for integrating the
point cloud data models of public sculpture objects, because
public sculptures usually have unique modelling characteristics.

)e integration process based on feature points is as
follows [29]:

(1) Find the feature points p1, p2, p3 of the first set of
point cloud data model and the corresponding
feature points b1, b2, b3 of the second set of point
cloud data model.

(2) As the following vector: (p1 − p2), (p3 − p1),
(b2 − b1), (b3 − b1), order N1 � p2 − p1 and
M1 � b2 − b1.

(3) As the following vector: U3 and M3.

Z

Y

X

θ

α

P (XP, YP, ZP)

0

Figure 4: Diagram of the coordinate system in the 3D scanning
tool.
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U3 � U1 × p3 − p1( ,

M3 � M1 × b3 − b1( .
 (4)

(4) As the following vector: N2 and M2.

U2 � U3 × U1,

M2 � M3 × M1.
 (5)

(5) As the following unit vector:

u1 �
u1

u1



,

u2 �
u2

u2



,

u3 �
u3

u3



.

m1 �
M1

M1



,

m2 �
M2

M2



,

m3 �
M3

M3



.

(6)

(6) Convert any point of [n] to [m] by the formula
Pi
′ � PiR + T.

(7) Since [m] � [u]R, the rotation matrix R � [u]− 1[m]

can be solved for.
(8) Let P1′ � b1 and P1 � p1, and bring them into the

formula Pi
′ � PiR + T, then the translation matrix

can be derived as follows:

T � b1 − p1[u]
− 1

[m]. (7)

(9) Based on the previous equations, the equation for-
mula for integrating the point cloud data model for
public sculptures can be rewritten as follows:

A′ � A[u]
− 1

[m] − A1[u]
− 1

[m] + b1. (8)

Based on the above steps, the integration of different
point cloud data models of the same public sculpture model
object can be achieved with the intervention of the computer
graphics algorithm formula; all these can make the point
cloud model obtained by scanning the public sculpture
model or solid object with the 3D scanning tool more ac-
curate and complete.

3.2.2. Noise Reduction Processing by Point Cloud Model.
When acquiring point cloud data models of public sculp-
tures or solid objects through 3D scanning, the acquired
point cloud data models may produce some noise in the
point cloud data models due to the influence of the in-
struments or the working environment. In systems for

creation of public sculpture, these noises in the point cloud
model will have a negative impact on the main body of the
point cloud model, which in turn will affect the quality of the
public sculpture produced by the 3D printing technology.
)erefore, in order to obtain a clearer and more detailed 3D
model, the point cloud data model needs to be integrated
and then noise-reduced.

Some noise can be easily noted, and it can be dealt with
manually, while less obvious noise needs to be dealt with in
an appropriate way. For the creation of public sculptures, the
Statistical Outlier Removal method is more effective in
dealing with noise in point cloud data models [30].

)e Statistical Outlier Removal method was used to deal
with the noise in the point cloud data model as follows [31]:

(1) Set the noise reduction region D of the point cloud
model, where the number of point clouds is n.
Starting from point Pi , the distance from Pi to all its
neighbouring points is di; then, according to equa-
tion (9), the average distance δ and standard devi-
ation σi can be solved.

μ �


n
i−1 di

n
,

σ 2
�


n
i−1 di − μ( 

2

n − 1
.

(9)

(2) Since the number of point clouds is n and the
previous step needs to be repeated to obtain N that
means the number of average distances and standard
deviations, equation (10) can be used to calculate the
average distance μo and standard deviation σo from
the noise points to point Pi in the whole point cloud
data model.

μo �


n
i−1 μi

N
,

σo
2

�


n
i−1 μi − μo( 

2

N − 1
.

(10)

(3) )e average distance of all the noise points in the
point cloud data model to point Pi is judged, and the
standard deviationmultiplier is positioned at k. If the
average distance value is greater than μo + kσo, then
the noise points can be judged to be deleted.

In systems for creation of public sculpture, the Statistical
Outlier Removal method is used to process the noise in the
point cloud data model, resulting in a clearer point cloud
data model of the captured public sculpture work model or
solid object.

3.3. Output of Data Model for Public Sculpture Works.
)e process of exporting the point cloud data model is in fact
the process of applying 3D printing technology and
equipment to produce public sculptures based on the col-
lected and processed data models. In a public sculpture
creation system, the point cloud model data of the public
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sculpture model or solid object is collected and processed by
3D scanning, and then the public sculpture is produced by
3D printing technology [32].

)ere are two main types of 3D printing technology used
in systems for creation of public sculpture: )e first type is
CNC (Computer Numerical Control Machine) numerical
control sculpting technology, also often called 3D sculpting
technology, which renders works by subtracting material
[33]. )e second is the 3D shaping technology by adding
materials to render the work, which is commonly referred to
as 3D printing technology. In all of these, CNC sculpting
technology is used to manipulate the robotic arm by digital
control to carvematerials such as foam, stone, and wood into
sculptural objects [34]. CNC engraving technology is less
accurate than 3D shaping technology, and therefore it is less
used in the production of highly refined public sculptures.
However, it is often used in the production of large public
sculptures that require a low degree of refinement. For
example, in Chinese artist Dong Shubing’s public sculpture
“Son of the Earth,” the physical presentation of the point
cloud data model of the model object is completed by CNC
engraving technology. )e 3D shaping technology is a
technique of stacking resin, plastic, and powdered metal
materials into three-dimensional objects by means of layer-
by-layer printing. In the process of creating public sculpture,
3D shaping technology can accurately restore the digital
model collected and processed, enabling the digital model to
be accurately converted into a public sculpture entity. For
example, in the case of Chinese artist Sui Jianguo’s public
sculpture series “Handwriting,” the point cloud data model
of his work is physically shaped by 3D shaping technology.

In systems for creation of public sculpture involving
computer graphics technology, the accuracy of the output of
the point cloud data model of a public sculpture depends
primarily on the obtaining and processing of the point cloud
data model. In other words, the accuracy of the work is
determined by the processing of the point cloud data model,
whether it is achieved by subtracting material through 3D
sculpting or adding material through 3D shaping. )e effect
of the processing of the point cloud data model lies in the
intervention of appropriate computer graphics algorithms.
)e accuracy of public sculptures can be improved by the
integration of feature-based algorithms and Statistical
Outlier Removal algorithms into public sculpture creation
systems.

4. Conclusion

Due to the paucity of relevant research, this paper draws on a
limited number of sources and is therefore limited in the
depth of what it can explore. )e following conclusions can
be drawn from an analysis of the ways and means by which
computer graphics algorithms can intervene in the creation
of public sculpture systems:

(1) )e involvement of computer graphics algorithms in
systems for creation of public sculpture is achieved
through the involvement of computer graphics
technology in the creation program system and the

ontology system of public sculpture. )e involve-
ment of computer graphics algorithms in systems for
creation of public sculpture is the key to the creation
of accurate and complete public sculptures by the
creator through computer graphics technology.

(2) )e impact of computer graphics algorithms on
public sculpture creation systems is mainly displayed
in the process of extracting and processing the point
cloud data model of a public sculpture, which is
obtained by scanning with a 3D scanning tool and
calculating the point cloud coordinate formula. In
order to obtain a complete and clear point cloud data
model of the public sculpture object, the point cloud
data model conversion formula can be used to in-
tegrate the point cloud data models of different
angles of the same object model, and then the Sta-
tistical Outlier Removal algorithm is used to process
the noise in the point cloud data model.

(3) In the public sculpture creation system, the com-
puter image algorithm is the basis for collecting,
processing, and transforming the point cloud data of
the public sculpture work with high definition. Its
intervention in the public sculpture creation system
improves the accuracy of the sculptor’s using
computer graphics technology when they create
public sculptures. Besides, it plays a key role when
the creator use computer graphics technology to
accurately enlarge and transform public sculpture
models into physical public sculptures.

Data Availability

Data sharing is not applicable to this article as no datasets
were generated or analyzed during the current study.

Conflicts of Interest

)e authors declare that they have no conflicts of interest.

References

[1] S. Zhu, “Opportunities of edges-prospect of sculpture under
5G,” Sculptre, vol. 132, no. 4, pp. 22–26, 2019.

[2] W. He, “Public sculpture design strategy in the perspective of
rural revitalization,” Journal of Anshan Normal University,
vol. 21, no. 6, pp. 78–81, 2019.

[3] A. S. Liao, “)e use of computer imaging technology in the
design of public sculpture,” Ceramics Science & Art, vol. 73,
no. 6, pp. 18–22, 2020.

[4] W. Zhang, “A discussion of computer imaging technology
and public sculptures,” Architecture & Culture, vol. 145,
no. 10, pp. 21–23, 2015.

[5] M. Zheng, “A new approach to plastic art - digital technology
intervention in public sculpture art,” Fine Art, vol. 65, no. 4,
pp. 75–77, 2017.

[6] J. Zhang, “A preliminary investigation of the content and
methods of public art planning based on urban cultural
construction,” Art Journal, vol. 56, no. 5, pp. 103–108, 2018.

[7] W. Wang, “Research on digital media art under the char-
acteristics of technicality,” Stage, vol. 11, pp. 94–97, 2017.

8 Scientific Programming



[8] W. Liao, “Narrative analysis of sculptural language,” Qilu
Realm of Arts, vol. 115, no. 4, pp. 15–17, 2010.

[9] Xi-C. Zhang, “Reflection on the principle of publicness of
urban cultural space and sculpture,” Creative Design Source,
vol. 121, no. 5, pp. 4–11, 2017.

[10] C.Wang, “Analysis of modern urban public art issues,”Urban
Construction �eory Research, vol. 35, no. 5, pp. 1610-1611,
2015.

[11] G. Zhang, “)e convergence of diversity: the new media turn
in public art,” Art and Design, vol. 1, pp. 176–180, 2017.

[12] Z. Guo, “Analysis of the application and maintenance of
digital fiber optic communication equipment,” Information/
Communication, vol. 189, no. 9, pp. 255–258, 2018.

[13] W. Zhang, “Research on the application of digital technology
in modern public sculpture,” Architecture & Culture, vol. 115,
no. 10, pp. 21–25, 2015.

[14] W. Luo, “Urban sculpture based on 3D scanning and 3D
printing technology,” Art Panorama, vol. 102, no. 8,
pp. 107-108, 2020.

[15] J. Chen and K. Leng, “Public Sulpture Manufacturing System
Based on Virtual Reality and 3D Printing,” Design, vol. 201,
no. 15, pp. 26-27, 2015.

[16] W. A. Zhang, “Discussion of digital technologies and pub-
licsculptures,” Architecture & Culture, vol. 145, no. 10,
pp. 21–23, 2015.

[17] H.-C. Yang, “)e logical structure of “artistry” in the creation
of sculpture,” Fine Arts Literature, vol. 33, no. 4, pp. 53–56,
2019.

[18] J.-Q. Cui, “Usion·Promotion·Development: design elements
of the nowadays developing sculpture art region,” Sculpture,
vol. 5, pp. 66-67, 2015.

[19] D. Yan, “)e application of 3D printing technology in the
teaching of general technology,” Experimental teaching and
instruments, vol. 33, no. 1, pp. 37–44, 2016.

[20] L. Huang, “)e utility of three-dimensional modeling tech-
nology in the display of silk road treasures,” Electronics,
vol. 10, pp. 163–165, 2020.

[21] W.-A. Luo, “Urban sculpture based on 3D scanning and 3D
printing technology,” Art panorama, vol. 96, no. 8, pp. 105–
109, 2020.

[22] H. Wei, “Garment design and development based on 3D
scanning technology,” Textile Guide, vol. 103, no. 2, pp. 72–77,
2016.

[23] Y. Li, “Development of a 3D automatic measurement system
for body dimensions,” Journal of Northwest Textile Engi-
neering College, vol. 15, no. 9, pp. 8–11, 2019.

[24] C. Liu, Data Processing and Feature Extraction for Laser 3D
Remote Sensing, pp. 21–23, Science Publishing, Beijing, China,
2009.

[25] H. W. Zhou, Ground-based 3D Laser Scanning Point Cloud
Data Processing andModel Construction, pp. 28–33, Kunming
University of Technology, Kunming, China, 2011,
Dissertation.

[26] Y. H. Ding, “Research on the alignment of ground-based 3D
laser data,” Journal of Surveying & Mapping, vol. 30, no. 2,
pp. 57–59, 2017.

[27] Y. Xu, “3D laser scanning technology,” Mapping Information
and Engineering, vol. 36, no. 4, pp. 5-6, 2017.

[28] L. Cheng, “Ground-based 3D laser scanning data alignment
methods,” Journal of Surveying & Mapping, vol. 28, no. 12,
pp. 80–85, 2017.

[29] X. Wang, Ground-based 3D Laser Scanning Modelling and its
Application in Building Mapping, Dissertation, Central South
University, Changsha, China, 2018.

[30] R. B. Rusu, Z. C. Marton, N. Blodow, M. Dolha, and M. Beetz,
“Towards 3D Point cloud based object maps for household
environments,” Robotics and Autonomous Systems, vol. 56,
no. 11, pp. 927–941, 2008.

[31] H. Luo, “Research on 3D model reconstruction technology
based on terrestrial laser scanner,”, Dissertation, East China
University of Technology , 2016.

[32] C. Shi, “Discussion on mechanical engineering and auto-
mation,” Architectural Engineering Technology and Design,
vol. 20, pp. 38–42, 2017.

[33] Q. Mai, “Lab VIEW - based analysis and research of wood-
working engraving machine spindle vibration,” Modern
Electronics Technique, vol. 37, no. 21, pp. 156–162, 2018.

[34] J. Wen, “Study on the application of handmade candles in
mixed media decorative painting,” Construction Materials &
Decoration, vol. 21, pp. 51–56, 2019.

Scientific Programming 9



Retraction
Retracted: Construction of the Luxury Marketing Model
Based on Machine Learning Classification Algorithm

Scientific Programming

Received 8 August 2023; Accepted 8 August 2023; Published 9 August 2023

Copyright © 2023 Scientific Programming. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation has
uncovered evidence of one or more of the following indicators
of systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice is
intended solely to alert readers that the content of this article is
unreliable. We have not investigated whether authors were
aware of or involved in the systematic manipulation of the
publication process.

Wiley andHindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction. We have kept a record
of any response received.

References

[1] Q. Chen, S. Cai, and X. Gu, “Construction of the Luxury
Marketing Model Based on Machine Learning Classification
Algorithm,” Scientific Programming, vol. 2021, Article ID
6511552, 11 pages, 2021.

Hindawi
Scientific Programming
Volume 2023, Article ID 9810957, 1 page
https://doi.org/10.1155/2023/9810957

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9810957


RE
TR
AC
TE
DResearch Article

Construction of the Luxury Marketing Model Based on Machine
Learning Classification Algorithm

Qiaoshan Chen,1 Shousong Cai ,2 and Xiaomin Gu3

1Shanghai Institute of Visual Arts, Shanghai 201620, China
2School of Business Administration, Shanghai Lixin University of Accounting and Finance, Shanghai 201209, China
3School of Financial Technology, Shanghai Lixin University of Accounting and Finance, Shanghai 201209, China

Correspondence should be addressed to Shousong Cai; 20170111@lixin.edu.cn

Received 9 September 2021; Revised 27 September 2021; Accepted 9 October 2021; Published 19 October 2021

Academic Editor: Punit Gupta

Copyright © 2021 Qiaoshan Chen et al. (is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

China has become the world’s largest luxury goods consumer market due to its population base. In view of the bright prospects of
the luxury consumer market, major companies have entered and want to get a share. For the luxury goods industry, traditional
mass marketing methods are not able to serve corporate sales and marketing strategies more effectively, and targeted marketing is
clearly much more efficient than randomized marketing. (erefore, in this paper, based on consumer buying habits and
characteristics data of luxury goods, the paper uses a machine learning algorithm to build a personalized marketing strategy
model. And the paper uses historical data to model and form deductions to predict the purchase demand of each consumer and
evaluate the possibility of customers buying different goods, including cosmetics, jewelry, and clothing.

1. Introduction

In recent years, with the rapid development of the economy,
people’s living standards have also risen. China has become
the world’s largest luxury goods consumer market due to its
population base. (e consumption of Chinese luxury con-
sumers has increased year by year, accounting for 35% of the
global luxury market. Some people expect that China’s
consumption will account for half of the world’s market by
2025. In view of the bright prospects of the luxury consumer
market, major companies have entered and want to get a
share [1]. At this time, for enterprises, how to carry out ef-
fective marketing has become the key to the survival and even
prosperity of enterprises. Specifically, how to collect and
process the data, understand the user’s needs, accurately find
the target user group, and provide corresponding solutions so
as to achieve enterprise profit and user experience win-win is
in line with the trend of the times.

However, for the luxury goods industry, traditional mass
marketing methods are not able to serve corporate sales and
marketing strategies more effectively, and targeted marketing

is clearlymuchmore efficient than randomizedmarketing [2].
As we all know, the actual purchase behavior and past habits
of customers in the past are the guides to future shopping
behavior. In other words, it is accurate to infer customers’
future consumption behavior according to their past con-
sumption habits and behaviors. (erefore, enterprises can
collect and save consumers’ actual consumption records,
search records, website clicks, and personal information and
then utilize machine learning algorithms to accurately sim-
ulate consumer habits and behaviors so as to accurately locate
the target customer group and realize the precise marketing of
customers.

2. Machine Learning Classification Algorithm
and Selection

(ere are two main technologies in the field of data mining:
classification algorithm and clustering algorithm. (e
method of classification is to construct a classification
function or a classification model according to the char-
acteristics of data sets and map the samples of unknown
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categories to a given category with the model so as to achieve
the effect of classification [3]. (e classification algorithm
process mainly consists of two steps: in the first step, create a
model that describes the categories of known data sets,
which is obtained by analyzing the data records in the
database, and the columns of each record are descriptions of
their attributes, and in the second step, the obtained model is
used for the purpose of classification operation.

Classification algorithms are widely used, such as loan risk
assessment, telecom customer classification, spam identifi-
cation, potential user classification, consumer demand fore-
cast analysis, and so on [4]. Different classification methods
will produce different classifiers, the advantages and disad-
vantages of which directly affect the efficiency and accuracy of
data mining. (erefore, when classifying data, it is important
to choose the most efficient classification algorithm.

2.1. Artificial Neural Network Classification Algorithm.
(e artificial neural network (ANN) is a mathematical
model that uses information similar to the structure of brain
synaptic connections for information processing. (e most
basic component of neural networks is the neuron model
[5]. Each neuron is connected to other neurons, and the
neuron can receive input signals from n other neurons.
From the computer point of view, we can ignore whether the
neural network really simulates the biological nervous
system but only need to regard a neural network as a
mathematical model containing many parameters, which is
composed of several functions [6].

(e key point of the neural network classification al-
gorithm is to construct a threshold logic unit. A logical unit
is an object that can input a set of weighting coefficients and
sum them. If the sum reaches or exceeds a certain threshold,
an amount is output. Assume the following input values x1,
x2, . . ., xn, and their weight coefficients are w1, w2, . . ., wn,
summation calculation is xi × w1, and the excitation layer is
as follows:

a � x1 × w1(  + x2 × w2(  + · · · + xi × wi(  + · · · + xn × wn( .

(1)

Here, xi is the frequency of occurrence of each record or
other parameters and wi is the weight coefficient obtained in
the real-time feature evaluation model.

(ere aremany types of neural networkmodels, including
RBF networks, ART networks, SOM networks, cascading
related networks, and so on. In practical applications, it has
been found that the advantages of artificial neural networks
include high accuracy, strong parallel processing capability,
strong distributed storage and learning ability, and the
function of associative memory. However, it still has some
shortcomings that neural networks require a lot of parameters
as a hard-to-interpret “black box model,” and it cannot ob-
serve the learning process [7].

2.2. Decision Tree Classification Algorithm. (e decision tree
is the most common classification algorithm. Decision tree is
based on the structure of the tree for decision-making.

Generally, a decision tree contains a node, several internal
nodes, and several leaf nodes. (e leaf nodes correspond to
decision results, and each other node corresponds to a
property test [8]. (e sample set contained in each node is
divided into child nodes according to the result of the at-
tribute test. (e node contains the complete set of samples,
and the path from the node to each leaf node corresponds to
a decision test sequence. (e purpose of decision tree
learning is to create a tree with strong generalization ability
[9].

Currently, the most famous representative of the deci-
sion tree learning algorithm is ID3, CART, C4.5 (C5.0),
Random Forest, and multivariate adaptive regression spline
(MARS) algorithm. (ey have their own differences in the
choice of techniques used to test attributes, the structure of
the resulting decision tree, the method of pruning, timing,
ability to handle large data sets, and so on. For example, C4.5
Rule is an algorithm that converts a C4.5 decision tree into a
symbol rule. Each branch of the decision tree can be
overridden by a rule, but the C4.5 Rule algorithm will
perform rules preassembly and deletion operation during
the conversion process, so the generalization performance of
the final rule set may even be better than the original de-
cision tree.

(e advantages of a decision tree algorithm include easy
understanding, simple data preparation, the ability to pro-
cess both data and regular attributes, easy derivation of
logical expressions, strong data source analysis capability,
and so on [10, 11]. And its disadvantage is mainly that for
data with inconsistent sample sizes for each category, in the
decision tree, the results of the information gain are biased
toward those with more values. In addition, a decision tree is
difficult to deal with missing data, and sometimes, it would
probably lead to overfitting problems.

2.3. K-Nearest Neighbor Classification Algorithm.
K-nearest neighbor (KNN) classification algorithm was first
proposed by Cover and Hart in 1968, and it has developed
into a more mature method in theory. Its core idea is to
judge the characteristics of data according to the nearest
samples [12–15]. (e specific idea of the KNN algorithm is:
find out k training samples closest to the unknown sample x,
determine which category most of the k samples belong to,
and then categorize x into that category. KNN is similar in
principle to the limit theorem, but it is only related to a very
small number of adjacent samples in class decision-making.
In addition, the KNN method is more suitable than other
methods for the sample set with more overlaps because it
mainly depends on the limited neighboring samples around,
rather than themethod of discriminating the class domain to
determine the category.

(e main applications of the KNN algorithm in the
industry are as follows: customer churn prediction and loan
fraud, Euclidean distance calculation, and so on. KNN al-
gorithm is more suitable for the automatic classification of
class domains with larger sample size, but it is easier to
produce misclassification for those domains with smaller
sample size.

2 Scientific Programming
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KNN algorithm also has obvious shortcomings. Since the
KNN algorithm is a lazy learning method, its accuracy will
be affected naturally. KNN algorithm’s category score is not
standardized as a probability score, and the interpretability
of output is not strong. In addition, one of the biggest
problems of KNN is a large amount of calculation. At
present, the commonly used solution is to remove samples
that have little effect on classification beforehand.

2.4. Logistic Regression Classification Algorithms. Logistic
regression is also a very common classification algorithm,
especially in the field of enterprise management. (e ap-
plications of logistic regression include analysis of the
possibility of consumers buying goods, potential consumer
forecasting, potential consumer forecast, precision decision-
making of advertising placement, and so on.

Dependent variables of logistic regression can be bi- or
multicategorized. But the former is more common and
easier to explain, so the most commonly used in practice is
bicategorized logistic regression.

(e conventional steps of the logistic regression classi-
fication algorithm are as follows:

(1) Construct predictive function h. (e general pre-
dictive function is in the following form:

hθ(x) � g θT
x  �

1

1 + e
−θTx

. (2)

(2) Construct loss function J.(e general loss function is
in the following form:

J(θ) � −
1
m

l(θ). (3)

(3) Try to minimize J function and get regression pa-
rameters (θ).

Generally, the advantage of logistic regression is that
logistic regression models are usually more intuitive and
easier to interpret. Since the algorithm can give a specific
prediction probability for each target category, it is easy to
compare between variables. (e disadvantage of logistic
regression is that the effect of processing high-dimensional
data is not ideal.

2.5. Support Vector Machine Classification Algorithms.
Support vector machine (SVM) algorithm is proposed by
Vapnik in 1995. (e SVM algorithm has relatively good
performance indicators. (e basic idea of SVM is based on
training set D to find a dividing hyperplane in the sample
space and separate the samples of different categories. (e
hyperplane can separate the data in the training set, and the
distance from the class boundary is perpendicular to the
direction of the hyperplane. (erefore, SVM algorithm is
also called the maximum margin algorithm. (e specific
algorithm steps are as follows:

Given a kernel function K, training sample data set
Xtraim � xi, yi 

n

i�1, construct a cost function Φ to minimize
it as follows:

Φ(w, ξ) �
1
2
w

t
w + C 

n

i�1
ξk

i . (4)

(e constraints are

yi w
T

w + b ≥ 1 − ξi, ξi ≥ 0; i � 1, 2, . . . , n, (5)

where C is penalty factor, ξi is actual error, k� 1 or 2, w is
classified interface vector, and b is intercept. According to
the constraints, the Lagrangian function is as follows:

Lp �
w

2

2
+ C 

n

i�1
ξk

i − 
n

i�1
αi yi w

T
xi + b  − 1 + ξi  − 

n

i�1
μiξi.

(6)

where αi ≥ 0, μi ≥ 0, αi, and μi are Lagrange multipliers.
Finally, according to KKT conditions, we can obtain:

αi yi w
T
xi + b  − 1 + ξi  � 0 i � 1, 2, . . . , n,

C − αi(  ξi � 0 i � 1, 2, . . . , n,

C≥ αi ≥ 0, 
n

i�1
αiyi � 0.

(7)

Determine the category of a new sample x as follows:

sgn[f(x)] � sgn 
n

i�1
αiyiK x1, xi(  + b⎡⎣ ⎤⎦. (8)

In summary, the solution of the support vector machine
is a convex optimization technique by means of the La-
grangian function. (e advantages of the SVM classification
algorithm include effective solution to machine learning
problems, high-dimensional problems, nonlinear problems
in small sample cases, and avoiding neural network structure
selection and local minimum point problem. But its limi-
tations are sensitive tomissing data, and there is no universal
solution to nonlinear problems.

2.6. Selection of Classification Algorithms for Luxury
Marketing. (epurpose of this paper is to use the classification
algorithmmodel to analyze themost likely target populations of
several high-end luxury goods in a certain region. We chose
fragrance, makeup, and skincare for empirical analysis. We
divided the sample set into two parts: the training set and the
test set.(e ratio of the number of samples in the training set to
the test set is exquisite. Because if the training set is too small, the
classifier obtained by the training must not be excellent enough;
but if the training set is too large, the error rate estimate will be
very low. (e most common methods include resubstitution,
retention, and cross-validation. Among them, the retention
method is to use a part of the sample set as the training set and
retain the remaining part as the test set. And the best ratio of the
training set to test set is 7:3.

We used full sample data to construct model and then
chose the optimal model through empirical analysis results.
(e empirical results of all the classification algorithms are
shown in Table 1.

Scientific Programming 3
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We can see that the accuracy of the five algorithms is
over 0.9. Negative samples have high accuracy and recall
rates, but positive sample accuracy and recall rates are
generally low. (e overall performance of decision trees,
artificial neural networks, and support vector machines is
relatively better. In practical applications, enterprises pay
more attention to the accuracy of forecast results, that is,
they pay more attention to which customers will buy
products, and what kind of products will be purchased and
do not pay attention to customers who will not buy; we
should focus on analyzing the purchase crowd. We believe
that the reason for this phenomenon is that the sample data
is not too balanced, which greatly affects the accuracy of
machine learning.

(rough further analysis, we obtained the ROC curve of
all the algorithms, as shown in Figure 1.

From the ROC curve of each algorithm, we can see the
simulation results are not very good. Relatively, decision tree
algorithm, artificial neural network, and support vector
machine algorithm are better.(e corresponding area under
the curve of ROC (AUC) of the five model algorithms is
summarized in Table 2.

We can conclude that the decision tree algorithm per-
forms better, but it is not particularly noticeable. Logistic
regression algorithm, decision tree algorithm, and KNN
algorithm learn faster in the modeling process than ANN
algorithm and SVM algorithm. But by comprehensively
considering the classifier’s fitness for data, the interpret-
ability of the model, and the AUC value, since the decision
tree algorithm has the advantages of simple data processing,
strong interpretability, and intuitive visualization of the tree
structure between variables, we choose decision tree algo-
rithm for empirical research.

3. Construction of the LuxuryMarketingModel

Here, we take the data of the luxury market in a certain area
as an example and construct the marketing model to analyze
potential buyers’ purchase needs.

3.1. Case Background. In the field of cosmetics, especially in
the high-end cosmetics field, which has been hot in recent
years, the purchase demand of consumers is the most
concerned issue of enterprises. (erefore, based on the
theoretical research basis of the classification algorithm as
above, this paper collects the sales data of luxury goods in a
certain area and conducts the corresponding customer
demand forecast analysis. We have chosen cosmetics, jew-
elry, and clothing, which are typical luxury consumer goods,
to carry out empirical research on the marketing model. In
the actual modeling process, the possibility that each con-
sumer will purchase these three types of products will be
predicted: 1 represents possible purchase, and 0 represents
impossible purchase.

(e specific research ideas are as follows: firstly, collect
purchase data of related commodities from July 1, 2017, to
March 31, 2018, and then the original data are processed to
sort out the variables needed for modeling into three tables:

cosmetics, jewelry, and clothing. Taking table jewelry as an
example, we define that if there is a jewelry-purchasing
record in the first nine months, as well as in the last three
months, then the explanatory variable is marked as 1. If there
is no purchase record in the last three months, then the
explanatory variable is marked as 0. In the three tables, all
variables except the explained variable are the same.

3.2. Data Preparation. According to the case background,
we selected 16 variables from the database. Figure 2 displays
model variables arrangement.

According to the above 16 variables, the consumption
and quantity ratio of cosmetics, jewelry, and clothing is to be
calculated. Together with other variables, which are quan-
tified, we sorted out the data for modeling. Figure 3 presents
model data processing.

3.3.DataCleaning. When the variables are selected, the data
needs to be cleaned, including outlier processing, missing
value processing, and data standardization.

3.3.1. Outlier Processing. Since the outliers will produce
errors in the estimation of the model parameters, we need to
handle the outliers of the continuous variables in the dataset.
In basic applied statistics, it is generally believed that values
beyond three standard deviations are abnormal values. For
the data set of this study, the data that may generate outlier is
columnAGE.We use SPSS software for processing as import
data sets into SPSS, add a column ZAGE and then the values
beyond three standard deviations, and finally mark the
outliers of these data as NULL. We rechecked the data after
marking and found that the minimum age is 10, while the
maximum is 60. Considering that minors lack the ability to
buy luxury goods, so we also marked 136 people aged 10 to
18 as NULL.

3.3.2. Missing Value Processing. (ere are many methods to
deal with missing values, such as delete missing data, average
filling missing data, K-nearest neighbor filling missing data,
regression filling missing data, and so on. (ere are missing
values in column AGE and GND_MEMO in the original
data set. In this paper, the linear interpolation method is
used to supplement the missing values, and the related
operations are specifically carried out in SPSS.

3.3.3. Data Standardization. In machine learning, some
algorithms need to standardize data, such as logistic re-
gression algorithm, while some others do not, such as de-
cision tree and artificial neural network algorithm. Since
there are many algorithms involved in this paper, it is
necessary to standardize the data. We use the deviation
standardization method to linearly transform the raw data.
(e data normalized conversion function is as follows:

yik �
xik − min xk( 

max xk(  − min xk( 
. (9)
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Table 1: Empirical results of all classification algorithms.

Algorithm Accuracy Error Precision (positive) Recall (positive) Precision (negative) Recall (negative) F1 measure
ANN 0.926 0.071 0.148 0.562 0.990 0.934 0.475
Decision tree 0.930 0.072 0.156 0.598 0.992 0.934 0.501
KNN 0.968 0.033 0.322 0.349 0.968 0.910 0.665
Logistic regression 0.927 0.071 0.689 0.003 0.927 1.001 0.008
SVM 0.922 0.779 0.198 0.443 0.979 0.941 0.550
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Figure 1: Continued.
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(e data after standardization can be seen in Figure 4.

3.4.DataDescriptiveStatistics. Before modeling, it is usually
necessary to have a general understanding of the data, so

descriptive statistical analysis of the data is very important.
In order to understand the overall structure of data sets
more clearly, descriptive statistical analysis can be carried
out separately for numerical variables and classified
variables.

00 02 04 06 08 10
00

02

04

06

08

10

1 – specificity

se
ns

iti
vi

ty

(e)

Figure 1: ROC curve of all the algorithms: (a) ANN algorithm, (b) decision tree algorithm, (c) KNN algorithm, (d) logistic regression
algorithm, and (e) SVM algorithm.

Table 2: Evaluation parameters of all classification algorithms.

Algorithm Calculation speed (s) Classifier’s fitness for data Interpretability AUC value
ANN 266.71 Data do not need to be standardized Complex 0.597
Decision tree 206.81 Data need to be standardized Strong 0.611
KNN 210.34 Data need to be standardized Not strong 0.598
Logistic regression 187.79 Data need to be standardized Strong 0.525
SVM 375.69 Data need to be standardized Complex 0.605

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

Normal middle

Vip

Normal middle

Top Vip

Normal middle

Valuable middle

Top Vip

Normal middle

Normal middle

Vip

Valuable middle

Vip

Vip

Normal middle

Normal middle

Inactive

Female

Female

Female

Female

Unknown

Female

Female

Female

Female

Female

Female

Female

Female

Female

Female

Female

43

44

41

NULL

NULL

49

34

45

38

37

NULL

34

56

29

37

53

155150

4579

68685

44170

44253

59980

25935

82659

82791

52526

62303

83861

83910

77060

18081

83976

1

2

1

7

1

1

5

1

1

1

2

4

4

1

1

1

3

3

2

18

4

3

12

1

1

1

5

8

5

1

1

1

3

3

4

20

5

3

13

1

1

1

5

8

5

1

1

1

3

3

2

16

4

3

12

1

1

1

4

8

5

1

1

1

NULL

NULL

NULL

1240.00

NULL

NULL

3415.00

NULL

NULL

NULL

690.00

NULL

365.00

NULL

1520.00

365.00

1400.00

670.00

640.00

2190.00

1890.00

1000.00

3510.00

320.00

600.00

350.00

2170.00

2540.00

1250.00

320.00

NULL

NULL

725.00

810.00

1140.00

21910.00

420.00

505.00

NULL

NULL

NULL

NULL

NULL

3420.00

NULL

NULL

NULL

NULL

2125.00

148.00

1780.00

25340.00

2310.00

1505.00

6925.00

320.00

600.00

350.00

2860.00

5960.00

1615.00

320.00

1520.00

365.00

CTT_DESC GND_MEMD PUR_CST_ID FREQ TLL_FREQ TTL_SPENDING QTY N_PROD Fragranoe_sales Make_Up_sales Skin_Care_salesage

Figure 2: Model variables arrangement.
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3.4.1. Descriptive Statistics of Numerical Variables. (e
typical numerical data in this paper include age, total
consumption, total quantity, and total costs. (e de-
scriptive statistics of numerical variables are set out in
Table 3.

3.4.2. Descriptive Statistics of Classified Variables. (e fre-
quency statistic result of customer level is displayed in
Table 4.

We define the customer label of the original data set as
lost and sleeping as 0; the customer label as normal new;
valuable new as level 1; the customer label as inactive,
normal middle; valuable middle as level 2; the customer label
as top vip; and vip as level 3. (e higher the customer level,
the higher the customer value, and of course, the more
targeted marketing is.

Similarly, the frequency statistic result of customer
gender can be seen in Table 5.

We can see from Table 5 that women account for about
90.9% of customers. (erefore, it is necessary to specialize in
marketing for women.

3.5. Model Establishment. Based on the comparison of the
classification algorithms above, this paper selects the fast and
high precision decision tree algorithm for modeling. For the
three tables of cosmetics, jewelry, and clothing, the model is
established with a full amount of 294,345 data. Table 6
compares the simulation result by the decision tree
algorithm.

We can see from Table 6 that the model has high pre-
cision. However, the prediction accuracy of the three sets of
data is as low as 16.9%, 21.8%, and 17.7%. (e recall rates
and F1 measure are also low.

3.6. Model Prediction. (e model prediction results of table
of cosmetics, jewelry, and clothing on the data set are set out
in Figure 5.

From Figure 5, it can be seen that the gap between
predictions 1 and 0 is large and the stability is high. In order
to observe the prediction accuracy of the model, the ROC
curve is shown in Figure 6.

From Figure 6, it can be seen that all the ROC curves are
close to the longitudinal axis and far from the diagonal line.
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Figure 3: Model data processing.

Scientific Programming 7



RE
TR
AC
TE
D

367166

436123

469439

126444

3678682

2360992

3514433

2058230

3304248

3444869

3408437

3643249

1344271

3386073

3007858

3234344

3654908

2328688

3494111

0.166666666666667

0.261904761904762

0.571428571428571

0.714285714285714

0.285714285714286

0.142857142857143

0.261904761904762

0.19047619047619

0.30952380952381

0.19047619047619

0.785714285714286

0.30952380952381

0.380952380952381

0.0714285714285714

0.214285714285714

0.30952380952381

0.0476190476190476

0.30952380952381

0.404761904761905

0.333333333333333

0.666666666666667

0.666666666666667

0.666666666666667

0.333333333333333

0.666666666666667

0.333333333333333

0.666666666666667

0.666666666666667

0.333333333333333

0.333333333333333

0.333333333333333

0.666666666666667

0.333333333333333

0.666666666666667

0.666666666666667

0.333333333333333

1

0.333333333333333

0

0

0

0

0

1

1

0

0

1

0

0

1

0

0

0

0

0

1

0.0875912408759124

0.328497153284672

1

0.970802919708029

0.0693430656934307

0.985401459854015

0.397810218978102

0.664233576642336

0.713868613138686

0.543795620437956

0.616788321167883

0.145985401459854

0.284971532846715

0.656934306569343

0.967153284671533

0.948905109489051

0.12043795620438

0.412408759124088

0.437956204379562

0.0875912408759124

0.328467153284672

0.452554744525547

0.970802919708029

0.0693430656934307

0.985401459854015

0.397810218978102

0.664233576642336

0.81368613138686

0.543795620437956

0.616788321167883

0.145985401459851

0.284671532846715

0.251824817518248

0.576642335766423

0.9489051094489051

0.12043795620438

0.222627737226277

0.437956204379562

pur_cst_id age ctt_desc gnd_memo fir_date max_date

Figure 4: Data standardization result.

Table 3: Descriptive statistics of numerical variables.

N Minimum Maximum Average Standard deviation
AGE 294345 18 60 31.36 7.520
FREQ 294345 1 94 1.62 2.049
TTL_SPENDING 294345 −7346 172926 2341.95 4169.208
QTY 294345 −9 230 3.55 5.443
Effective 294345 — — — —

Table 4: Frequency statistic result of customer level.

Customer level
Frequency Percentage Effective percentage Accumulated percentage

Effective

0 20 0.0 0.0 0.0
1 114002 38.7 38.7 38.7
2 139450 47.4 47.4 86.1
3 40872 13.9 13.9 100.0

Total 294345 100.0 100.0 —

Table 5: Frequency statistic result of customer gender.

Customer gender
Frequency Percentage Effective percentage Accumulated percentage

Effective
0 267635 90.9 90.9 90.9
1 26710 9.1 9.1 100.0

Total 294345 100.0 100.0 —

8 Scientific Programming



RE
TR
AC
TE
D

Table 6: Simulation result by decision tree algorithm.

Table Accuracy Error Precision (positive) Recall (positive) Precision (negative) Recall (negative) F1 measure
Cosmetics 0.928 0.076 0.169 0.569 0.990 0.936 0.546
Jewelry 0.901 0.103 0.218 0.600 0.980 0.908 0.635
Clothing 0.935 0.066 0.177 0.518 0.985 0.947 0.524
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Figure 5: Model prediction results of three tables: (a) jewelry, (b) cosmetics, and (c) clothing.
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Figure 6: Continued.
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(e AUC value of jewelry is predicted as 0.967, that of
cosmetics is predicted as 0.821, and that of clothing is
predicted as 0.855, all with high accuracy.

4. Conclusion

(rough unbalanced treatment of interpreted variables, the
accuracy ofmodel prediction 1 has been significantly improved.
Among them, the prediction accuracy of 1 in the table jewelry
has been greatly improved to 80.6%, and prediction accuracy of
clothing has been greatly improved to 86.5%. In this way,
according to the predicted results, the merchants can count the
different needs of each individual; integrate the cosmetics,
jewelry, and clothing categories that consumers are interested
in; carry out personalizedmarketing strategies for the customers
who will buy these products; and ultimately improve marketing
efficiency and customer satisfaction.

A personalized marketing strategy model can be applied
not only in the luxury goods industry but also in many other
Internet industries. For example, for music APP, according
to the user’s history of listening to songs, we can recommend
songs that meet the user’s preferences. (e media can
recommend interesting news to tourists according to their
habit of browsing news. According to the characteristics of
eating habits, the third-party ordering platform recom-
mends restaurants that match the characteristics. You can
even use investment preferences or sensational insights to
recommend investment channels such as specific stocks.
(ere is no doubt that personalized recommendations save
people time and intimacy when using a variety of products.

Data Availability

(e simulation experiment data used to support the findings
of this study are available from the corresponding author
upon request.
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Our country has a large land area, and the development of physical education is not balanced. In daily teaching activities, teachers
and students use computers and networks to teach, which generates massive amounts of data. Schools are limited by funds and
cannot meet the growing demand for storage of teaching resources. It is also unable to realize the sharing of teaching resources. In
order to solve the problems existing in the existing education and teaching platform of the school, especially in the teaching
reform, to meet the requirements of all parties facing physical education, the concept of cloud computing was proposed, and the
services and methods provided by the cloud computing-based teaching resource platform were discussed. ,rough the ques-
tionnaire surveymethod of college students and teachers, statistical methods and logical analysis methods were used to analyze the
data collected in the questionnaire. Summary and analysis are as follows.,e survey results show that more than 50% of the people
are dissatisfied with the current physical education and believe that it has not played its due role, and more than 70% of the people
agree with the reform of physical education. ,e experimental results also show that interesting and diverse physical education
courses can attract students to participate and increase their interest. From the overall survey results, the problem of college
physical education courses is more serious, and it is urgent to optimize teaching from the cloud computing level. On the one hand,
it is necessary to improve the relevant cloud computing and other technical platform facilities; on the other hand, it is necessary to
improve the teaching level of teachers and change the current educational concept to make it livelier and more interesting.

1. Introduction

Teaching resources cannot be shared and fully utilized,
which severely restricts the development of some sports
schools. ,e development of network technology and the
increasing maturity of “cloud computing” technology have
given us a glimmer of light. Nowadays, “cloud computing” is
the hottest topic, and “cloud” is everywhere. Its emergence
will directly affect the way in which IT services are provided
in the future and the way people use the network and obtain
IT resources. ,e degree of integration between education
and society is getting higher and higher, and naturally, it will
be profoundly affected by “cloud computing” technology.
Many schools at home and abroad have carried out research
on the application of cloud computing and cloud computing
itself and have achieved fruitful results.

Physical education teaching experiment is a school of
physical education that has been highly praised in China,
hoping to improve people’s physical health. ,erefore,
different regions have different views on physical education
curriculum. Although the national education policy has
repeatedly advocated quality education and the all-round
development of morality, intelligence, and physique, in the
face of reality, especially due to the examination oriented
education in China, which pays attention to scores, most
students basically devote all their time to the course study, so
as to strive for high marks in the examination. It is natural
for them to ignore the physical education curriculum. In
2016, the purpose of Hiroaki’s two consecutive documents
was to promote the so-called learning and research path of
cloud computing required to understand the nature of proof
activities. ,ey found that students are engaged in many
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proof activities through their own requirements, due to the
teaching contract from the one identified in the ordinary
math classroom to a completely different cloud computing
platform. ,ey also determined that the proof that these
proof activities perform various functions is in the dialectics
of the cloud computing environment [1]. In order to change
this situation and improve students’ interest in physical
education curriculum, physical education curriculum in
colleges and universities has been reformed for many times,
and the slogan of letting students choose courses, time, and
teachers independently has been put forward [2]. However,
in practice, there are many difficulties and constraints in
many aspects, such as teachers and curriculum arrangement,
which cannot meet this requirement. ,erefore, at present,
most colleges and universities still adopt the original fixed
time, fixed teachers, and fixed places for PE courses.
Moreover, due to the tense curriculum and climate influ-
ence, many colleges and universities are still difficult to
complete even if they are fixed courses. ,is is a blow to the
enthusiasm of students, making students unwilling to take
physical education courses.

Exercise can not only promote the development of brain
and nervous system, but also help students improve their
learning efficiency. ,e physical education curriculum is
carried out in order to improve college students’ personal
memory, coordination, hand strength, and exercise of their
reaction speed. Some studies have shown that a certain
amount of exercise can not only improve people’s physical
fitness, but also improve their bad emotions. After a certain
amount of exercise, the human body will secrete dopamine,
endorphin, and other substances, which can relieve people’s
anxiety, depression, and other negative emotions and reduce
pressure. In addition, students receive the most abundant
knowledge of safety education in physical education courses,
which can reduce the probability of students’ safety acci-
dents. College Physical Education Curriculum Optimization
not only can attract more students to participate in sports
and improve students’ comprehensive quality, but also is
very important to cultivate students’ safety awareness.

Mr. Huang thinks that outward bound training can be
added to the physical education curriculum in colleges and
universities to form a brand-new physical education cur-
riculum content to strengthen the quality training of stu-
dents [3–5]; Xia et al. put forward the environmental
behavior theory. ,ey optimized the configuration of the
physical education curriculum environment and provided
students with a multichannel soft curriculum environment
for participating in sports competitions through the de-
velopment of the Internet + “the battle system” and the
configuration of different levels of the competition envi-
ronment [6]. Zhou explored the basic concepts of “inno-
vation” and “development” of college physical education and
the value of “innovation” constructed by the physical ed-
ucation curriculum system. In response to the new re-
quirements for the reform of the college physical education
curriculum system in the new era, he expanded his reform
ideas and directions and conducted specific research [7]. Lin
and Wang pointed out that physical education, as a com-
pulsory course for talent training in colleges and universities,

plays a very important role in the cultivation of college
students’ quality and daily life and study. However, there is a
phenomenon that universities pay more attention to sci-
entific research than teaching, which cannot well stimulate
the enthusiasm of teachers in class and weaken the en-
thusiasm of physical education teaching. For this reason,
they proposed to optimize the evaluation system of public
physical education courses in colleges and universities, to
stimulate the enthusiasm of the majority of physical edu-
cation teachers to teach, and to improve the teaching level of
the majority of physical education teachers [8].

On the one hand, these studies enrich our understanding
of college sports, but on the other hand, the conclusions of
the experiment are not completely reasonable. ,e sample
size of the research is small, and the conclusion is not
universal enough to be convincing. Using the method of
literature analysis and questionnaire survey, this paper
constructs a diversified evaluation system, in which the
instructors of college physical education curriculum,
namely, college teachers, and the receivers and subjects of
college physical education curriculum, namely, students,
jointly participate in the evaluation and survey system.
,rough the questionnaire survey, students and teachers
think that there are problems in the current college physical
education curriculum, and in view of these problems, the
paper puts forward some suggestions. ,e relevant solutions
can enrich the relevant scholars’ research on the optimi-
zation of college physical education curriculum, which has
certain theoretical research significance.

2. Physical Education and Teaching Methods

2.1. Physical Education Teaching Principles. Physical educa-
tion is a course set up by colleges and universities to improve
students’ physique, and an important principle it needs to
follow is the principle of safety education [9]. General safety
education follows the following three principles [10, 11].

2.1.1. Safety First Principle. In the school teaching and living
work, the first problem is the safety of school students. No
matter the time is, the safety of school students should be put
in the first place and given priority. Especially, when the safety
work of school students conflicts with other work, priority
should be given to the safety of school students. When school
students are in danger, safety is the first priority; in the al-
location of school resources, the allocation of expenses to
ensure the safety of school students should be given priority to
other expenses [12]; the publicity work of safety education
should be prior to other work of the school; in the assessment
of the school, safety education should occupy a certain
proportion, so that schools, teachers, and students will firmly
carry out safety education, keeping it in mind.

Protecting the life and property safety of students and
teachers is the most basic and important attribute of the
school. All teaching activities and teaching work of the
school can be carried out on this basis.,e principle of safety
priority is the basis of normal teaching and related activities,
and its position is unshakable [13–15].
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2.1.2. Life First Principle. ,e principle of life first refers to
putting the safety of students and teachers in the most im-
portant position in the production, life, and teaching work of
the school. In short, when any person or thing threatens the life
safety of teachers or students, the safety of teachers and stu-
dents should be put in the first place [16], when the safety of
students and teachers is different from others. When there is a
conflict of interests, the safety of teachers and students should
be the first protection goal. Nothing else can be compared with
the life and health safety of teachers and students. Teachers and
students are the most important wealth of the school [17].

2.1.3. Prevention First and Remedy Second. ,e principle of
“prevention first, remedy second” means that, in the teaching
and production activities of the school, the safety work should
be found and solved in advance in the daily operation and
maintenance. When the safety accident has not been found,
the potential safety hazards should be eliminated. For the
possible risks in the operation process of the school, the
principle of proper handling in advance should be adhered to,
so as to prevent the trouble in the bud [18]. ,e school is an
important place for students and teachers to live in. ,e
occurrence of safety accidents is a huge disaster for schools,
teachers, and students. ,erefore, we should adhere to the
principle of prevention first and remedy as supplement and
eliminate potential safety hazards in advance [19].

To enhance college students’ sports ability and improve their
physique, it is necessary to train students to exercise consciously,
which requires joint efforts from various aspects, such as
learning and students. Students should cultivate the awareness of
self-use, and college teachers need to teach students’ physical
education courses according to the students’ specific conditions,
such as students’ hobbies and specialties, and teach students in
accordance with their aptitude, so that students can truly par-
ticipate in sports and feel the charm of sports.

2.2. College Physical Education Curriculum. College physical
education curriculum is set up to strengthen students’
physique and exercise their related abilities through proper
scientific and reasonable sports. With the continuous change
of modern education concept, this course has been paid
more and more attention.

College physical education curriculum is an independent
subject, and related courses need scientific arrangement and
research, putting in a lot of energy to study, in order to ar-
range the corresponding courses scientifically and reasonably.
In the long run, the arrangement of college physical education
curriculum should adhere to the concept of “reasonable,
practical and healthy.” Under the background of attaching
importance to physical education in the new era, we should
integrate relevant thoughts and promote the development of
students’ sports consciousness, so as to achieve the realization
of students’ self-worth and turn sports into college teaching in
a real sense. Education is an indispensable part [20].

With the development of college physical education,
people are more and more aware of the role of physical
education. Scientific and reasonable physical education
curriculum can not only improve students’ sports level and

physical quality, but also help them cultivate perseverance
and pioneering spirit and enhance their collectivism and
patriotism. As an independent subject, physical education
also has corresponding philosophical content. From the
current situation, the philosophical trend of college physical
education can be roughly divided into two categories. ,e
first ideology promotes competition; that is, physical edu-
cation should focus on how to develop students’ skills and
tactics [21]. ,e second ideology advocates fitness and be-
lieves that sports should serve students’ fitness and enter-
tainment, which can improve students’ physical quality. In
today’s era of advocating healthy diet and healthy life, the
second concept of advocating fitness is more recognized by
people. But in my opinion, these two ideas are not im-
possible to exist at the same time, they have a lot in common,
and they can complement each other.

Reasonable and interesting physical education courses
can attract students to actively participate in sports courses,
form a good sports atmosphere, and improve students’ skills
and quality. ,erefore, colleges and universities should
formulate reasonable teaching plans according to their own
teachers and students’ specific conditions and relevant
needs. ,ey should not blindly follow the trend, but re-
member that the right ones are the best [22].

At present, there are some common problems in college
physical education:

(1) ,e concept of physical education is not advanced. In
the context of the current national sports, physical
education teaching is also in the process of reform and
optimization. However, the only change is the form of
teaching; the corresponding teaching concept has not
changed, and the use of the old set, in the process of
education, ignoring the teaching should be student-
centered, ignore the students’ subjective initiative, and
ignore the diversity of students, as well as subjective
teaching plan, and it cannot achieve teaching, as well
as the function of education, preaching, and teaching.

(2) Teaching mode is serious. ,e development time of
physical education is not long, but with the passage of
time, the requirements for the content of physical ed-
ucation curriculum are higher and higher, and its role is
more and more important. However, in the current
physical education teaching, the original backward set is
still adopted, focusing on competitive sports, which
greatly violates the original intention of carrying out
efficient physical education curriculum and also makes
the goal of college physical education difficult to achieve.
In the long run, the teachingmodewill inevitably lead to
the teachers’ unilateral teaching, but the students will be
difficult to identify with and lose their interest in
learning. Moreover, the students taught by the model
teaching will have no personality and vitality.

(3) ,e investment in primary schools and schools does
not attach importance to physical education. Al-
though quality education is strongly advocated at
present, examination oriented education still seri-
ously covers the teaching of the school.,e score of a
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test paper will not only determine the fate and future
of a student, but also affect the reputation and
destiny of the school. In this mode, the investment of
school for physical education curriculum is bound to
shrink, and teachers, students, and related equip-
ment cannot be guaranteed.

2.3. Resource Allocation and Cloud Computing. Resource
allocation refers to the choice of resource allocation among
various uses. Resources refer to the resources that can be
collected and used in social activities, including human re-
sources, material resources, and financial resources. Because
there are too many things to do in production and life, if we
do not carry out reasonable resource allocation but adopt the
method of spreading cake, then all the goals may be difficult to
achieve, because, in the social development, compared with
the needs of people, the resources owned are always unable to
achieve enough tomeet all the things; this also requires people
to focus on scientific and reasonable allocation of resources, in
order to use the least consumption, achieve the most urgent
goal, and obtain the maximum benefit.

Cloud computing is a more scientific technology for
resource allocation. ,ere are many definitions of cloud
computing. ,is article tends to focus on virtual computing
resources that can be self-maintained and managed on the
Internet (large server clusters, including computing servers,
storage servers, and broadband resources). A system im-
plements network delivery of information services. Auto-
matic management is realized by software, without human
involvement, and services are distributed to end users with
the help of modes such as IAAS. Its core concept is to reduce
the processing burden of the user terminal by continuously
improving the processing capacity of the “cloud,” ultimately
simplify the user terminal into a simple input and output
device, and enjoy the powerful computing and processing
capabilities of the “cloud” on demand. It can be a good guide
to the reasonable allocation of resources.

Enterprises are market-oriented. Any fluctuation in the
market will have an impact on the production of enterprises.
Enterprises adjust their production and operation direction
through the changes and fluctuations of market prices, so as to
optimize the allocation of production resources. When the
price of a commodity rises, it means that the number of such
commodities in circulation in the market is insufficient, and
they are in the seller’s market, and the supply of goods is not
suitable. At this time, enterprises will give priority to the al-
location of resources and increase the output of such com-
modities. On the contrary, when the price of a certain
commodity is cold, it indicates that there are too many unable
to meet people’s needs in the market for such goods. If the
goods cannot be sold, the enterprise will reduce the production
of such commodities or adjust the production direction to turn
to the commodities in other seller’s markets in order to
maximize profits [23]. Making full use of the market’s auto-
matic adjustment function and rationally allocating resources
are the main means for enterprises to maneuver in the market.

,erefore, the following function is used to describe the
optimal allocation of fog resources:

T �
1

wx

aib
2
i . (1)

It is shown as follows:

Tn � min
x

i�1

1
wx

aib
2
i . (2)

Enterprises in the market operation and production will
inevitably produce fierce competition; at this time, if en-
terprises cannot find their own positioning, strengthen
management, improve efficiency, and create benefits in
operation and management, it is bound to be swallowed up
by other enterprises that do better. Finally, all the enterprises
that can exist in the market are enterprises with high effi-
ciency and can create profits, which encourages enterprises
to continue in operation and management. ,e survival of
the fittest is the survival of the fittest.

2.4. Teaching Optimization. Teaching optimization refers to
the improvement of existing teaching methods or the ad-
dition of new teaching methods, so that students can quickly
grasp the knowledge, skills, and methods they have learned
and improve their physique. ,rough the optimization of
teaching, students can have a preliminary understanding of
the school’s physical education content, physical education
management, extracurricular sports activities, etc. ,e cul-
tivation and exercise of working ability is also a compre-
hensive test of our school’s education work, promoting the
deepening of teaching reform and constantly improving the
teaching quality of college physical education. ,e specific
methods include the following.

And this kind of thing may happen on the local com-
puter: when you are editing a file, the computer crashes, and
then your file is lost. And if you are doing this work on the
“cloud” side, there will be no such problems. ,ere is a
dedicated team of experts to help youmanage this. Your data
and files have multiple copies, which can basically prevent
viruses and file loss. ,is is also an important aspect of
improving teaching optimization.

(1) Improving teachers’ teaching level: teachers’ ability
directly affects students’ learning desire. Excellent
teachers can directly promote students’ learning;
otherwise, it will damage students’ learning enthu-
siasm. ,erefore, it is necessary to increase the in-
vestment in professional talents, that is, teachers, to
cultivate qualified teachers. Play the role of excellent
teachers, through teachers to drive learning, and give
play to the subjective initiative of students, to achieve
the purpose of students who want to learn and are
willing to learn [24].

(2) Changing teaching methods: with the change of
science and technology, teachers’ teaching methods
are changing with each passing day, and teaching
tools have also changed greatly. ,e original
blackboard and a box of chalk have become a curtain
and multimedia. ,ese have greatly changed the way
students learn but also make teaching methods vivid,
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and multimedia teaching, distance teaching, and so
on will become more and more three-dimensional
[25].

(3) Reasonable arrangement of the corresponding
courses: reasonable curriculum is the premise of the
smooth progress of school physical education; the
curriculum is the daily work of the school’s com-
mand table, and a scientific and reasonable curric-
ulum arrangement is an indispensable part of the
smooth teaching, which requires that the school
must proceed from its own reality and have a full
understanding of its existing resources, teachers, and
students, in order to be in the corresponding courses.
Make the best use of the people in the arrangement.
Only scientific and reasonable curriculum arrange-
ment can enable students to learn what they are
interested in the school physical education teaching
and truly achieve what they have learned [26].

,e optimization of college physical education curric-
ulum can be improved on this basis. From the perspective of
security, to optimize and improve the current college cur-
riculum, it is necessary to solve the problems existing in
college physical education curriculum, make scientific and
reasonable arrangements for relevant courses, change
teaching methods, improve teaching level, and optimize
resource allocation.

For physical education in colleges and universities, the
optimal value p is

P �
6

5 ai + aj 

rirj

ri + rj

 

1/2

. (3)

Material parameters AI, AJ are

an �
1 − t

2
n

Sn

, (n � i, j). (4)

Physical education in colleges and universities: if there
are no excellent physical education teachers to compre-
hensively promote school sports work, physical education
curriculum and teaching reform are difficult to implement
and grasp. ,e expansion of PE teaching skills, the im-
provement of PE teaching quality, the enhancement of PE
teaching professional awareness, and the improvement of PE
teaching quality can guarantee the normal learning of stu-
dents and teachers.

,e more a social occupation has the higher standard
and higher difficulty compared with other occupations, the
more it is respected and admired by people, and the more
professional subjects can fully display themselves, improve
themselves, and realize themselves. Some researchers have
pointed out: “although the economic treatment and pro-
fessional reputation of physical education teachers have not
reached the status of doctors and lawyers, but with people’s
pursuit of physical health and increasing attention to the
degree of physical health, the social reputation of physical
education teachers will continue to improve with people’s
growing demand for sports.”

3. Physical Education Experiment

3.1. Research Object. ,e purpose of this experiment is to
optimize the physical education curriculum in colleges and
universities, with empirical research as the main body, in
order to obtain the basis of research; according to the basis of
empirical research, put forward ideas for optimizing college
physical education curriculum.

3.2. Research Basis. In the preliminary analysis of this study,
using the literature research method, this method is mainly
to collect literature, and through the collation of the existing
literature to form a preliminary understanding of College
Physical Education Curriculum Optimization, refer to the
books about physical education in colleges and universities,
the current situation of physical education courses in col-
leges and universities, the reform of physical education
courses in colleges and universities, and the optimization
direction of physical education courses in colleges and
universities.

,is study is based on the existing research results, using
the existing model to design the scale, through the opinions
and suggestions of experts and professors, testing and re-
vision, and finally forming the questionnaire. ,is ques-
tionnaire survey adopts the combination of network
questionnaire and field survey questionnaire. ,rough
random sampling of 100 college students and 20 university
teachers, this paper investigates the students’ gender, grade,
physical education curriculum frequency, related courses,
satisfaction with the first college physical education cur-
riculum, and the teachers’ satisfaction with the college
physical education curriculum and whether it is necessary.
200 questionnaires were distributed on the Internet to in-
vestigate the same problems.

According to the statistics of the number of question-
naires, as shown in Table 1, 100 questionnaires were dis-
tributed by the field survey group, and 100 were recovered,
with the recovery rate of 100%; 200 questionnaires were
distributed by the network survey group, and 180 ques-
tionnaires were recovered, with the recovery rate of 90%. 20
questionnaires were distributed to the teachers group, and
20 were recovered, with the recovery rate of 100%. A total of
320 questionnaires were sent out, and 320 were recovered,
with a recovery rate of 100%.

3.3. Evaluation Criteria. In order to calculate the weight of
physical education and ensure the objectivity of evaluation
results, we use entropy weight method to determine the
entropy value and entropy weight of each resource attribute.

t �
1

lnx


1

n�1
fnm ∗ lnfnm,

r �
1 − t

y − 
m
m�1t

,

(5)
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Set objective weight:
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1
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Set the threshold of proximity, and the range is between
[0, 1], from which the matching value Q can be obtained:

Qδ � rn d cos rn, uq( 


≥ δ . (8)

,e similarity between the resources in the matching
resource set Q and the resources requested by users is
calculated:

cos m(r, uq) � α∗ cos(r, uq) +(1 − α)∗
1
m



m

n�1
δij, (9)

where a is the weight, and the range is between [0, 1]. ,e
simulation parameters are calculated as follows:

F �
 qrp,rpn − qrpm  quq,uqn − quq 


n
n�1 qr − quq 

2
���������������

 quq,uqm − quq 
2


. (10)

4. An Analysis of Physical
Education Experiment

4.1. Statistics of Survey Objects. ,e gender and grade of the
respondents were statistically analyzed, as shown in Table 2.
Besides teachers, there were 300 students in this survey,
including 150 males and 150 females.,ere are 98 freshmen,
70 sophomores, 72 juniors, and 59 seniors. ,e details are
shown in Table 2 and Figures 1 and 2.

4.2. Satisfaction of Physical Education Courses in Colleges
and Universities. In 320 surveys, 295 people expressed
dissatisfaction with the current physical education curric-
ulum in colleges and universities. ,e main reasons are
equipment and space problems, teachers’ problems, occu-
pation of physical education courses, few types of sports
activities, too boring courses, etc. ,e details are shown in
Figure 3.

For teachers’ satisfaction with the current physical ed-
ucation curriculum in colleges and universities, we con-
ducted a comprehensive survey on 10 teachers’ satisfaction
with the course content, curriculum effect, and classroom
student management. ,e survey results are shown in
Figure 4.

According to the research and statistics, the dissatis-
faction degree of college students to the physical education
curriculum has reached 90%, and the problems of equip-
ment and space and physical educationmode are prominent.
According to the survey of teachers, they think that the main
reasons for the current physical education curriculum are
that the school does not pay attention to sports, the in-
vestment is insufficient, and the equipment aging brings
security risks. In order to improve this situation, we must
pay more attention to sports, increase investment, and
improve the basic conditions. Physical education curriculum
should be very dependent on equipment and venues. ,e
quality of venues and equipment directly affects the treat-
ment of courses. Under the background of comprehensive
attention to sports, we should increase investment in sports,
improve the infrastructure construction of related venues
and equipment, and improve education Methods to adjust,
so as to improve the quality of physical education courses in
colleges and universities.

4.3. Attendance Rate of Physical EducationCourses in Colleges
and Universities. We have also made statistics on the
number and rate of students attending physical education
courses in recent five years. ,e statistical results are shown
in Table 3.

As shown in Figures 5 and 6, more than 17% of students
think that physical education teaching is boring, and they
are not willing to take physical education. In view of this
situation, we should update the teaching concept of
physical education curriculum, adjust measures to local
conditions, teach students according to different people,
and enhance students’ interest. Physical education cur-
riculum is not a course for students’ activities only. With
the continuous change of sports concept, physical edu-
cation curriculum has become a multiobjective and
comprehensive course.

4.4. Impact of Physical Education Curriculum on
Performance. Some schools think that physical education
curriculum wastes students’ time, delays their study, and will
make students’ performance retrogressive. We also through
this questionnaire survey, the students’ weekly physical
education curriculum time, and performance survey, we get
the relevant data. ,e specific statistics of the 300 students
surveyed are shown in Table 4.

Table 1: Questionnaire survey.

Group Number of copies issued Number of copies recovered Rate of recovery
Internet questionnaire group 100 100 100%
Field questionnaire group 200 200 100%
Teacher 20 20 100%
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Table 2: Questionnaire population statistics.

Boys Girls Freshman Sophomore Junior Senior year
Field questionnaire 93 107 62 43 49 46
Internet questionnaire 57 43 36 28 23 13

93

107

62

43

49

46

57

43

36

28

23

13

BOYS

GIRLS

FRESHMAN

SOPHOMORE

JUNIOR

SENIOR YEAR

COMPOSITION OF RESPONDENTS

Field questionnaire
Internet questionnaire

Figure 1: Composition of respondents.
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Number of people surveyed

Field questionnaire
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Figure 2: Number of people surveyed.
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Physical Education Class Satisfaction Survey

satisfaction
Equipment site
Insufficient teachers
Course is occupied

Few types of sports activities
Boring course
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Figure 3: Reasons for students’ dissatisfaction.
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As shown in Figures 7 and 8, the overall score of the
participants in the P.E. course was the highest in 76–100
divisions during the weekly and Tuesdays, and no one scored
0–60 points. Considering that the students’ weekly PE
courses were not uniform, the proportion of students whose
scores were in the range of 76–100 was about 80%–84% of

the students in the second level of physical education every
week, while only 52% of the students do not attend physical
education. ,erefore, we can draw a conclusion that the
physical education curriculum is not negatively correlated
with the performance, or even positively correlated to a
certain extent.

Very
satisfied

10%

Quite
satisfied

10%

ordinary
20%

Not so satisfied
30%

Very
dissatisfied

30%

Teacher satisfaction

Figure 4: Reasons for teachers’ dissatisfaction.

Table 3: Questionnaire population statistics.

2015 2016 2017 2018 2019
Number of people to arrive 523 537 553 547 539
Actual number of people 517 514 529 519 507

2015 2016 2017 2018 2019

Student attendance rate
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Attendance rate
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Figure 5: Reasons for teachers’ dissatisfaction.
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Teachers dissatisfaction

Number of people to arrive
Actual number of people
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Figure 6: Reasons for teachers’ dissatisfaction.

Table 4: Grades and physical education.

0–60 61–75 76–90 91–100
No PE 5 12 23 1
One PE class 1 24 67 3
Two PE classes 0 26 77 7
Greater than two PE 0 18 32 4

Influence chart of physical Education Cueeiculum 

No physical education
One PE class

Two PE classes
Greater than two PE

0
10
20
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40
50
60
70
80
90

0.5 1 1.5 2 2.5 3 3.5 4 4.50
Examination results

Figure 7: Grades and physical education.
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Figure 8: Influence of physical education on Performance.
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5. Conclusion

A healthy body is the foundation of any activity we engage
in.,e basic purpose of setting up physical education course
in colleges and universities is to cultivate and improve the
overall quality of college students and improve their physical
health. At present, the purpose of physical education cur-
riculum cannot be achieved. China’s physical education
curriculum is still in the primary stage. ,e correct concept,
method, and resource allocation of physical education
curriculum have not been formed. In addition, due to the
influence of examination oriented education for a long time,
schools and society have not invested enough in Physical
Education in colleges and universities and have not paid
enough attention to it. College students and teachers are
generally dissatisfied with the current college curriculum, so
it is imperative to optimize the university curriculum. ,e
emergence of cloud computing, the IAAS service level, and
the “cloud” + “end” cloud service provision model have
changed the development thinking of the entire IT industry.
Physical education, of course, has also been affected by new
technologies and new concepts, especially the core tech-
nology of cloud computing-“virtualization” and “distribu-
tion,” which makes physical education face the problem of
teaching resource management and laboratory manage-
ment. ,e problem has a revolutionary solution.

In order to attract students, the most important thing is
to change the relevant teaching content and change the
original boring physical education curriculum into a rela-
tively low difficulty, but diverse and entertaining sports.
Secondly, it is necessary to change the existing concept of
physical education curriculum. In the current college
physical education curriculum, physical education curric-
ulum is equipment, playground, and court. ,e physical
education curriculum is limited to a small playground, far
away from nature, has no connection with multimedia, and
does not pay attention to sports news. ,ese situations make
students unable to integrate into sports, have no sense of
identity with sports, and make the physical education
curriculum stay not vivid.

Although the emergence of the “cloud” allows us to see
the dawn of vocational education, all existing problems can
be solved. With the passage of time, the maturity of cloud
computing technology, the development of broadband
networks, the popularization of information technology, the
continuous upgrading of mobile terminals, and the devel-
opment and improvement of cloud security technology, I
believe that it is not only the private cloud for physical
education that we proposed, but also a city, a province, and
the whole of China’s education will slowly begin in the near
future. Let us open our arms to prepare for the magnificent
education cloud era!
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Symmetry methods for differential equations are a powerful tool for the solutions of differential equations. It linearizes nonlinear
differential equations, reduces the order of differential equations, reduces the number of independent variables in partial dif-
ferential equations, and solves almost all those differential equations for which the other analytic methods fail to solve them.
Similarity transformation is a particular case of symmetries, but it is easy and often used to deal with differential equations. *e
similarity transformation can do all the aforementioned works. In this research, we use the similarity transformation to solve
different nonlinear differential equations. Particularly, we will apply this transformation to the nonlinear Navier–Stokes partial
differential equations to reduce them to ordinary differential equations. Ordinary differential equations are easy to deal with than
partial differential equations. Some nonlinear physical examples of ODEs and PDEs are given to show that the similarity
transformation solves those problems where the other analytic methods fail to work.

1. Introduction

Differential equations (DEs) are the dynamical equations,
which describe the motion of particles. We have a dynamic
world, everywhere anytime some dynamic phenomena
occur. When mathematicians model a natural phenome-
non, they put it in a mathematical system called DEs. DEs
are broadly divided into ordinary differential equations
(ODEs) and partial differential equations (PDEs). *ese
DEs arise from many purely mathematical considerations,
that is, the mathematician defines dependent and inde-
pendent variables along with parameters corresponding to
the given problem and put some constraints accordingly to
model and put the given natural phenomenon in a beautiful
and elegant short mathematical equation. *ere is a wide

spectrum of different types of DEs, and various techniques
and methods have been developed to deal with the
quantitative and qualitative behavior of these equations.
*e field of fluid dynamics, for example, requires different
constraints and techniques to model the fluid flow through
different media and to make the computation of their
solutions possible. *e techniques which can handle linear
PDEs such as integral transforms and Eigen functions can
transform them into ODEs, which is comparably easy to
solve. *ese techniques have some contributions in solving
nonlinear PDEs [1]. *ere are numerous PDE systems that
described natural phenomena. Some well-known systems
are different types of wave and heat equations, Maxwell
equations, Navier–Stokes equations, Schrodinger equation,
Dirac equation, etc.
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*e majority of the natural phenomena are nonlinear in
nature and are therefore modeled into different orders of
nonlinear PDEs. Nonlinear PDEs [2, 3] are generally more
complex and are therefore difficult to solve using well-
established analytical and/or numerical techniques. Most of
the time, nonlinear PDEs have no exact solutions. In such
conditions, in the majority of the cases, we go for their
qualitative behavior or at most solve them numerically. It is
often very difficult to solve nonlinear PDEs analytically, such
as equations of fluid mechanics and equations of plasma
dynamics. [4, 5]. However, symmetry methods play an
important role to deal with nonlinear DEs (ODEs and PDEs
both). *e similarity transformation (scaling symmetry) is a
way that regroups the existing variables and defines new
variables and puts the given harder nonlinear problem in the
most simplest and easy form. In most cases, the problem
becomes solvable or at least we reduce the order of ODE and
the number of independent variables involved in the PDEs.
In the case of two variables, PDEs become ODEs. *e ODEs
are easy to deal with as compared to PDEs.

*is method was developed in the early twentieth
century by Norwegian mathematician Sophus Lie, who
observed that regrouping of variables is applicable in all
types of DEs. *e solutions obtained through similarity
transformation are called similarity solutions, which mostly
satisfy simpler equations than the real PDEs. *e one-one
correspondence between the solution space of the original
and new solution space exists, and because of transforma-
tion, one can jump back and forth easily. *e significance of
similarity solutions lies in their simple calculation. We will
apply the similarity conversion technique to PDEs to
completely solve them or at least simplify them. *is
transformation decreases the number of autonomous (in-
dependent) variables of the system of PDE at least one less
than that of the original equation [6]. Hussain et al. [7]
recently studied the Hirota–Satsuma coupled system of KdV
equations using OHAM with the addition of Daftar-
dar–Jeffery polynomials. We also employ asymptotic ex-
pansion to the reduced Navier–Stokes equation. An
asymptotic expansion is the series expansion that has the
property of truncation after a finite number of terms and
hence gives an approximate solution of the given problem.
Power series is the most widely used form of an asymptotic
expansion. Integral transforms such as Mellen and Laplace
transforms and the Euler–Maclaurin summation formula
generate such kinds of expansions. Here in this research, we
are going to apply the similarity transformation to solve the
nonlinear ODEs and PDEs. Specifically, we are interested in
the solution of Burgers and Navier–Stokes equations.

Here in this research, we are going to apply the similarity
transformation to solve nonlinear ODEs and PDEs. Spe-
cifically, we are interested in the solution of Burgers and
Navier–Stokes equations. *e organization of the present
article goes in the following fashion: basic definitions related
to Lie symmetries and similarity transformations are given
in Section 2. Subsections 2.1–2.5 show the power of the
similarity transformation that how this transformation
solves the nonlinear ODEs and PDE. Burgers equations are
solved by using appropriate similarity transformations in

Section 3. Section 4 is devoted to the similarity solution of
the inviscid Burgers equation. *e system of Navier–Stokes
equations of fluid dynamics is PDEs. By using the similarity
transformations, these equations are converted into a system
of ODEs, given in Section 5. *e highlights of the investi-
gation are concluded in the final Section 6.

2. Basic Definitions

In this section, we give some basic definitions related to Lie
symmetries and solutions of DEs. *e similarity symmetry
transformation and similarity solution is a special case of the
Lie symmetries. Our main concern in this paper is to use the
similarity transformation for the solution of DEs. What is
more special about the similarity transformation is that one
can use it without the knowledge of symmetrymethods.*at
is why we select the similarity transformation among others
to handle some nonlinear natural phenomena.

2.1. Lie Symmetries and/eir Uses. We have an nth ordinary
differential equation of the form

E x, y, y′ . . . y
n

(  � 0. (1)

A transformation,

X � X(x, y, ε),

X(x, y, 0) � x,

Y � Y(x, y, ε),

Y(x, y, 0) � y,

x � x(X, Y, ε),

x(X, Y, 0) � X,

y � y(X, Y, ε),

y(X, Y, 0) � Y,

(2)

is said to be symmetry transformation of equation (1) if it
remains invariant under this transformation, that is,

E x, y, y′ . . . y
n

(  � E X, Y, Y′ . . . Y
n

( 

� 0.
(3)

An nth order extended Lie symmetry generator is

L[n]
� ξ(x, y)

z

zx
+ η(x, y)

z

zy
+ ηx x, y, y′( 

z

zy′

+ · · · + ηxxx . . . x√√√√√√
ntime

x, y, y′ . . . y
n

( 
z

zy
n,

(4)

where

ηk �
dηk− 1
dx

− y
kdξ
dx

, (5)

where k is the order of differentiation. If equation (4) is the
Lie symmetry generator of the differential equation (1), the
Lie symmetry equation takes the form
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L[n]
E x, y, y′ . . . y

n
( |E�0 � 0. (6)

*e Lie differential equations corresponding to equation
(6) are

dX

dϵ
|ϵ⟶0 � ξ(x, y),

X(x, y, 0) � x
dY

dϵ
|ϵ⟶0 � η(x, y),

Y(x, y, 0) � y.

(7)

*e integration of Lie’s equation gives the corresponding
Lie symmetry transformation.

Example 1. Consider the first-order nonlinear ODE

dy

dx
�

y
2

x
3  + x. (8)

It admits the similarity symmetry generator

L � x
z

zx
+ 2y

z

zy
. (9)

Using the Lie differential equation, we can find the
corresponding Lie symmetry transformation

X � e
ϵ
x,

Y � e
2ϵ

y.
(10)

*e corresponding similarity transformation is

s � x,

t �
x
2

y
.

(11)

*e differential equation (8) in the similarity variables s

and t takes the form

ds

dt
� −

1
(t − 1)

2, (12)

which is linear, the solution of which is

s �
1

t − 1
+ c. (13)

*e solution in the original coordinates takes the form

ln(x) �
y

x
2

− y 
+ c. (14)

*e ODE given in equation (8) is nonlinear and none of
the analytic methods will be applicable here, but we see that
the similarity transformation converts it into linear and easily
solvable equation. For PDEs, consider a function v(x, t), the
dependent and independent variables can be changed by a
mapping (x, t, v)⟺ (X, T, V), or more explicitly,

T � T(t, x, v, ε),

T(t, x, v, 0) � t⟺ t � t(T, X, V, ε),

t(T, X, V, 0) � T,

X � X(t, x, v, ε),

X(t, x, v, 0) � x⟺x � x(T, X, V, ε),

x(T, X, V, 0) � X,

V � V(t, x, v, ε),

V(t, x, v, 0) � v⟺ v � v(T, X, V, ε), v(T, X, V, 0) � V,

(15)

where T, X, V are smooth invertible functions of the pa-
rameter ϵ and the given variables [8, 9]. A PDE is trans-
formed by symmetry transformations given in equation
(15), if V � V(T, X) is the solution of given PDE just like
the solution v(t, x). In other words, a symmetry trans-
formation maps the solution set of the original PDE to the
solution set of the target PDE and there is one corre-
spondence between both the solution sets. Let us explain
this by an example.

Example 2. *e given PDE

vt(t, x) � v(t, x)vxx(t, x), (16)

which admits the Lie symmetry generator

Lp � t
z

zt
+

x

2
z

zx
. (17)

*e corresponding similarity transformation takes the
form

T � e
ε
t,

X � e
ε/2

x,

V � v.

(18)

Suppose the solution of the given PDE is v(x, t); it is
simple to check that V(T, X) � v(eεt, eε/2x) is also the so-
lution simply by putting it into the given PDE, that is,

zT V(T, X) � e
− ϵ

ztv(T, X)

� V(T, X)zXXV(T, X)

� e
(− ϵ/2)− (ϵ/2)

v(T, X)zxx(v(T, X))

� e
− ϵ

v(T, X)v(T, X).

(19)

From the above equation, we cancel the term e− ε from
both sides and get

V(T, X)T � V(T, X)VX,X(T, X). (20)

Hence, the symmetry transformation given in equation
(18) does not change the structure of the given PDE. *e
PDE given in equation (16) also admit the similarity
transformation
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T � t,

X � ln(x),

V �
v

x
2.

(21)

*is transformation reduces the PDE (11) to a first-order
ODE

dV(T)

dT
− 2V

2
(T) � 0, (22)

the solution of which is

V(T) � −
1

2T − C
. (23)

*e solution of the PDE given in equation (16) takes the
form

v(t, x) � −
x
2

2t − c
. (24)

We see that the PDE (11) is not solvable by another
analytic method, but the similarity transformation given in
equation (21) easily solved it.

Generally, we can define a similarity transformation for a
system of PDEs in n independent variables (x1, x2 . . . xn)

and m dependent variables uj(x1, x2 . . . xn), j �

1, 2, 3 . . . m, as

x
i

� e
εai

x
i
, i � 1, 2, 3 . . . n,

u
j

� e
εbj

u
j
, j � 1, 2 . . . m,

(25)

where ε is the parameter and ai, bj are constant to be de-
termined correspondingly.

2.2. Similarity Transformation. *e transformations which
reduce the number of independent variables of a PDE (or a
system of PDEs) at least one less than that of the original
equation are designated as similarity transformations [10, 11].

Example 3. Consider the nonlinear PDE,

utt(t, x) − u
2
x(t, x) � 0, (26)

admits the similarity Lie symmetry (scaling symmetry generator)

L � t
z

zt
− 2u

z

zu
. (27)

*e corresponding similarity transformations is

T � ln(t),

X � x,

U � ut
2
.

(28)

2.3. SimilarityMethod. *emethod which searches for such
a similarity transformation is known as similarity method.
For example, the transformation given in equation (28) is the

similarity transformation corresponding to the PDE given in
equation (26).

2.4. Similarity Equations. When we transform a PDE or
system of PDEs, Ω � 0 (say), in n independent variables to a
PDE, Ω � 0 in n − 1 independent variables, then the
equation is known as similarity equation or similarity
representation of the system of Ω[12, 13]. Using the simi-
larity transformation given in (19) in the PDE given in
equation (26), we have the ordinary differential equation,

U′( 
2
(X) − 6U(X) � 0. (29)

*e similarity transformation given in equation (28)
not only reduces the independent variables in the PDE
given in (26) but also reduces the order of differentiation.
We see that the ODE given in equation (29) is first-order
ODE.

2.5. Similarity Solution. *e solution which is obtained by
employing the similarity transformations is known as
similarity solution [14]. *e nontrivial similarity solution of
the reduced ODE given in equation (29) is

U �
3
2

X − C1( 
2
. (30)

When we take the back transformation, the solution in
the original coordinates become

u(t, x) �
3
2

x − c1

t
 

2
. (31)

*us, we solve a nonlinear PDE given in equation (26),
with the help of similarity transformation, given in equation
(28). *e existing analytic methods other than symmetry
methods will not be able to solve equation (26).

3. Solution of Burgers Equation by
Similarity Transformation

Afterwards, we will use the similarity transformation to
handle the problems. *e detail calculation for finding the
similarity transformation corresponding to each PDE is
given.*ere is no need of the symmetrymethods’ knowledge
for finding the similarity transformation. First, we consider
the Burgers equation. In the universe, most of the physical
phenomena are nonlinear, and the corresponding mathe-
matical models are nonlinear PDEs. Burgers equation is one
of the most celebrated PDEs, which models the fluid flow in
a dissipative system given by [15–17]

zv(x, t)

zt
+ v(x, t)

zv(x, t)

zx
� μ

z
2
v(x, t)

zx
2 , (32)

where v(x, t) is the velocity field, x is the spatial coor-
dinate, t is the time, and μ is the viscosity parameter. *e
term vxx models the diffusion and the vvx models the
convective flow, introducing the similarity transforma-
tions as
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z1 � εαx,

s � εβt,

w � εc
v,

(33)

where ε is a positive parameter.
As

w � εc
v, (34)

therefore

zv

zt
� εβ− czw

zs
, (35)

and

zv

zx
� εα− c zw

zz1
. (36)

Similarly,

z
2
v

zx
2 � ϵ2α− cz

2
w

zz
2
1
. (37)

Putting (35), (36), and (37) in (32), we get

εβ− czw

zs
+ ε− c

wεα− c zw

zz1
� ε2α− cz

2
w

zz
2
1
,

εβ− czw

zs
+ wεα− 2c zw

zz1
� ε2α− cz

2
w

zz
2
1
.

(38)

Equation (38) will be invariant under the similarity
transformations, if

β − c � 0,

α − 2c � 0,

2α − c � 0.

(39)

Solving (39), we get
α
β

�
1
2
,

c

β
� −

1
2
.

(40)

So, we take the solution of (47) of the form

v(x, t) � t
c/β

g(ψ),

ψ � xt
− (α/β)

,

v(x, t) � t
− (1/2)

g(ψ),

ψ � xt
− (1/2)

.

(41)

Differentiating (41) with respect to t, we obtain

vt � −
1
2
t
− (3/2)

g(ψ) −
1
2
t
− (3/2)ψg′(ψ). (42)

Now, differentiating (41) twice with respect to x, we get
respectively

vx � t
− 1

g′(ψ), (43)

vxx � t
− (3/2)

g″(ψ). (44)

Putting (41), (42), (43), and(44) in (32), we obtain

−
1
2
t
− (3/2)

g(ψ) −
1
2
t
− (3/2)ψg′(ψ) + t

− (1/2)
g(ψ)t

− 1
g′(ψ)

� t
− (3/2)

g″(ψ).

(45)

After simplification, we get

g″(ψ) +
1
2

g(ψ) +
1
2
ψg′(ψ) − g(ψ)g′(ψ) � 0. (46)

Equation (46) can be written as

g′(ψ)( ′ +
ψ
2

g(ψ) 
′ −

1
2

g
2
(ψ) ′ � 0. (47)

Integrating (47), we get

g′(ψ) +
ψ
2

g(ψ) −
1
2
g
2
(ψ) � m. (48)

Equation (48) is the Riccati-type equation, which has
standard solution. Its solution is

g(ψ) �
− 2e

− ψ2/4

C +
��
π

√
erf(ψ/2)

. (49)

4. Solution of Inviscid Burgers Equation by
Similarity Transformation

*e inviscid Burgers equation [18, 19] for which μ � 0
models the nondissipative flow which is given by

zv(x, t)

zt
+ v(x, t)

zv(x, t)

zx
� 0. (50)

Introducing similarity transformations, we have

z � εαx,

s � εβt,

u � εc
v,

(51)

where ε is a positive parameter.
As

u � εc
v, (52)

therefore

zv

zt
� εβ− czu

zs
, (53)

and

zv

zx
� εα− czu

zz
. (54)

Putting (53) and (54) in (50), we get
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εβ− czu

zs
+ εα− 2c

u
zu

zz
� 0. (55)

Equation (55) will be invariant under the similarity
transformations, if

c � α − β. (56)

*erefore, we look for the solution of the form

v(x, t) � t
c/β

g(ϕ), ϕ �
x

t
α/β,

� t
(α/β)− 1

g(ϕ).

(57)

Let (α/β) − 1 � m, then α/β � m + 1; therefore, (25)
becomes

v(x, t) � t
m

g(ϕ), ϕ �
x

t
m+1. (58)

Differentiating (58) with respect to t, we get

vt � t
m− 1

mg(ϕ) − (m + 1)ϕg′(ϕ) , ϕ �
x

t
m+1. (59)

Now, differentiating (58) with respect to x, we get

vx(x, t) � t
m− 1

g′(ϕ)
1
t
m. (60)

Putting (60) and (59) in (54), we obtain

t
m− 1

mg(ϕ) − (m + 1)ϕg′(ϕ)  + g(ϕ)g′(ϕ) � 0. (61)

For m � 0, (61) becomes

t
− 1

− ϕg′(ϕ) + g(ϕ)g′(ϕ)  � 0, (62)

since t≠ 0, therefore

− ϕg′(ϕ) + g(ϕ)g′(ϕ) � 0, (63)

*is gives

g(ϕ) � ϕ. (64)

*erefore,

g(ϕ) �
x

t
α/β, ϕ �

x

t
α/β. (65)

As (α/β) − 1 � m, but m � 0, therefore α/β � 1. Now,
equation (64) becomes

g(ϕ) �
x

t
, (66)

so

v(x, t) � t
m

g(ϕ). (67)

Putting m � 0 and g(ϕ) � x/t, we have

v(x, t) �
x

t
, (68)

which is a solution of the inviscid Burgers equation.

5. Reduction of Navier–Stokes Equations by
Similarity Transformations

Fluid dynamics is a hot area of research and almost all
dynamical equations that describe the motion of fluids are
nonlinear.*e basic ingredients of the fluid dynamics are the
Navier–Stokes equations of fluid motion.*e Navier–Stokes
equations are nonlinear in nature and thus it is very difficult
to find their exact/analytical solutions. *erefore, different
constraint/assumptions are needed to approach the possible
solutions of these equations. *e analytic solution of the
Navier–Stokes equations is possible only if we ignore the
complexities and nonlinearities in the equations, or we
proceed toward the possible solutions with numerical
computation. But, these types of solutions not provide the
actual picture of problem. *e general compact form of the
Navier–Stokes equations is

dρ
dt

+ ρ(∇ · V) � 0,

ρ
dV
dt

� ρg − ∇P + μ∇2V.

(69)

where ρ(t) is the fluid density, V � (u, v, w) is the fluid
velocity, g � (gx, gy, gz) is the gravitational acceleration, P

is the pressure of fluid, μ is the a constant, and

∇ �
z

zx
i +

z

zy
j +

z

zz
k,

d
dt

�
z

zt
+ _x

i z

zx
i
, i � 1, 2, 3.

(70)

In more explicit form, the Navier–Stokes equation given
(69) can be written as
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dρ
dt

+ ρ
zu

zx
+

zv

zy
+

zw

zz
  � 0,

i: ρ
zu

zt
+ u

zu

zx
+ v

zu

zy
+ w

zu

zz
  � ρgx −

zP

zx
+ μ

z
2
u

zx
2 +

z
2
u

zy
2 +

z
2
u

zz
2 ,

j: ρ
zv

zt
+ u

zv

zx
+ v

zv

zy
+ w

zv

zz
  � ρgy −

zP

zy
+ μ

z
2
v

zx
2 +

z
2
v

zy
2 +

z
2
v

zz
2 ,

k: ρ
zw

zt
+ u

zw

zx
+ v

zw

zy
+ w

zw

zz
  � ρgz −

zP

zz
+ μ

z
2
w

zx
2 +

z
2
w

zy
2 +

z
2
w

zz
2 .

(71)

For the steady flow of the fluid, the flow becomes time
independent, in that case with d/dt and z/zt becoming zero,
that is, the system (73) takes the form

zu

zx
+

zv

zy
+

zw

zz
� 0,

i: ρ u
zu

zx
+ v

zu

zy
+ w

zu

zz
  � ρgx −

zP

zx
+ μ

z
2
u

zx
2 +

z
2
u

zy
2 +

z
2
u

zz
2 ,

j: ρ u
zv

zx
+ v

zv

zy
+ w

zv

zz
  � ρgy −

zP

zy
+ μ

z
2
v

zx
2 +

z
2
v

zy
2 +

z
2
v

zz
2 ,

k: ρ u
zw

zx
+ v

zw

zy
+ w

zw

zz
  � ρgz −

zP

zz
+ μ

z
2
w

zx
2 +

z
2
w

zy
2 +

z
2
w

zz
2 .

(72)

For incompressible fluid, the density of the fluid be-
comes independent of time, therefore we have dρ/dt � 0. In
that case, we have

zu

zx
+

zv

zy
+

zw

zz
� 0,

i: ρ
zu

zt
+ u

zu

zx
+ v

zu

zy
+ w

zu

zz
  � ρgx −

zP

zx
+ μ

z
2
u

zx
2 +

z
2
u

zy
2 +

z
2
u

zz
2 ,

j: ρ
zv

zt
+ u

zv

zx
+ v

zv

zy
+ w

zv

zz
  � ρgy −

zP

zy
+ μ

z
2
v

zx
2 +

z
2
v

zy
2 +

z
2
v

zz
2 ,

k: ρ
zw

zt
+ u

zw

zx
+ v

zw

zy
+ w

zw

zz
  � ρgz −

zP

zz
+ μ

z
2
w

zx
2 +

z
2
w

zy
2 +

z
2
w

zz
2 .

(73)

We consider the incompressible fluid in thexy plane, which
flows steadily in the x direction [20–22]. For the asymptotic
behavior of the fluid flow, an asymptotic term U(x)(dU/dx) �

ρgx − zP/zx is included in the dynamics which satisfy the given

conditions. Our first aim is to find and use the similarity
transformation and reduce the given nonlinear Navier–Stokes
PDEs equations in ODEs equations. A step-by-step procedure
for this conversion is given in the remainder of this paper.
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zu

zx
+

zv

zy
� 0,

u
zu

zx
+ v

zu

zy
�

z
2
u

zy
2 + U

dU

dx
,

u(x, 0) � 0,

v(x, 0) � 0,

u(x,∞) � U(x).

(74)

Introducing the following similarity transformation,

x′ � e
εa1x,

y′ � e
εb1y,

u′ � e
εc1u,

v′ � e
εp1v,

U′ � e
εq1U,

(75)

from (75), we have

zu

zx
� e

ε a1− c1( )zu′

zx′
. (76)

zu

zy
� e

ε b1− c1( )zu′

zy′
, (77)

zv

zy
� e
ϵ b1− p1( )zv′

zy′
, (78)

z
2
u

zy
2 � e
ϵ 2b1− c1( )zu′

zy′
, (79)

dU

dx
� e
ϵ a1− q1( )dU′

dx′
. (80)

Putting the above equations from (76) to (80) in (74), we
get

e
ε a1− c1( )zu′

zx′
+ e

ε b1− p1( )zv′

zy′
� 0,

e
ε a1− 2c1( )u′

zu′

zx′
+ e

ε b1− c1− p1( )v′
zu′

zy′
� e

ε 2b1− c1( )z
2
u′

zy′
2

+ e
ε a1− 2q1( )U′

dU′

dx′
,

u′ x′, 0(  � 0,

v′ x′, 0(  � 0,

u′ x′,∞(  � U(x).

(81)

In (81), dividing by the coefficients of the leading terms
in each equation, we get the transformed equations as

zu′

zx′
+ e
ϵ b1+c1− a1− p1( )zv′

zy′
� 0,

u′
zu′

zx′
+ e
ϵ b1+c1− a1− p1( )v′

zu′

zy′
� e
ϵ 2b1+c1− a1( )z

2
u′

zy′
2

+ e
2ϵ c1− q1( )U′

dU′

dx′
,

u′ x′, 0(  � 0,

v′ x′, 0(  � 0,

u′ x′,∞(  � e
ϵ c1− q1( )U(x).

(82)

b1 + c1 − a1 − p1 � 0,

2b1 + c1 − a1 � 0,

c1 − q1 � 0.

(83)

Solving (83), we get

p1 �
c1 − a1( 

2
,

b1 �
a1 − c1( 

2
,

c1 � q1.

(84)

Now, we have two arbitrary parameters a1 and c1; this
gives flexibility in assigning specific values to these pa-
rameters. We assume that c1 � ra1, where r is another
parameter. Using this new parameter, (84) becomes

p1 �
ra1 − a1( 

2
,

b1 �
a1 − ra1( 

2
,

q1 � ra1.

(85)

Expanding the exponentials in (75) by Taylor series and
keeping the terms up to first order in ϵ and denoting the
difference in transformed and original variables as differ-
ential, we have for the first term,

x′ � e
εa1x,

x′ � 1 + εa1( x,

x′ � x + a1εx,

x′ − x � a1εx,

dx � a1εx,

dx

a1x
� ε.

(86)
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Similarly, the expansion of the other terms gives

dy

b1y
� ε. (87)

du

c1u
� ε. (88)

dv

p1v
� ε. (89)

dU

q1U
� ε. (90)

Comparing (86), (87), (88), (89), and (90), we have

dx

a1x
�

dy

b1y

�
du

c1u

�
dv

p1v

�
dU

q1U
.

(91)

Using the values of b1, c1, p1, and q from (85) in (91), we
obtain

dx

x
�

dy

((1 − r)/2)y

�
du

ru

�
dv

((r − 1)/2)v

�
dU

rU
.

(92)

Using the method of characteristic to solve (92), the
solution of

dx

x
�

dy

((1 − r)/2)y
, (93)

is

ϕ � yx
(r− 1)/2

. (94)

Similarly, the solutions of the other equations in (92) are
respectively given by

u � x
r
f(ϕ),

v � x
(r− 1)/2

g(ϕ),
(95)

U � kx
r
. (96)

*us, we obtained the following similarity variable and
functions:

ϕ � yx
(r− 1)/2

,

u � x
r
f(ϕ),

v � x
(r− 1)/2

g(ϕ),

U � kx
r
,

(97)

where k is constant, using (97) to obtain the first- and
second-order derivatives as in the following,

zu

zx
� rx

r− 1
f(ϕ) +

r − 1
2

x
r− 1ϕf′(ϕ),

zu

zy
� x

r
· x

r− 1/2
f′(ϕ),

z
2
u

zy
2 � x

r
· x

r− 1
f″(ϕ),

zv

zy
� x

(r− 1)
g′(ϕ).

(98)

Using these derivatives in (74), we get

rf(ϕ) +
r − 1
2

ϕf′(ϕ) + g′(ϕ) � 0,

r − 1
2

 ϕf(ϕ)f′(ϕ) + rf
2
(ϕ) + g(ϕ)f′(ϕ) � f″(ϕ) + rk.

(99)

We have reduced the Navier–Stokes equation,

zu

zx
+

zv

zy
� 0,

u
zu

zx
+ v

zu

zy
�

z
2
u

zy
2 + U

dU

dx
,

u(x, 0) � 0,

v(x, 0) � 0,

u(x,∞) � U(x),

(100)

to ODEs using the proposed similarity transformations

rf(ϕ) +
r − 1
2

ϕf′(ϕ) + g′(ϕ) � 0,

r − 1
2

 ϕf(ϕ)f′(ϕ) + rf
2
(ϕ) + g(ϕ)f′(ϕ) � f″(ϕ) + rk,

f(0) � 0,

g(0) � 0,

f(M) � k,

M⟶∞.

(101)
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6. Conclusion

In this research, we used the similarity transformation to
solve completely or at least reduce the nonlinear PDEs to
nonlinear ODEs. As the similarity transformations are the
subclass of Lie symmetries, therefore some basic definitions
related to Lie symmetry along with examples are given in
Section 2. In the same section, we see the power of similarity
transformation in solving the nonlinear ODEs and PDEs.
Similarity transformation is a technique for solving complex
and nonlinear DEs without the knowledge of Lie symmetry
methods, that is, the main reason for using the similarity
transformation in this research work. In this method, one
takes a general similarity transformation, inserts it into the
given equation (or system of equations), and solves for a
particular similarity transformation. *is procedure is
shown in detail in Sections 3 and 4.

Generally, modeling fluid flow is a complex phenome-
non due to its nonlinear nature. Burgers equationmodels the
diffusion of the viscous fluid, whereas the inviscid Burgers
equation is its special case by ignoring the viscous nature of
the fluid. *e mathematical model which described Burgers
equation is nonlinear and cannot be solved analytically. We
solve Burgers equation by using the similarity transforma-
tions. *is technique reduced the number of independent
variables in the equation and reduced the nonlinear PDEs to
nonlinear ODEs. *e similarity transformation transforms
Burgers equation into Riccati-type equation, which has a
standard solution. *e detailed and step-by-step calculation
of this work is given in Section 3.

*e Navier–Stokes equations are second-order nonlinear
PDEs that had been developed to model the compressible
viscous fluid flow by adding the viscous term to the original
Euler equations, which models the compressible friction-less
flow. *e general Navier–Stokes equations deal with com-
pressible, viscous, nonsteady, and steady flow fluids. One can
simplify these equations for his/her problem nature. For ex-
ample,most of the fluids are incompressible, which implies that
the density of the fluids does not depend on time, and
equations become independent of the density derivative term.
Similarly, for a steady flow, the velocity of the fluids becomes
independent of time, which not only simplifies the equations
but also helps in solving these nonlinear PDEs. *e similarity
transformation corresponding to the Navier–Stokes equations
is given in Section 4.We reduced the nonlinear system of PDEs
of theNavier–Stokes equations to nonlinear ODEs by using the
similarity transformation. *e quantitative and qualitative
analyses of the transformed ODE system are the future works
in which we will give the complete analysis of the fluid dy-
namics of the Navier–stokes equations.
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*e COVID-19 epidemic in 2020 posed a sudden and serious challenge to education where online teachings were adopted, and
problems that people had not noticed before were exposed. Based on the experience of international online course and the study of
online teaching, the paper focuses on the associated problems and puts forward some solutions. First, based on the performance of
current software and hardware used in online teaching, the characteristics of commonly used teaching software have been
analysed and compared. *en, efficient combinations of teaching software for complementary advantages are recommended to
ensure a high-quality online teaching. Second, problems inside of class existing in online lecturing and learning are studied, and
corresponding teaching methods have been explored including the aspects of class interaction design and implementation,
alternative method for delivering essential video information, and online class management. Finally, some objective class
evaluation criteria are studied in terms of coverage of class content, learning effect of specialized knowledge, and online class
interaction. In the end, some feasible solutions are provided, and it can be served as a reference to improve the online teaching.

1. Introduction

At the beginning of 2020, a worldwide COVID-19 epidemic
disrupted the orders of various fields including education.
Universities, colleges, and schools had to close and stopped
traditional face-to-face classes. *e adoption of online
teaching, which had developed for some time and adopted
relatively infrequently before COVID-19 epidemic, had a
sudden explosion. More than 650,000 teachers in China had
introduced nearly 1.7 million online courses. Chinese Ed-
ucation Department had organized 22 online teaching
platforms to provide free courses. *e online teaching faced
serious challenges, while also met a great opportunity to
develop.

Online teaching or network teaching is a type of teaching
model which relies on network technology. It completes the
teaching process through the way of live course or recorded
course using software including special online teaching
platforms and some APP software used for teaching. With

the sudden arrival of the COVID-19 epidemic, the number
of online teaching customers increased dramatically, and the
use of various software for teaching also increased greatly
[1–4]. Some problems that were not found in online teaching
in the past are now exposed. Pedagogical researches have
studied these issues from the aspects of teaching methods
[5–7], online teaching evaluation [8, 9], examination mode
[10–13], and so on. It has greatly promoted the development
of online teaching. Based on the teaching practice of in-
ternational online course for overseas students and some
Chinese students, this paper studies and summarizes the
problems encountered in online teaching and gives corre-
sponding valuable solutions.

2. Problems Existing in Online Teaching

2.1. Problems in Performance of Software and Hardware.
*emost important and basic challenge of online teaching is
the strong dependence on software and network.
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*e logos of some well-known software for teaching
are shown in Figure 1, such as Rain Classroom, DingTalk,
QQ, Tencent Conference, Tencent Classroom, and
WeChat. It includes online teaching platforms and APP
software used in teaching. We call them teaching software
in brief here. In the early design stage of software de-
velopment, customer capacity was not properly assessed
due to the limitation of previous network operation ex-
perience. So, during the development of teaching soft-
ware, such explosive growth of customer capacity caused
by emergencies was not taken into account. In this case,
on the first day of university across the country in Feb-
ruary 2020, all software encountered problems to varying
degrees without exception. Paralysis, disruption, delay,
and disconnection became the normal situation in the first
time of online class. *e fault of teaching platforms is
generally very serious, and the fault of APP software is
relatively minor. Obviously, faced with such a large
number of network access during the sudden epidemic,
online teaching software was not fully prepared.

In hardware respect, as a transmission medium of
online teaching, the performance of network is undoubt-
edly very important and is the basic guarantee of online
teaching. During the 2020 epidemic, most networks for
teachers have good performance and can meet the re-
quirements of online teaching due to the majority of
universities having relatively strong network facilities.
Sometimes, when there was delay phenomenon in wireless
networks, the wired networks usually worked well for
teaching activities. Network problems mainly occurred in
students. All the students took online classes at home, who
scattered across different provinces, cities, counties, and
rural areas, and overseas students stayed outside China.*e
network performance in the student’s location varied
greatly, and usually, it was not as good as that of university
networks. Also many students did not have computers at
home and could only learn through their mobile phones
which had much smaller screens and class interaction was
not convenient. All these had a negative impact on stu-
dents’ learning. So the influence on students was greater
than that on teachers. For example, video materials for
teaching often could not be shared with students online
because video signals could not be transmitted and received
fast enough in some areas where students lived. *e per-
centage of major problems encountered in online teaching
and learning is shown in Figure 2.

2.2. Problems inTeaching andLearning. Before the outbreak
of the 2020 epidemic, although the online teaching had
been developing for quite a long time in China, the
number of teachers who were familiar with online
teaching was actually small. *e majority of teachers did
not have online teaching experience and never used the
platform software. Face-to-face teaching in classroom was
still the dominant form. When schools started during the
epidemic, they faced a sudden change to an unfamiliar
teaching mode, and both teachers and students felt dif-
ficult to adapt. Some problems emerged.

2.2.1. In terms of Teaching

(i) Online class is a special “no-one classroom.” Al-
though the teacher and students are in the same
class, they are separated in space unlike traditional
classroom teaching. Generally, to reduce network
traffic and get better condition for smooth teaching,
all cameras are turned off. In this case, facing the
cold computer screen or mobile phone, teachers
cannot get feedback from students’ facial expres-
sions. *ey are not clear about how students un-
derstand and master the knowledge.

(ii) It is inconvenient for teachers to manage the class.
When teachers speak passionately during the class,
they do not know whether the students can follow
their ideas in time. *is is easy to lead to the de-
viation in the rhythm of the lecture.

(iii) At the end of a course, many of the previous exam
methods are no longer applicable.

2.2.2. In terms of Learning

(i) Students are also just facing a device screen. In-
structional guidance from teacher declines and
learning effect decreases obviously.

(ii) With the time extension of online teaching, the
freshness of students for online courses gradually
fades away, the enthusiasm of online learning is not
high, and learning motivation is lacked. *e phe-
nomenon of being late for class and leaving early is
much more than the traditional teaching in class-
room. It even appeared that the students left the
computer after he signed in for the class. *is is one
of the reasons that the online teaching effect is hard
to be guaranteed.

(iii) Online class at home has a comfortable environ-
ment. Correspondingly, it is difficult to create a
good learning atmosphere like that at school and is
easily disturbed by family members.

According to the survey [14], the major problems of the
online learning during the epidemic period include excessive
learning interference, easy distraction, difficulty in-depth
learning, and low learning efficiency. One student is often
troubled by multiple problems. In addition, learning in-
terests, learning methods, learning objectives, depth and
breadth of learning, and whether to make learning plans also
have certain impacts on learning. *e percentage of each
problem is given in Table 1.

3. Solutions to Problems of Online Teaching

Online teaching is an interactive activity between students
and teachers, which depends heavily on online teaching
conditions including hardware, software, and online
teaching resources. It is a comprehensive process of inter-
action by students, teachers, online teaching conditions,
online learning environment, and even other social factors as
shown in Figure 3. Subjective and objective factors influence
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each other and cannot be clearly separated. *erefore, in view
of the problems existing in the development of online teaching,
we make a comprehensive analysis of them considering the
subjective and objective factors together. Some solutions to
improve the quality of online teaching are proposed as follows.

3.1. Using Multiple Teaching Software Comprehensively for
Complementary Advantages. Although there are several
kinds of online teaching software which are used by a large
number of users because of their relatively good perfor-
mance, in the special emergency situation of COVID-19
epidemic, none of the online teaching software can fully
meet the requirements of a high-quality teaching. A piece of
software usually shows prominent performances in some
respects and obvious deficiencies in the other. *e common
phenomenon is that some kinds of online teaching software
run stably and smoothly, but lack interactive functions
needed in teaching; some kinds of software have powerful
functions for teaching, but they crash very easily.

To ensure the online teaching effects under present
network performance, teachers have made various explo-
rations and attempts [15]. Using different software at the
same time and combining their advantages together to
complete the teaching task is a common attempt. *is is an
effective way at present to solve the aforementioned prob-
lems. Adopting two pieces of software is the most common
approach at present, and they can make up for each other’s
shortcomings and sharing their strength. *e following will
summarize and analyse the main characteristics of several
pieces of software commonly used in online teaching and
then discuss some efficient combination modes.

Tencent
Conference

Tencent
Classroom

QQ WeChatDingTalkRain
Classroom

Figure 1: *e logos of some well-known software for teaching.
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Figure 2: *e percentage of major problems encountered in online teaching and learning.

Table 1: *e proportion of problems with online learning.

SN Problems with online learning Proportion (%)
1 Excessive learning interference 60.98
2 Easy distraction 57.72
3 Difficulty in depth learning 46.34
4 Low learning efficiency 45.53
5 Learning interests 33.33
6 Learning methods 32.52
7 Learning objectives 29.27
8 Depth and breadth of learning 29.27
9 Whether to make learning plans 26.83

Students

Learning
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Teacher

Teaching
conditions 

FamilyUniversity

Society

Figure 3: *e interaction relationship among the factors of online
teaching.
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3.1.1. Main Characteristics of Several Types of Software
Commonly Used in Online Teaching. (1) QQ: In QQ, the
“Share Screen” function is often used to show students PPT
and other teaching materials, and the “Demo Whiteboard”
function is used to show the content that the teacher writes
impromptu in class. *e transmission of picture, voice, and
text information is very fast in QQ, and it can meet the needs
of almost all the basic operation functions in teaching. At the
same time, QQ has excellent fluency during the online class
and rarely exhibits delay phenomenon. It is a very important
advantage of QQ to meet both the common functional
requirement and teaching fluency requirement.

(2) Tencent Conference: *e APP system has high sta-
bility. When there are several opened files and windows on
the desktop of the computer screen, it can choose any one to
share online. Also, it has the whiteboard function for the
teacher’s writing in class. While, Tencent Conference has no
function of group management and file transmission, this is
very inconvenient for teaching.

(3) Tencent Classroom: Compared with QQ, Tencent
Classroom is more stable when the number of students in
class exceeds 100, and functions for teaching are powerful.
However, both sound and graphics have a relatively large
delay. Some details were not very good, such as the expe-
rience of mouse and display.

(4) DingTalk: *e stability is basically the same as that of
Tencent conference. It also has the problem of delay, and the
interactive function of teaching is in the middle level.

(5) Rain Classroom: Rain Classroom has many good
functions for teaching, such as various types of teaching
interaction and class information statistics, which are
incomparable to other software. However, when the
number of users increases, the platform often crashes
badly and the class cannot continue. *is problem was
very serious in the early days of online class when the
COVID-19 broke out and the number of users increased
dramatically, and it already resulted in the loss of a large
number of users.

(6) WeChat: For the teaching requirement, the function
of WeChat is too simple. It is not convenient for teaching
and is relatively less used in class.

3.1.2. Efficient Combinations of Online Teaching Software.
In order to ensure the class effect, it is an effective way to use
different kinds of teaching software together. *e following
are several combination modes:

(1) Mode A: QQ and Rain Classroom are Used at the
Same Time. In this case, Rain Classroom runs just on the
teacher’s computer. Students do not need to log in Rain
Classroom. *is helps to reduce network congestion. “Share
Screen” function in QQ is used to show students the in-
formation displayed on the teacher’s computer screen. In
this mode, the rich and powerful interactive functions de-
veloped specifically for teaching in the Rain Classroom is
maximized. All interactions can be displayed to students
through QQ’s “Share Screen”. *is approach reduces the
crash probability of Rain Classroom and makes the best use
of its excellent interactive function.

(2)Mode B: Tencent Conference and Rain Classroom are
used at the Same Time. *is is similar to Mode A. Tencent
Conference also has excellent fluency. Under the important
support, screen sharing function of Tencent Conference
combining with the excellent interactive function of Rain
Classroom can also achieve a satisfactory teaching effect.

(3) Mode C: QQ Runs on Computers andMobile Phones
to Meet Common Needs in Software Function for Teaching.
In this mode, teachers need to use two devices: one computer
and one mobile phone. On the computer, teachers can use
QQ’s “Share Screen” to show students PPT, and use “Demo
Whiteboard” to write improvised ideas for students. At the
same time, teachers can put forward questions to students
and discuss them with students in QQ group by mobile
phone. In this way, it is also easier for teachers to attract
students’ attention, and the proportion of students par-
ticipating in class discussions is also high in this mode.

3.2. Exploring Teaching and Management Ways of Online
Class. Characteristics of online teaching are different from
face-to-face teaching in classroom. Some teaching methods
can no longer be used and need to be adjusted to adapt the
new teaching model. Several methods have been researched,
and they have been proved to be feasible through teaching
practice.

3.2.1. Class Organization Ways of Online Teaching. (1) New
Ways of Class Interaction: In online teaching, students’
microphones are usually off during the class to avoid noise
from home or environment. Only the teacher can speak
freely. In this case, face-to-face discussion way is no longer
appropriate and needs to be adjusted. An alternative method
is that the teacher asks questions and students type and send
their answers to the discussion area of teaching software.
*is is obviously more difficult to communicate than face-
to-face class when the issues are slightly complex. To im-
prove the communication efficiency between teacher and
students in the limited class time and realize a real-time
discussion, we have explored and tried a way for online
teaching. *e key points are as follows:

(i) Decomposition of problems: When raising and
discussing questions in class, divide the questions
into several small questions of logical interlink. *e
level of decomposition is determined by the criterion
that students can finish answers quickly.

(ii) Design of answers: *ere are two ways to answer
questions: one is the choice mode, such as choosing
the answer from “Yes/No”, “1/0”, or “A/B/C”. *e
other is words mode.*at means the question can be
answered clearly in several words.

In this solution, students can instantly respond to the
teacher’s questions by typing. It can ensure the maximum
degree of real-time interaction between the teacher and
students in class. During the class, the teacher throws out
each small question in turn, and students can respond
rapidly without a break like that in face-to-face class.
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According to students’ feedback, the teacher can adjust his
lecture content in time. *rough this kind of interlocking
rapid response, a complex discussion can be completed in a
fluent and clear manner. *e efficiency of class interaction
has been greatly improved.

(2) Alternative Method for Efficient Presentation of
Video Information: According to the analysis in Section
2.1, video materials cannot be played to students in real
time in most cases under current network conditions. To
convey the essential information of videos to students, it is
an effective solution to extract the key frame images and
make them into PPT. In class, this PPTwill be presented to
students accompanied by the teacher’s supplementary
explanations. Videos themselves can be sent to students
and watched after class by downloading them locally. In
this way, the main content of the course is almost unaf-
fected, and it is also adapted to different situations of
students.

3.2.2. Class Management Methods of Online Teaching.
Both teaching at home and learning at home are subject to
many restrictions, the management methods of online class
need to change. According to the characteristics of online
teaching, teachers can dig deeply into the functions of
teaching software and use them to explore and develop
flexible and diverse class management methods, such as
sign in with hand gestures before class, random award-
winning questions and answers in class, online brain-
storming discussion, and after-class team video conference.
*ese measures are conductive to effectively improve
students’ learning attention and interest in class. In ad-
dition, to ensure the attendance rate and learning effect of
online teaching, some of the previous methods used in face-
to-face class can still be adopted, such as supervisors’
random attending class and randomly checking students’
learning status.

4. Class Evaluation Criteria for International
Online Teaching

Some representative class evaluation models are as follows:
traditional expert model, Tyler’s objective model, Suf-
flebeam’s CIPP model, Stake’s Countenance model, and
ethnographic evaluation. *ese evaluation models have
different features in the value orientation, method, and
participant. Modern education theory considers that
knowledge is a process and knowledge system is always in a
state of flux. People must pay attention to the specific
performance of students during the learning process and
then implement a process evaluation.

*ere are three evaluation models in Chinese univer-
sities: expert evaluation, peer evaluation, and student secret
ballot. Expert evaluation has limitation to accurately reflect
teacher’s teaching situation because of the limited amount of
attending class of the expert. In addition, experts’ personal
teaching style, teaching habits, and thinking patterns also
have an influence on the evaluation results. Peer evaluation
is conducted in the form of faculty members from the

department and the faculty listening to each other's lectures.
*is evaluation model may be influenced by the relationship
between colleagues. For the secret ballot, students’ cognitive
ability is more in the perceptual stage, so the evaluation
tends to be mixed with some random ego factors [16].

Problems of the three evaluation models are obvious. In
addition, differences exist between online and offline class
and also between lecturing in the native language and in
foreign language. So, class evaluation of international online
teaching is studied in this paper to achieve an objective
result, in which evaluation criteria reflect the behaviour and
learning effect of students in the learning process. *e
considerations are as follows:

(1) Percentage of class content to the syllabus
(2) Learning effect of specialized knowledge in online

class taught in foreign language which is generally
English

(3) Interactive activities of online class between learning
and teaching

4.1. Percentage of Class Content to the Syllabus. In the course
of online teaching, the interaction between teachers and
students is affected to some extent because of space sepa-
ration. For example, a discussion about a topic tends to take
longer, so class contents may not be sufficient to meet the
requirements of the syllabus in a time-limited class. *is
paper studies evaluation criteria to evaluate the class effect
considering three respects: important contents, required
contents, and understanding contents. For important con-
tents, students are required not only to understand the
concepts and principles but also have the ability to apply,
analysis, and design. In required contents, students have an
obligation to have a thorough understanding of concepts
and principles. For understanding contents, students are
only needed to understand the basic concepts.

First, to quantify the class contents into an objective
value, formula (1) is designed for calculation:

S � λ1 

N

i�1
Ii + λ2 

N

i�1
Mi + λ3 

N

i�1
Ei, (1)

where i is the chapter number; N is the total number of
chapters; Ii, Mi, and Ei are the numbers of important
contents, required contents, and understanding contents of
chapter i, respectively; λ1, λ2, and λ3 are the weights of each
item respectively and can be assigned different values to
distinguish the importance of each item, such as 10, 3, and 1.
S is the score of the class contents. On the syllabus: Ii � Iim,
Mi �Mim, and Ei � Eim, that is, Ii, Mi, and Ei are all their
maximums. In this case, S� Sm, which is the highest score of
the class contents.

*en, the percentage of class contents to syllabus con-
tents can be calculated by formula:

Rc �
S

Sm

× 100% �
λ1 

N
i�1 Ii + λ2 

N
i�1 Mi + λ3 

N
i�1 Ei

Sm

× 100%,

(2)
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Rc is called coverage of class contents. At this time, Ii,Mi, and
Ei in formula (2) are the numbers of important contents,
required contents, and understanding contents of chapter i
that are actually taught in online class, respectively, so S is
the score of actual taught contents. Rc � 100% indicates that
all the contents required by syllabus have been completed.
Among them, the understanding contents are often assigned
to students for self-study.

4.2. Learning Effect of Specialized Knowledge in Online Class
Taught in English. Due to the use of original English text-
books and the use of non-native language as teaching lan-
guage, students have certain obstacles in thinking and lag in
understanding. *erefore, more explanations are needed in
the teaching process. However, the class time is bounded.
Sometimes, some topics cannot be fully discussed, and
students may not be able to comprehend them clearly. So, it
is necessary to evaluate the effect of students’ professional
learning in time. Available methods include check students’
mastery of specialized knowledge through flexible forms
such as class discussions and quiz. *e results are quantified
by score, and it can compare to that of students who are
taught in the native language of the same course. We assume
that the whole knowledge consists of different knowledge
points, and design formula (3) first evaluates the learning
effect of students on knowledge point k:

Pk �
1
N



N

i�1
si, (3)

where N is the number of students, si is the score of the ith
student for the knowledge point k, and Pk is the average
score of all students on the knowledge point k. Assume that
the average score of students taught in native language for
the knowledge point k is Pkn, then the learning efficiency of
students taught in English on knowledge point k can be
obtained by

ηk �
Pk

Pkn

× 100%, (4)

when ηk< 1, it indicates that students taught in English have
lower learning effect on knowledge point k than those taught
in native language. When ηk> 1, it indicates that students
taught in English have better learning effect on knowledge
point k. If student’s score for all knowledge points is to be
calculated, the overall learning efficiency η can be calculated
as

η �
P

Pn

× 100% �
1/C 1/N 

N
i�1 si 

k

Pn

× 100%, (5)

where C is the total number of knowledge points and Pn is
the average score of the students taught in native language
for total knowledge. Similarly, when η< 1, it indicates that
the overall learning efficiency of students taught in English is
lower than that of students taught in native language. When
η> 1, the overall learning efficiency of students taught in
English is better than that of students taught in native
language. ηk and η can reflect different levels of learning

efficiency from some knowledge points to the whole
knowledge.

4.3. InteractiveActivities ofOnlineClassbetweenLearningand
Teaching. Online teaching uses computer, network, mobile
phone, and other hardware as carriers and relies on teaching
software to realize long-distance and real-time teaching and
learning. Online teaching makes students study different
courses in front of the computer or mobile phone from
morning to night every day. Students tend to feel sleepy
when they use devices for a long time. In addition, studying
at home, students cannot feel the restriction and learning
atmosphere as that in the classroom. *e lack of “presence”
and “reality” leads to easy distraction. Interactive activities in
online class have a significant effect on improving students’
attention and learning interest.

In general, the more teaching interaction occurs in class,
the better the class effect is. But too frequent interaction may
slow down the teaching progress. Also, continuous intensive
activities will make students unresponsive and easy to fa-
tigue. At this time, interaction is easy to cause distraction
instead. Considering the positive and negative effects, we
study the teaching interaction incentive function to indicate
the influence of teaching interaction on students’ learning
effect. *e definition of teaching interaction incentive
function is shown in

ξq � 1 + sin
Aqr

Aq

π , (6)

where q represents the number of a teaching activity; ξq
represents the incentive function value of the qth teaching
activity; Aq is the total number of knowledge points in the
qth teaching activity; and Aqr is the total number of
knowledge points implemented with interaction in the qth
teaching activities. 0 ≤ Aqr≤Aq, and 1 ≤ ξq≤ 2. Assuming
that the total number of teaching activities is N, the defi-
nition of the average teaching interaction incentive function
ξ is as shown in

ξ �
1
N



N

q�1
ξq �

1
N



N

q�1
1 + sin

Aqr

Aq

π  , (7)

where the greater value of ξ means the greater incentive
effect of interaction in the teaching activities. In typical cases,
when there is no interaction in class, Aqr/Aq � 0 and ξq has a
minimum value of 1, then ξmay have a minimum value of 1;
when Aqr reaches half of Aqr, ξq has a maximum of 2, also ξ
may have a maximum of 2. At this time, ξq represents that
the class atmosphere is most active and the teaching effect is
the best in the qth teaching activity, and ξ represents the
same meaning for overall situation. When all the knowledge
points are carried out with interaction, Aqr/Aq � 1 and ξq
return to the minimum value of 1, also ξ may have the
minimum value of 1. *is implies that too much interaction
will make negative effect counteract the positive effect.
When ξ > 1.9, it indicates that the interaction effect in class
reaches an ideal state.
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4.4. Results and Discussion. *e above three criteria provide
the class evaluation ways for international online teaching
from different aspects. In use, we can flexibly set a time
period T to evaluate and examine the class effect for the
desired time period. T can be set as the total time of a course
or some credit hours of a course. *e results can be used as
the basis for improving the teaching method.

For coverage of class contents Rc, when T is set as some
credit hours of a course, teachers just need to take the
parameter values corresponding to the period T in formula
(2). According to Rc, it will be convenient to check how
much of the teaching plan has been completed in the period
T. If there are problems, teachers will think about the reasons
and solve them, then adjust their teaching progress in time.
Another way to use criteria Rc is after a course is over. At that
time, teachers can set T as the total time of the course to
evaluate the class effect and obtain valuable information for
the improvement of online teaching in the future.

*rough the observation of overall learning efficiency η,
teachers can see how well students are learning a course. It
provides a useful hint for improving teaching in time to
avoid the decline of students’ learning effect. η< 1 is themost
case, mainly because of the influence on understanding in
non-native language teaching. For more detailed studies,
one can further examine the learning efficiency ηk, and
analyse and identify problems existing in certain knowledge
points.

For the effect evaluation of class interaction, the mean
teaching interaction incentive function ξ reflects the law that
the incentive effect of class interaction increases from small
to large and then decreases with the change of interaction
from less to more. *e range of ξ is [1, 2], and the larger the
value, the better the incentive effect on class.

By comprehensively considering the aforementioned
criteria about class contents, learning effect of specialized
knowledge, and interactive activities of online class, an
objective class evaluation of international online teaching
can be achieved. Table 2 shows the evaluation results of
applying three criteria to a course of “Introduction to
Avionics systems” in its different stages. *is is a 32-credit
hour elective course which is taught in native language and
English for different types of students. *e course is taught
for the first time in an online format after the outbreak of the
new crown epidemic. We did an evaluation for the online
English-taught course. *ree criteria were used to evaluate
the class when the first 16 credit hours of lecturing were
completed, to check whether the teaching was going well,
and to analyse and solve problems timely if there are. At the
completion of the last 16 credit hours of lecturing, that was
17 to 32 credit hours of instruction, the class evaluation was
done again to check whether the teaching had been im-
proved and what problems still existed.

From the data in Table 2, it can be seen that the coverage
of class contents Rc in the first 16 credit hours of the course
was only 81%, which meant that the teaching progress was
slow, and some teaching contents were not completed as
planned.*e overall learning efficiency ηwas 89.4% which is
relatively low. *en observe the mean teaching interaction
incentive function ξ whose value was 1.81, and its related

parameter Aqr/Aq � 0.70 indicating that the number of class
interaction was relatively high. *e criteria indicated the
problems existing in teaching. *rough a review of the
teaching process and a comprehensive analysis of these data,
problems were found: since the online teaching was con-
ducted for the first time, teachers could not adapt to the new
teaching method immediately because they could not meet
with students face to face, especially in terms of class in-
teraction, some intuitive interactive information in the
previous face-to-face teaching was no longer available, so
teachers tried to adopt new interactive methods in online
teaching to ensure the teaching effect. However, due to the
lack of experience, the initial attempts were not efficient
enough, the number of attempts was on the high side, and
time control was not given enough attention, so that the
teaching plan was not fully completed and the students’
learning results were not good enough.

Based on the results of the above analysis, teachers used
the solutions discussed in Section 3 to improve the online
teaching method, focusing on optimizing the interaction
ways to increase the efficiency of interaction while reducing
the number of interactions so that the Aqr/Aq value was close
to 0.5. Applying the improved teaching method to the last 16
credit hours of the course, the class effect was evaluated
again at the end of the course, and it could be seen that Rc
had been improved to 100%. *at is, all teaching contents
were completed. ξ was improved to 1.99, and the overall
learning efficiency η was also improved to 95.5%. It could be
seen that class evaluation method was effective. It was
beneficial to understand the teaching effect and improve
teaching method in time.

Class evaluation is one of important aspects that pro-
mote the improvement of international online teaching. *e
contribution lays a foundation for further exploring the class
evaluation system of online teaching.

5. Conclusion

In view of the problems existing in current online teaching,
we study the issue from several respects: (1) analyse and
discuss the performance problems of software and hardware
in present online teaching; (2) discuss the class problems in
online teaching and learning; (3) recommend corresponding
feasible solutions to discussed problems, including com-
prehensive use of multiple software for complementary
advantages, class interaction design and implementation,
alternative method for delivering video information and

Table 2: Evaluation results of “Introduction to Avionics systems”
in its different stages.

Rc calculation η calculation ξ
calculation

T λ1, λ2, λ3, λ4,
N Rc P, Pn η Aqr/

Aq
ξ

1–16 credit
hours 10, 3, 1, 4 81% 76,

85 89.4% 0.70 1.81

17–32 credit
hours 10, 3, 1, 4 100% 83,

87 95.5% 0.45 1.99
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class management method; and (4) develop several class
evaluation criteria for an objective class evaluation of in-
ternational online teaching. A relatively complete online
teaching operation system is formed. In the future, with the
development of new technologies such as 5G, Big Data,
Artificial Intelligence, and Internet of *ings, online
teaching might be gradually adapted more and more. *e
mode of online teaching might also become diverse, for
example 5G live class, ultra HD video interaction, holo-
graphic live, VR live, and AI teacher. *e study provides
some valuable information for present online teaching re-
search and practice and is also beneficial to its continuous
development.

Data Availability

Data sharing is not applicable to this article as no data sets
were generated or analysed during the current study.

Conflicts of Interest

*e author(s) declare no potential conflicts of interest with
respect to the research, authorship, and/or publication of
this article.

Acknowledgments

*e authors acknowledge the funding of the Key Project of
Shaanxi Province Innovation Program, China (grant no.
2017ZDCXL-GY-11-02-02).

References

[1] C. Carrillo and M. A. Flores, “COVID-19 and teacher edu-
cation: a literature review of online teaching and learning
practices,” European Journal of Teacher Education, vol. 43,
no. 4, pp. 466–487, 2020.

[2] S. G. Wang, “Rain classroom: the wisdom teaching tool in the
context of mobile Internet and big data,”Modern Educational
Technology, vol. 27, no. 5, pp. 26–32, 2017.

[3] X. Jin, “Application of computer in online teaching of pro-
fessional courses,” International Journal of Emerging Tech-
nologies in Learning (iJET), vol. 15, no. 19, pp. 53–65, 2020.

[4] S. D. Chen, “Exploration of blended teaching mode,” Com-
puter Era, vol. 3, pp. 78–82, 2021.

[5] P. Zhang, F. D. Liu, and Z. Shan, “*inking and practice of
online teaching under COVID-19 epidemic,” in Proceedings of
the 2nd International Conference on Computer Science and
Educational Informatization, pp. 165–167, Xinxiang, China,
June 2020.

[6] S. Kasyadi, M. Lapasau, and V. Virgana, “Enhancing learning
outcome in integral through online teaching based during
COVID-19 pandemic,” Journal of Physics: Conference Series,
vol. 1663, no. 1, pp. 1–6, 2020.

[7] B. L. Cai, Q. Lin, G. Liang, Y. L. Shi, and H. C. Sun, “Study on
the transformation of college students’ learning style in online
teaching environment: problems, trends and development
paths,” Heilongjiang Researches on Higher Education, vol. 12,
pp. 140–144, 2020.

[8] M. Li and Y. Su, “Evaluation of online teaching quality of basic
education based on artificial intelligence,” International

Journal of Emerging Technologies in Learning (iJET), vol. 15,
no. 16, pp. 147–161, 2020.

[9] Y. Zhao, Y. Tang, F. Liu et al., “Research and practice of online
emergency teaching based on electronic information tech-
nology under the influence of COVID-19,” International
Journal of Electrical Engineering Education, Manchester
University Press, Manchester, UK, Article ID
002072092098504, 2021.

[10] E. Dabbour, “Motivating engineering students by providing
two midterm exams and dropping the lower mark,” Journal of
Civil Engineering Education, vol. 147, no. 1, Article ID
04020009, 2021.

[11] K. Butler-Henderson and J. Crawford, “A systematic review of
online examinations: a pedagogical innovation for scalable
authentication and integrity,” Computers & Education,
vol. 159, Article ID 104024, 2020.

[12] C. Eurboonyanun, J. Wittayapairoch, P. Aphinives, E. Petrusa,
D. W. Gee, and R. Phitayakorn, “Adaptation to open-book
online examination during the COVID-19 pandemic,” Jour-
nal of Surgical Education, vol. 78, no. 3, pp. 737–739, 2021.

[13] H. Muranaka-Vuletich, “Effects of online language testing on
final examination,” Education and Information Technologies,
vol. 26, no. 3, pp. 2795–2809, 2021.

[14] Y. B. Gao, Z. W. Li, F. Wang, and J. J. Yan, “Survey analysis of
online learning of engineering college students during the
COVID-19 epidemic,” Meitan Higher Education, vol. 38,
no. 4, pp. 36–43, 2020.

[15] J. Gong, “Teachers’ need analysis of online teaching resources
during the fight against novel coronavirus early 2020: based on
an online survey among university teachers for German
language,” Be Science Education Article Collects, vol. 495,
pp. 186–188, 2020.

[16] Y. Liu, “*e reconstruction of the teaching quality evaluation
system of college teachers,”Heilongjiang Researches on Higher
Education, vol. 261, no. 1, pp. 59–61, 2016.

8 Scientific Programming



Research Article
Image Network Teaching Resource Retrieval Algorithm Based on
Deep Hash Algorithm

Guotao Zhao 1 and Jie Ding 2

1School of Foreign Languages, Hubei Engineering University, Xiaogan, China
2College of Technology, Hubei Engineering University, Xiaogan, China

Correspondence should be addressed to Jie Ding; dingjie@hbeu.edu.cn

Received 30 July 2021; Accepted 27 August 2021; Published 11 October 2021

Academic Editor: Punit Gupta

Copyright © 2021 Guotao Zhao and Jie Ding. (is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

In order to improve the retrieval ability of multiview attribute coded image network teaching resources, a retrieval algorithm of
image network teaching resources based on depth hash algorithm is proposed.(e pixel big data detection model of the multiview
attribute coding image network teaching resources is constructed, the pixel information collected by the multiview attribute
coding image network teaching resources is reconstructed, the fuzzy information feature components of the multiview attribute
coding image are extracted, and the edge contour distribution image is combined.(e distributed fusion result of the edge contour
of the view image of the network teaching resources realizes the construction of the view feature parameter set. (e gray moment
invariant feature analysis method is used to realize information coding, the depth hash algorithm is used to realize the retrieval of
multiview attribute coded image network teaching resources, and the information recombination is realized according to the hash
coding result of multiview attribute coded image network teaching resources, thus improving the fusion. (e simulation results
show that this method has higher precision, better retrieval precision, and higher level of resource fusion for multiview coded
image network teaching resource retrieval.

1. Introduction

With the continuous enrichment of multimedia network
resources, it is necessary to build a fusion model of mul-
tiview attribute coded image network teaching resources
under the conditions of multimedia environment, so as to
improve the sharing level and retrieval ability of network
teaching resources. Due to the increasing number of
multiview attribute coding image network teaching re-
sources, it is increasingly difficult to accurately retrieve and
locate the multiview attribute coding image network
teaching resources. In particular, under the condition of
multiview attribute coding, the environmental distribution
of image network teaching resources is more disturbed, and
the search accuracy and completeness rates of multiview
attribute coding image network teaching resource retrieval
are not high [1]. An optimized multiview attribute coding
image network teaching resource retrieval model needs to

be constructed to realize the retrieval and sharing of
multiview attribute coding image network teaching re-
sources by combining the distribution characteristics of
multiview attribute coding image network teaching re-
sources [2].

Based on the multimedia image retrieval recognition
distribution, a multiview attribute encoding image network
teaching resource encoding and feature analysis model is
established [3]. On the basis of feature extraction, the pixel
feature analysis of multiview attribute encoded image web
teaching resources is combined. (e multiview attribute
encoding image web-based teaching resources are realized
by the semantic distribution of images. Among the tradi-
tional methods, the main methods for retrieval of multiview
attribute encoded image web teaching resources are resource
retrieval methods based on ontology information segmen-
tation, multiview attribute encoded image web teaching
resource retrieval methods based on Harris corner point
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location analysis, and multiview attribute encoded image
web teaching resource retrieval methods based on evolu-
tionary clustering analysis [4, 5]. A multiview attribute
encoded image web teaching resource retrieval model based
on similarity feature detection and semantic ontology fusion
is proposed in [6]. He et al. constructed a parametric model
for feature distribution of multiview attribute encoded
image web teaching resources. It performs multiview at-
tribute encoding image web teaching resource retrieval by
fuzzy degree matching, but the accuracy of this method for
multiview attribute encoding image web teaching resource
retrieval is not high, and at the same time, the computational
difficulty is high. An image resource retrieval method based
on Harris corner point localization is proposed in [7]. (e
multiview attribute encoding image web-based teaching
resource retrieval by corner point localization and parameter
identification improves the localization ability of image
retrieval, but the viewpoint discrimination of this method
for image retrieval is not high.

To solve the above problems, this paper proposes an
image network teaching resource retrieval algorithm
based on deep hashing algorithm. Firstly, a pixel big data
detection model of multiview attribute encoding image
network teaching resources is constructed. (en, the
retrieval of multiview attribute encoded image network
teaching resources is achieved by deep hash algorithm
[8]. Realize information reorganization according to the
result of hash coding of multiview attribute encoding
image network teaching resources, and improve the
fusion and retrieval ability of multimedia image network
teaching resources. Finally, the performance test of
image network teaching resource retrieval is carried out
by simulation test and constructive conclusions are
obtained.

2. Multiview Attribute Encoding Image Web-
Based Teaching Resource Distribution and
Information Preprocessing

2.1.MultiviewAttribute Encoding ImageWeb-Based Teaching
Resource Fusion Processing. In order to realize multiview
attribute coded image web teaching resource retrieval, a
feature matching model for multiview attribute coded image
web teaching resource retrieval is constructed by combining
semantic feature analysis and fusion scheduling methods.
According to joint feature detection, association rule fusion
and similarity feature detection are used for data manage-
ment of multiview attribute encoded image web teaching
resource retrieval [9]. (e overall structure model of mul-
tiview attribute encoding image web-based teaching re-
source retrieval is obtained as shown in Figure 1.

(e cluster analysis method is used to obtain the cluster
center of multiview attribute encoding image web teaching
resource retrieval Mi with Mj. Using the method of rough
set feature matching, the reliability matching degree of
multiview attribute encoded image web teaching resource
retrieval is obtained as Clustdist(Mi, Mj). (e edge

contour feature parameter set of multiview attribute
encoded image web teaching resources is extracted, and the
feature fusion process of multiview attribute encoded
image web teaching resources is performed in the gradient
pixel space. Based on Harris corner point localization, the
set of regional pixels for multiview attribute encoding
feature fusion is obtained as follows:

R1(k) � R2(k)exp −jω0Tp/2 , k � 0, 1, . . . ,
N − 3
2

,

R2(k) � Ak exp jφk( , k � 0, 1, . . . ,
N − 3
2

,

(1)

where R2(k) is the multiview attribute encoding feature
component, Tp is the sampling time interval of the multi-
view attribute encoding image, and ω0T is the joint com-
ponent. Combining the semantic information detection of
network teaching resources of multiview attribute-encoded
images and the analysis results of invariant moment features
of multiview attribute-encoded images, the teaching re-
source fusion parameters are obtained as

φ Xk, ti(  � G Xk − ti

����
���� 

� exp −
1
2σ2i

Xk − ti

����
����
2

 

� exp −
1
2σ2i



M

m�1
xkm − tim( 

2⎛⎝ ⎞⎠,

(2)

where ti � [ti1, ti2, . . . , tiM] is the discrete sequence to the
multiview attribute encoding image web teaching resource
retrieval and σi is the spatial distribution cost of multiview
attribute encoding image web teaching resource retrieval.

2.2.MultiviewAttributeEncodingFeatureAnalysis. (epixel
information of the collected multiview attribute encoded
image web-based teaching resources is structurally reor-
ganized to extract the fuzzy information feature components
of themultiview attribute encoded images [10].(e obtained
distribution sequences of multiview attribute encoded image
web-based teaching resources are denoted as

r1(n) � r2(n)exp
−jω0Tp

2
 , n � 0, 1, . . . ,

N − 3
2

,

r2(n) � A exp j ω0nT + θ(  , n � 0, 1, . . . ,
N − 3
2

,

(3)

where N is the sampling length of the image pixel sequence
and ω0 is the grayscale distribution interval.

Gradient pixel decomposition and information fusion
techniques are used to construct a mean segmentation
model of multiview attribute encoded image web-based
teaching resources, denoted as
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xT �
1
T



T

i�1
xi, (4)

where x1, x2, x3, . . . , xT is the edge profile deformation
parameter of the multiview attribute encoded image and T is
the mean sampling interval of the multiview attribute
encoded image sampling.

A feature analysis model for multiview attribute
encoding image web teaching resource retrieval is con-
structed. By feature decomposition, the RGB 3D recon-
struction model of multiview attribute encoded image web
teaching resource retrieval is constructed, and the RGB 3D
feature detection component is obtained as Nl, whose cal-
culation formula is

Nl �

1, l � 0, L,

2π · D/2 · sin η
ltriangle

 , l � 1, ..., L − 1,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(5)

where ltriangle � π · D/2L denotes the retinex corner point
parameter value of the multiview attribute encoded image
web-based teaching resource and L is the gray pixel intensity.

We combined the results of distributed fusion of edge
contours of the view images of web teaching resources to
achieve the construction of the view feature parameter set.
(rough the feature reconstruction and fuzzy mean
clustering results [11], the comprehensive feature pa-
rameters of the web teaching resource view fusion are

obtained as k � 1, 2, . . . , n, zk ∈ ws, ak ∈ 1, 2, . . . , R{ }. (e
results of multiview attribute coding feature analysis are

σi

.
�

μ sin
πe

2μ
, ei


< μ,

μ, ei


≥ μ,

−μ, ei


≤ −μ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

where σx, σθ, ei denote the fitness covariates for the fusion of
multiview attribute encoded image web teaching resources
and μ denotes the detection statistical feature quantity of
each pixel point, μ> 0. (is enables the fusion process of
multiview attribute encoding image web-based teaching
resources for multiview attribute encoding feature
analysis [12].

3. Image Network Teaching Resource
Retrieval Algorithm

3.1. Multiview Attribute Encoding Image Depth Hash
Encoding. Let y(n) be the amount of rough set features for
multiview attribute encoded image web teaching resource
retrieval, and according to the rough set feature matching
results, the depth hash encoding algorithm is used to per-
form depth feature detection for multiview attribute enco-
ded image web teaching resources [13].(e gradient value of
each multiview attribute encoded image network teaching

Image Teaching Resource Retrieval Platform

Semantic
detection 

Data
Management 

Report
Management 

Visualization
view 

Search Feature Matching

Hash Encoding Algorithm

Multimedia image teaching resources retrieval and output

Figure 1: General structural model of multiview attribute encoding image web-based teaching resource retrieval.
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resource is calculated, and the depth hash coding conver-
gence value is obtained as

P lim
T⟶∞

xT � K  � 1, (7)

where xT denotes the correlation parameter between feature
sets, K is the scale of feature vector encoding, and Q(xi, yi) is
the color moment of the training image and is the fusion
result based on semantic information. When (i≠ j, 1≤
i≤ q, 1≤ j≤ q), the joint feature generalization of the output
of the multiview attribute encoded image web-based
teaching resource retrieval is obtained as

F(t) � Xp(u − v sin a)

�
3

(N + 1)
2 x(N + 1)x

3
(N + 1 − τ),

(8)

where Xp is the source information of the semantic dis-
tribution of the multiview attribute encoded image web
teaching resources, u is the joint distribution feature
quantity of the multiview attribute encoded image web
teaching resources, and v is the normative fuzzy detection
basis function of the multiview attribute encoded image web
teaching resources. Set i � 1, the first multiview attribute
coded image [14], and combined with the distribution of
network teaching resources, the output of the depth hash
code of the multiview attribute coded image network
teaching resource is

p
bint( )

th � Ct 
xi∈w

k xi

����
���� δ h xi(  − bint( ,

p
bine( )

te � Ce 
xi∈w

k xi

����
����
2

 hisxi
δ vxi

− bine ,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(9)

where Ct � Ce � 1/xi∈wk(‖xi‖
2) denotes the depth infor-

mation parameter of the multiview attribute encoding image
web teaching resource aggregation and bine ∈ [1, M] denotes
the attribute category. In summary, the analysis is carried
out to achieve deep hash encoding of multiview attribute
encoded image network teaching resources [15].

3.2. Image Network Teaching Resource Retrieval Output.
In order to obtain feature reconstruction and fuzzy mean
clustering results, a gray invariant moment feature analysis
method is used to achieve information encoding. A deep
hashing algorithm is used to implement the retrieval of
teaching resources for multiview attribute encoding image
networks, and according to the depth feature weighting
training [16], the weighted aggregation output function of
teaching resources for multiview attribute encoding image
networks is obtained and expressed as

ESnake � 
N−1

0
Eint(vi) + Eext(vi) , (10)

where Vi is the morphological function for the weighted
aggregation of multiview attribute encoded image web-
based teaching resources and i � 0, 1, . . . , N − 1 is the set of

pixel points. (e multiview attribute encoding aggregation
output is G.

Gt � AFt−1 + t. (11)

Ft � [xt, yt]
T is the associated pixel value of the tth

frame of the multiview attribute encoded image teaching
resource. (e semantic association distribution model of
multiview attribute encoded image web-based teaching re-
source retrieval is constructed to obtain the output retrieval
trajectory distribution of

Start

Image network teaching resources
distribution analysis 

Integration and fusion of large image
databases 

Image feature extraction

Weighted Fusion and Deep Learning

Convergence
determination

Image network teaching resources
retrieval output 

Y

N

Figure 2: Algorithm optimization implementation flow.
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trace x, y, σ(n)
 > trace x, y, σ(1)

 , l ∈ n − 1, n + 1{ },

(12)

where trace(.) denotes the fusion parameter of multiview
attribute encoding image web teaching resource retrieval.
(e resulting iterative function for multiview attribute
encoding image web-based teaching resource retrieval is

Xt � AXt−1 + t, (13)

where X � [xt, yt]
T is the training image set, and the output

clustering matrix of the multiview attribute encoded image
network teaching resource retrieval is obtained as

H �
Lxx(x, σ) Lxy(x, σ)

Lxy(x, σ) Lyy(x, σ)
⎡⎣ ⎤⎦, (14)

where Lxx(x, σ) is the feature matching coefficient of
multiview attribute encoded image web teaching resource
retrieval and Lyy and Lxy are the pixel components of
multiview attribute encoded image web teaching resource
retrieval in different aggregation directions, respectively.

In summary, according to the analysis, the hash coding
results ofmultiview attribute encoding image network teaching
resources are realized to reorganize information and improve
the multimedia image network teaching resource fusion and
retrieval capability. (e structure diagram of the imple-
mentation of the improved algorithm is shown in Figure 2.

4. Simulation Experiments and Result Analysis

In order to verify the application performance of this
paper’s method in implementing multiview attribute
coding image network teaching resource retrieval, Matlab
is used for simulation test analysis. (e number of training
samples for multiview attribute coding image network
teaching resources is set to 4000, the test set is 490, the
number of training iteration steps for deep hash coding is
240, the scale is 0.32, and other parameters are set as shown
in Table 1.

According to the above parameter settings, multiview
attribute encoded image web-based teaching resource re-
trieval is performed. Two sets of samples are taken, and the
multiview attribute encoding image samples are obtained as
shown in Figure 3.

(e image of Figure 3 is used as the sample object to
implement image depth hash coding, and the image hash
coding fusion results are obtained as shown in Figures 4
and 5.

Analysis of Figures 4 and 5 shows that the method of
this paper can effectively achieve the retrieval of mul-
tiview attribute encoded image web teaching resources.
(e performance of the retrieval output is good. (e
performance of multiview attribute coded image web
teaching resource retrieval was tested, and the com-
parison results in terms of retrieval accuracy are shown

(a) (b)

Figure 3: Sample multiview attribute encoded images. (a) Building. (b) Elephant.

Table 1: Image network teaching resource retrieval parameters.

Image samples Pixel Scale factor Similarity
Rose 520.800 0.227 0.407
Plane 549.360 0.221 0.396
Bridge 514.080 0.218 0.391
Building 559.440 0.223 0.400
Elephant 500.640 0.231 0.415
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in Table 2, and the analysis of the results in Table 2 shows
that the retrieval accuracy of multiview attribute coded
image web teaching resource retrieval by this method is
high.

5. Conclusion

An optimized multiview attribute encoding image network
teaching resource retrieval model is constructed. Combined
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Figure 4: Building image retrieval results. (a) Integration. (b) Deep hash encoding.
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(a) (b)

Figure 5: Elephant image retrieval results. (a) Integration. (b) Deep hash encoding.

Table 2: Comparison of image web-based teaching resource retrieval performance.

Number of iterations Methodology of this article Wavelet transform Spectrum detection
10 0.860 0.765 0.561
20 0.872 0.799 0.594
30 0.878 0.781 0.577
40 0.881 0.759 0.555
50 0.886 0.768 0.564
60 0.887 0.796 0.592
70 0.895 0.767 0.564
80 0.898 0.792 0.588
90 0.902 0.784 0.580
100 0.905 0.776 0.572
110 0.906 0.747 0.544
120 0.910 0.777 0.573
130 0.924 0.792 0.588
140 0.927 0.757 0.553
150 0.933 0.763 0.559
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with the distribution characteristics of multiview attribute
encoding image network teaching resources, the retrieval
and sharing of multiview attribute encoding image network
teaching resources are realized. (is paper proposes the
image network teaching resource retrieval algorithm based
on deep hashing algorithm. (e feature matching model for
multiview attribute encoding image network teaching re-
source retrieval is constructed. Deep feature detection is
performed for multiview attribute encoding image network
teaching resources. (e information reorganization is re-
alized according to the hash coding results of multiview
attribute encoded image network teaching resources, and the
multimedia image network teaching resource fusion and
retrieval capability is improved. (e gradient value of each
multiview attribute encoded image web teaching resource
pixel is calculated.(e deep hash encoding algorithm is used
to realize the multiview attribute encoding image web
teaching resource retrieval. It is learned that the method in
this paper has a high rate of completeness and accuracy for
multiview attribute encoding image web-based teaching
resource retrieval.
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Data mining is mostly utilized for a huge variety of applications in several fields like education, medical, surveillance, and
industries. )e clustering is an important method of data mining, in which data elements are divided into groups (clusters) to
provide better quality data analysis. )e Biogeography-Based Optimization (BO) is the latest metaheuristic approach, which is
applied to resolve several complex optimization problems. Here, a Chaotic Biogeography-Based Optimization approach using
Information Entropy (CBO-IE) is implemented to perform clustering over healthcare IoTdatasets. )e main objective of CBO-IE
is to provide proficient and precise data point distribution in datasets by using Information Entropy concepts and to initialize the
population by using chaos theory. Both Information Entropy and chaos theory are facilitated to improve the convergence speed of
BO in global search area for selecting the cluster heads and cluster members more accurately. )e CBO-IE is implemented to a
MATLAB 2021a tool over eight healthcare IoTdatasets, and the results illustrate the superior performance of CBO-IE based on F-
Measure, intracluster distance, running time complexity, purity index, statistical analysis, root mean square error, accuracy, and
standard deviation as compared to previous techniques of clustering like K-Means, GA, PSO, ALO, and BO approaches.

1. Introduction

)e big data [1, 2] is used and analyzed in several wireless
applications by utilizing various characteristics like storage,
processing, and maintenance of data. )e preprocessing of a
huge amount of data is performed before analysis to reduce
the data redundancy with enhancing the data accuracy and
efficiency [3–5]. )e big data is processed by using various
nature inspired optimization approaches like Genetic Al-
gorithm (GA), Ant Colony Optimization (ACO), Ant Lion
Optimization (ALO), and Particle Swarm Optimization
(PSO) to perform optimal analysis [6].

)e data mining [7–9] is a systematic procedure utilized
for extracting the secret knowledge and model from an
immense, multifaceted, and multidimensional dataset [10].
)e association rule mining is one of the famous datamining

approaches introduced with MapReduce concept to evaluate
the relationship among data elements in a huge dataset [11].
)ese data relationships are recognized to generate maxi-
mum profit from marketing through IoT devices in in-
dustries. )e time and security are crucial issues in business,
which are frequently resolved by using data mining [12–14].

)e data clustering [15] is a type of data mining, in which
data components are divided into various sets or groups.)e
data are collected from various heterogeneous resources;
after that time series clustering is applied on this huge
amount of data to improve the data accessibility. )e in-
dustry data are distributed more precisely and accurately by
clustering to predict the future aspects of market [16]. )e
cybercrime data are analyzed after preprocessing to perform
training and testing of clustering techniques. )e nature of
crime is easily understood and detected by clustering the
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similar type of crime patterns to reduce the crime ratio [17].
)e healthcare data are also received by IoT devices in the
form of data stream and divided into cluster by using stream
clustering combining the cluster building and merging steps
[18].

In above analysis, the clustering of data is an extremely
challenging issue, while it creates baffling to select the op-
timal clustering strategy in nature. Additionally, it is to be an
incredibly exigent attempt as every dataset is not expected to
be consistent, allowing for the fact that infection form and
previous medical circumstance area might differ immensely
in training. Previously, having a meticulous prophecy
scheme does not constantly offer a valuable height of ex-
actness beneath entire healthcare application areas due to
mostly depending on the situation utilized.

A lot of clustering algorithms are introduced on various
datasets to enhance the data extraction. Several optimization
approaches like GA, ALO, and PSO are also described for
clustering. Although few clustering techniques realize an
advanced output by means of a specified dataset, the effi-
ciency of such clustering techniques might be comple-
mentary on other datasets. )e nature of the clustering
methods is steady by means of no-free-lunch theorem, but at
hand no solitary clustering method survives which is able to
be a cure for entire problems. )is means all the problems
are not resolved by any algorithm and convergence speed is
also a major issue in optimization techniques, which are
used for data clustering.

Here, a Chaotic Biogeography-Based Optimization ap-
proach using Information Entropy (CBO-IE) is imple-
mented for clustering over healthcare IoT datasets, which is
improved form of Biogeography-Based Optimization (BO)
approach. In its place of basically performing a qualitative
examination by utilizing a methodical mapping analysis
regarding prior implemented works, this proposed work
contributes on a quantitative examination of clustering
strategy for healthcare dataset.

)e contribution of implementing CBO-IE is as follows:

(1) )e major intent of CBO-IE is to obtain accurate
data point distribution in dataset by utilizing In-
formation Entropy strategy and to give initial values
of the population by utilizing chaos theory.

(2) Both Information Entropy and chaos theory are
introduced to enhance the convergence speed of BO
in exploration field globally for generating the cluster
heads and cluster members more precisely.

(3) )e CBO-IE is applied over eight healthcare IoT
datasets and the outputs are evaluated on the basis of
F-Measure, intracluster distance, running time
complexity, purity index, statistical analysis, stan-
dard deviation, root mean square error, and accuracy
as compared to previous techniques of clustering like
K-Means, GA, PSO, ALO, and BO approaches.

)e remainder of the paper is organized as follows:
Section 2 explains the literature survey of data mining
techniques, big data processing, and IoT dataset processing
by utilizing numerous parameters. Section 3 describes the

BO approach, and the proposed CBO-IE is explained in
Section 4 briefly according to flowchart, algorithms, and
preliminaries. )e datasets, performance factors, and ex-
perimental results are illustrated in Section 5, and at last
conclusions are given in Section 6.

2. Literature Survey

)e IoT [19] is situated to transfigure entire future conse-
quently for lives. )e information extracted from the IoT
systems will be explored to recognize and organize multi-
faceted surroundings about users, fitting superior decision
creation, larger computerization, advanced effectiveness,
efficiency, exactness, and prosperity production. )is work
explores the accessibility of multiple popular data mining
approaches for IoT information. )e results are evaluated
over artificial intelligence and neural network with superior
accuracy, efficiency, and velocity in comparison to prior
techniques [20].

)e K-Means approach is applied for processing the big
data with the help of Hadoop platform over Internet of
)ings (IoT) aspects. )e data from IoT devices are com-
bined or distributed in several groups, known as clusters,
which are used in various smart applications such as
medical, disaster, and industries applications. )e power
expenses and traffic over communication network was re-
duced to use only necessary information, not whole raw
data. In actuality, it supplies enormous flexibility, permitting
the formation of clusters having millions of Hadoop illus-
trations [21].

)is big data has raised the concept of space and time
complexity due to storing and processing huge amount of
data over mobile and dynamic network. )e Extensible
Mark-up Language (XML) and machine learning methods
apply to big data processing like classification, clustering,
and preprocessing of IoT information [22, 23]. Latest IoT
applications and performances remain further on an in-
tellectual indulgence of the surroundings from information
extracted by means of assorted sensors and small machines.
Here a framework combines an ontology dependent de-
scription of information dispensations by means of unusual
logic for pretty beneficial incident recognition by seasoning
the specific classification strategy of machine learning. A
road and traffic examination is performed to verify the
results of framework [24].

)e personal data of users are digitally distributed over
network through smart IoT devices and multiple artificial
techniques are introduced to control the digitally transferred
information following few rules and policies. An intellectual
police examination strategy is introduced, discovering the
contradictory policy or agreements of users over advocate
platform. An intellectual decision-making method is applied
with the help of fuzzy cognitive maps [25].

)e business is directly or indirectly related to customer
behaviour, evaluated by trust mining. )e trust of sellers is
evaluated by dynamic clustering, where data is modified day
by day over huge network area. )e quick development of
online shopping details illustrates a growing issue for cus-
tomers who are comprised to select faithful sellers and
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successful seller selections from numerous existing record
beginning e-commerce usage areas to enhance the business.
A dynamic clustering method is adopted to calculate the
trust of customers and differentiate the buying equivalence
of customers for predicting the customer behaviour. )e
real-time and artificial datasets are utilized to perform
clustering and evaluate the results based on accuracy [26].

)e medical field [27] also well utilizes the mining
techniques like classification to identify the mental health
and evaluate the risk to manage the system. )is classifi-
cation is done by decision trees to discover and classify the
patients according to their mental health. Here, a relative
calculation of a huge array classifier is associated with several
areas like tree, group, neural, possibility, categorization, and
policy dependent classifiers. )e linear and random classi-
fiers are introduced to perform disease classification [28].

)e cancer disease in unstructured format is well clas-
sified to discover several types of cancer disease. It generates
valuable results in terms of risk aspects, treatment, and
management. )e text mining is well exploited in cancer
disease prediction like lung, breast, and ovarian cancer. )e
data about cancer patients is collected from several het-
erogeneous resources and text mining is performed to
provide various cancer related information like survival,
treatment, and risk of disease [29].

)e geographical data is collected from several hetero-
geneous resources and data mining is initialized over the
spatial data to manage the disaster. )e natural hazards are
previously identified before happening; this is achieved by
spatial data mining over huge geographic information. )e
several geographical information such as soil, ocean, earth’s
crust, and air quality is used to employ the mining process
with the help of PSO and fuzzy logics. )e clusters are
decided on the basis of spatial information and natural
behaviours in environments [30].

)e data mining based educational information ex-
traction is a new era of research, in which distributed ed-
ucational data is compiled and used for several purposes.)e
students, teachers, and other staffs have played an important
role in educational data mining. )e educational data is
collected from several resources and saved in tabular format.
)ese student data can be further analyzed by university and
examined by data mining model to evaluate the results of
students and maintain the records in appropriate manner
[31].

)e classification is also performed over data streams,
combining the text, music, and video information with the
help of decision trees and naive structure.)ese data streams
also combined the human activities like movement of hands
and legs [32, 33].)ere are various key issues of classification
like infinite size, perception development, and perception
flow and characteristic assessment. Various researchers
mainly solved the issues of infinite size and perception
development, but the perception flow and characteristic
assessment are not taken into consideration by researchers.
Here, these two issues are removed in implementing a
classification method over big data and parameters like error
rate and running time are obtained to provide superior
efficiency of the method [34].

3. The Biogeography-Based Optimization
(BO) Approach

ABiogeography-Based Optimization (BO) is a metaheuristic
approach based on island biogeography premise, which
relates with the migration, evolution, and destruction of the
castes in a habitat. A Habitat Suitability Index (HSI) is
utilized to generate the best solution globally and share the
characteristics with week habitat. )e population is en-
hanced by taking the optimal solutions from prior iteration
from emigrating [35] to immigrating habitats by using the
migrating Suitability Index Variables (SIVs) in BOmigrating
process. A fresh characteristic is obtained in complete so-
lution area using fitness function [36] and replaced every
habitat’s SIVs arbitrarily and stochastically to enhance the
population [37] miscellany and searching strength in BO
mutation process.

3.1. Migration Process. In migration stochastic process,
several parents can be utilized for a particular offspring and
every habitat (Ha) is modified by receiving the SIVs from a
superior HSI habitat in population (PS). )e migration rates
are straightly dependent on the caste number in a habitat for
enhancing [38] the habitat miscellany and linear migration is
evaluated by using the following equation:

Ha(SIV) � Hb(SIV), (1)

where Hb(SIV) is a superior HSI bth habitat (Hb) to transfer
the SIV value to the ath habitat (Ha).

)e emigration rate (α) and immigration rate (β) are
evaluated for c castes in habitat by using the two following
equations:

αc �
Gc

Nmaximum
, (2)

βc � M × 1 − αc( . (3)

Here, G and M are highest emigration and immigration
rates, respectively, and Nmaximum is maximum realizable
number of castes utilized by habitat.

)ere are six models developed for migration phase, out
of which sinusoidal model performed superior migration as
compared to the other five models. )is model is evaluated
for ath habitat by using the two following equations:

βa �
M

2
1 + cos

aπ
Nmaximum

  , (4)

αa �
G

2
1 − cos

aπ
Nmaximum

  . (5)

3.2. Mutation Process. A mutation is a stochastic operator
enhancing the population miscellany to obtain optimal
solution [39]. )e mutation process is utilized for updating
at least one arbitrary chosen SIV of a solution with the help
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of mutation rate (Ta) and the previous possibility of sub-
sistence (Sa) by using the following equation:

Ta � Tmaximum 1 −
Sa

Smaximum
 , (6)

where Tmaximum is the highest mutation rate term illustrated
by user and Smaximum is the highest possibility of castes count.

After that the mutation operator is improved by utilizing
Cauchy model to provide optimal exploration strength of
BO in huge searching area by reducing potential limitation
of mutation strategy. )e Cauchy distribution is evaluated
with the help of probability density function, which is
formulized by the following equation:

F(X; 0, 1) �
1

π 1 + X
2

 
. (7)

Hence, the Cauchy mutation equation is described by
using the following equation:

Ha(SIV) � minimum Ha(SIV)(  + maximum Ha(SIV)( (

− minimum Ha(SIV)(  × π × F Ha(SIV); 0, 1( ,

(8)

where Ha(SIV) is ath habitat. F(Ha(SIV); 0, 1) is Cauchy
distribution (Algorithm 1).

4. TheChaotic BOApproachUsing Information
Entropy (CBO-IE)

An updated BO approach is proposed using the chaotic
behaviour and Information Entropy. )e BO approach is
well suitable for exploration and exploitation in huge
searching space and generates the efficient results for nu-
meric optimization [40]. Still, the numeric optimization is
reasonably different from data clustering mechanism. Here,
some intrinsic characteristics are investigated and a chaotic
BO is implemented using Information Entropy to apply the
BO for data clustering.

4.1. Element Information Entropy. )e data points are dis-
tributed in multidimensional area in data clustering strategy.
)e confusion degree of a probabilistic variable is calculated
by utilizing Information Entropy; after that, this is utilized
for elements measurements to calculate the distribution.)e
entropy (Ea) is evaluated to isolate the element values with
estimation of every value to its closer integer by using the
following equation:

Ea � − 

maxa

b�mina

Rblog Rb( , (9)

where Ea is the entropy of ath element (a� 1, 2, 3, ..., L) and L
is number of elements in dataset. mina and maxa are lowest
and highest integers after discretization of element values. Rb
is bth element integer percentage value.

)emigration procedure of BO population is guarded by
using element entropy; hence, maximum entropy is evalu-
ated for every element in dataset by the following equation:

maximum Ea(  � −log
1

maxa − mina + 1
 , (10)

where maximum (Ea) is maximum entropy of ath element in
dataset.

At last, the normalized entropy for every element is
calculated by the following equation:

nomalized Ea(  �
Ea

maximum Ea( 
, (11)

where normalized (Ea) is normalized entropy of ath element
in dataset.

Equation (11) is repeated for all data elements in dataset
and normalized entropy set (normalized (E)) is generated as
follows:

Normalized (E)� (normalized (E1), normalized
(E2),............, normalized (EL)).

4.2. Information Entropy-Based Migration Process in the BO
Approach. Here, two mechanisms are introduced in mi-
gration to improve the performance of BO approach. )e
first one is original migration process of BO explained in the
previous section. )e second one is updated mechanism of
original migration in which P particulars are elected arbi-
trarily from present population (1≤P≤PS) and the one
optimal particular is assigned as reference particular (Href ).
)e direction of migration is guided by Href and Information
Entropy is utilized to provide equivalency between pop-
ulation miscellany and convergence speed. )e higher In-
formation Entropy of element indicates the maximum
uncertainty, which slows down the convergence speed.
Hence, the speed is enhanced for element by transferring it
to the location based on reference particular, globally with
maximum possibility, as compared to the least Information
Entropy element.

4.3. Chaos-Based Population Selection of the BO Approach.
)e chaos method is extremely related to initial circum-
stances and successfully utilized for arbitrary number
generation using logistic function.)e chaotic system is used
in the following equation:

cf+1 � μ × cf × 1 − cf , (12)

where μ represents constants in the range of [1, 4]. c rep-
resents variables (c ∈ [0, 1], f � 0, 1, . . .).

)e population of BO is initialized by utilizing chaos
function (equation (12)), which has improved the efficiency
of BO with proper use of huge solution area.

4.4. 6e Complete CBO-IE Approach for Data Mining.
)e Information Entropy-based migration and chaos-based
population selection are combined in Chaotic Biogeogra-
phy-Based Optimization using Information Entropy (CBO-
IE) to solve the data mining, that is, data clustering in
optimal way (Figure 1). Firstly, the population (PS) of BO
approach is initialized with the help of chaos function

4 Scientific Programming



(equation (12)) and every particular is denoted as a vector
with size Lx � L × K (L is number of elements in dataset, K
is number of cluster centroids, and Lx is dimension of
particulars). )e K centroids locations are fixed into vector,
in which 1st centroid relates with 1st L attributes, 2nd centroid
relates to 2nd L attributes, and so on. )e primary particular
vector values are generated arbitrarily and consistently
between lower and higher elements values in existing dataset
within maximum number of iterations (Mi). )en, CBO-IE
is applied to calculate the fitness values of entire particulars
by using equations (1) to (8) (Algorithm 2).

5. Results and Analysis

In this section, the healthcare IoT datasets and performance
factors for proposed CBE-IE approach are explained briefly.
)e entire approaches are implemented with the help of
MATLAB 2021a tool using Core i3-3110M processor having
Windows 8 operating system with 2GB RAM and analyzed
over 8 healthcare IoTdatasets (Table 1). )e proposed CBO-
IE approach has evaluated the results for 500 iterations in
terms of intracluster distance, purity index, standard devi-
ation, root mean square error, accuracy, and F-Measure as
compared to prior algorithms like K-Means, ACO, PSO,
ALO, and BO over 30 independent runs.

5.1. Healthcare IoT Datasets. )e proposed CBO-IE ap-
proach is applied on 8 dissimilar healthcare IoTdatasets taken
from UCI repository (Table 1). )e datasets are thoracic
surgery, breast cancer, cryotherapy, liver patient, heart pa-
tient, chronic kidney disease, diabetic retinopathy, and blood
transfusion.)e 470 instances of thoracic surgery dataset with

17 attributes are divided into 2 classes (survive and not
survive), the 699 instances of breast cancer dataset with 10
attributes are distributed into 2 classes (benign and malig-
nant), the 90 instances of cryotherapy dataset with 7 attributes
are divided into 2 classes (success and failure), the 583 in-
stances of liver patient dataset with 10 attributes are dis-
tributed into 2 classes (liver patient and not), the 299 instances
of heart patient dataset with 12 attributes are divided into 2
classes (heart failure and not), the 400 instances of chronic
kidney disease with 24 attributes are divided into 2 classes
(disease found and not), the 1151 instances of diabetic reti-
nopathy dataset with 18 attributes are distributed into 2
classes (diabetic retinopathy and not), and the 748 instances
of blood transfusion dataset with 4 attributes are divided into
2 classes (donating blood and not).

5.2. Performance Factors. )e performance of proposed
CBO-IE approach is evaluated in terms of intracluster
distance, purity index, standard deviation, root mean square
error, accuracy, and F-Measure.

5.2.1. Intracluster Distance. Firstly, the distances between
data points are evaluated within a cluster. After that, the
average of these distances is generated representing an
intracluster distance.)e optimal clustering is achieved with
least intracluster distance. For a cluster, the mean distance is
evaluated between a centroid and total data points. )is step
is continuously performed for every cluster and at last mean
value of entire clusters’ intracluster distances is obtained.

Table 2 illustrates that the CBO-IE generates least
intracluster distance value for all IoT datasets. )e CBO-IE
obtains 90% superior results than BO, 92% superior results

START
Initialize the parameters G�M� 1, Tmaximum � 1, PS and Max_iteration
Initialize the populations (arbitrary group of habitats) H1, H2,........., Hs

P

Evaluate fitness value (HSI) for every habitat
WHILE (ending condition is not found)
Evaluate αa, βa and Ta for every habitat
Obtain a random ∈ (0, 1)//Migration
FOR every habitat (from minimum to maximum HSI values)
Choose habitat Ha (SIV) stochastically proportional to βa
IF random< βa and Ha (SIV) choose, then

Choose habitat Hb (SIV) stochastically proportional to αa
IF random< αa and Hb (SIV) choose, then
Ha (SIV)�Hb (SIV)

END IF
END IF

END FOR//MUTATION
Choose Ha (SIV) with the help of mutation possibility proportional Sa
IF random<Ta then
Arbitrary change the SIVs in Ha (SIV)

END IF
Evaluate HSI value

END WHILE
STOP

ALGORITHM 1: Biogeography-Based Optimization.
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than ALO, 94% superior results than PSO, 96% superior
results than GA, and 98% superior results than K-Means in
terms of intracluster distance for entire healthcare IoT
datasets. )e average ranking of all approaches is evaluated
on the basis of minimum to maximum intracluster distance
(from 1 to 6).

Figure 2 represents the better rank of proposed CBO-IE
with least intracluster distance values against other approaches,
K-Means, GA, PSO, ALO, and BO, for all IoT datasets.

5.2.2. Standard Deviation. )e stiff data clustering in the
region of average value is described by a numerical char-
acteristic called standard deviation (DS). )e best clustering
is achieved with less standard deviation, which is obtained by
the following equation:

D
S

�

���������

(V − V)

|H|



, (13)

where |H| is dataset length, V is dataset values (points), and
V is dataset average value.

Table 3 describes that the CBO-IE obtains less standard
deviation value for all IoT datasets. )e CBO-IE generates
93% better quality outcomes than BO, 95% better quality
outcomes than PSO and ALO, 97% better quality outcomes
than GA, and 98% better quality outcomes than K-Means in
terms of standard deviation for entire healthcare IoT
datasets.

Figure 3 shows the better standard deviation of proposed
CBO-IE against other approaches, K-Means, GA, PSO, ALO,
and BO, for all IoT datasets.

Initialize Particulars and entropy of every
elements

Initialize the population with the help of chaos
function

Calculate Fitness values of particulars

Iteration = 0

Perform the information entropy based
migration process (Algorithm 2)

Calculate the fitness values of new particulars

iteration = iteration + 1

Is ending situation
satisfied?

No
Yes

Result the optimal solution

End

Start

Figure 1: Flowchart of the CBO-IE approach.
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5.2.3. Purity Index. )e correctness of clustering strategy is
known as purity, in which accurate classification is per-
formed over data elements. Hence, entire points of an
isolated class can be accurately allocated to an isolated
cluster. Purity index (IP) is generated with the help of purity
by equations (14) and (15). Maximum purity is achieved with
maximum IP value nearer to 1.

purity Rz(  �
maximum Rwz


 

Rz




, (14)

I
P

� 
K

z�1

Rz


Purity Rz(  

|H|
, (15)

ALGORITHM 2: Information Entropy-based migration process in the BO approach.

Table 1: Healthcare IoT datasets.

Sr. no. Healthcare IoT dataset No. of instances No. of attributes No. of clusters
1 )oracic surgery 470 17 2
2 Breast cancer 699 10 2
3 Cryotherapy 90 7 2
4 Liver patient 583 10 2
5 Heart patient 299 12 2
6 Chronic kidney disease 400 24 2
7 Diabetic retinopathy 1151 18 2
8 Blood transfusion 748 4 2

Table 2: Average ranking of all algorithms based on intracluster distance.

Dataset K-Means GA PSO ALO BO CBO-IE
)oracic surgery 3.364 (5) 0.7569 (4) 0.4256 (4) 0.2547 (3) 0.0657 (2) 0.00652 (1)
Breast cancer 26.265 (5) 0.8634 (4) 0.3126 (4) 0.2614 (3) 0.0874 (2) 0.00728 (1)
Cryotherapy 24.3640 (5) 0.4562 (4) 0.2864 (4) 0.2167 (3) 0.0725 (2) 0.00548 (1)
Liver patient 35.3245 (5) 0.5863 (4) 0.1567 (4) 0.1321 (3) 0.0635 (2) 0.00457 (1)
Heart patient 14.2366 (5) 0.9362 (4) 0.7265 (4) 0.6492 (3) 0.0623 (2) 0.00832 (1)
Chronic kidney disease 46.3625 (5) 0.5682 (4) 0.3568 (4) 0.2864 (3) 0.0742 (2) 0.00786 (1)
Diabetic retinopathy 0.3658 (5) 0.2526 (4) 0.1737 (4) 0.1421 (3) 0.0967 (2) 0.00758 (1)
Blood transfusion 0.6745 (5) 0.5684 (4) 0.2375 (4) 0.2068 (3) 0.0854 (2) 0.00852 (1)
Average ranking (AKθ) 5 4 4 3 2 1

Scientific Programming 7



where Purity(Rz) is purity of zth cluster. |Rz| is zth cluster
length. |Rwz| is the number of data elements of wth class
allocated to zth cluster.

Table 4 explains that the CBO-IE generates maximum
purity index value for all IoT datasets. )e CBO-IE obtains
5% superior outputs than BO, 7% superior outputs than

ALO, 8% superior outputs than PSO, 12% superior outputs
than GA, and 15% superior outputs than K-Means in terms
of purity index for entire healthcare IoT datasets.

Figure 4 represents the better quality purity index of
proposed CBO-IE against other approaches, K-Means, GA,
PSO, ALO, and BO, for all IoT datasets.

5.2.4. F-Measure. Firstly Precision (prsn) and Recall (rel)
are evaluated to repossess the information by equations (16)
and (17). After that, both are combined to formalize the F-
Measure (FM) by utilizing equations (18) and (19).

Table 3: Standard deviation for entire IoT datasets.

Dataset K-Means GA PSO ALO BO CBO-IE
)oracic surgery 0.116857 0.03984 0.012036 0.01452 0.007856 0.000524
Breast cancer 0.002578 0.168742 0.12542 0.15713 0.003657 0.000746
Cryotherapy 0.0025143 0.165875 0.001254 0.001674 0.001036 0.000845
Liver patient 0.256323 0.17589 0.147856 0.12312 0.096875 0.000986
Heart patient 0.212678 0.096852 0.042574 0.021563 0.003687 0.000251
Chronic kidney disease 0.020233 0.103625 0.09854 0.065214 0.006574 0.000865
Diabetic retinopathy 0.086574 0.186523 0.142657 0.102647 0.086478 0.0008657
Blood transfusion 0.213658 0.196875 0.185632 0.152461 0.010365 0.000236
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Figure 2: Average ranking based on intracluster distance.
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Figure 3: Standard deviation for all IoT datasets.

Table 4: Purity index for entire IoT datasets.

Dataset K-Means GA PSO ALO BO CBO-IE
)oracic surgery 0.83 0.86 0.89 0.89 0.91 0.93
Breast cancer 0.86 0.88 0.90 0.89 0.93 0.95
Cryotherapy 0.84 0.87 0.90 0.91 0.93 0.96
Liver patient 0.86 0.87 0.88 0.86 0.90 0.92
Heart patient 0.80 0.83 0.86 0.86 0.88 0.92
Chronic kidney
disease 0.86 0.87 0.90 0.89 0.91 0.93

Diabetic retinopathy 0.88 0.90 0.91 0.91 0.93 0.95
Blood transfusion 0.76 0.78 0.81 0.83 0.86 0.88
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prsn(w, z) �
Rwz




Rz




, (16)

rel(w, z) �
Rwz




Rw



, (17)

FM(w, z) �
2 × prsn(w, z) × rel(w, z)

prsn(w, z) + rel(w, z)
, (18)

FM � 
K

w�1

Rw




|H|
maximum FM(w, z){ }, (19)

where |Rw| is wth class length.
Table 5 describes that the CBO-IE obtains higher F-

Measure value for all IoTdatasets. )e CBO-IE generates 4%
better outputs than BO, 7% better outputs than ALO, 8%
better outputs than PSO, 13% better outputs than GA, and
16% better outputs than K-Means in terms of F-Measure for
entire healthcare IoT datasets.

Figure 5 shows the better F-Measure of proposed CBO-
IE against other approaches, K-Means, GA, PSO, ALO, and
BO, for all IoT datasets.

5.2.5. Root Mean Square Error (RMSE). )e RMSE is de-
fined as a divergence between predicted values and exper-
imental (calculated) values. )e best clustering is achieved
with minimum RMSE values of datasets. It is evaluated by
utilizing the following equation:

RMSE �

���������������

1
|H|



|H|

j�1
Vj − Vj 

2




, (20)

where Vj is j
th element value in dataset and Vj is j

th element
predicted value in dataset.

Table 6 explains that the CBO-IE generates least RMSE
value for all IoT datasets. )e CBO-IE generates 8% better
results than BO, 78% better results than ALO, 81% better

results than PSO, 87% better results than GA, and 95% better
results than K-Means in terms of RMSE for entire healthcare
IoT datasets.

Figure 6 shows the better RMSE of proposed CBO-IE
against other approaches, K-Means, GA, PSO, ALO, and BO,
for all IoT datasets.

5.2.6. Accuracy. It evaluates the division of clusters that are
accurate (i.e., it evaluates proportion of verdicts that are
exact) and describes the portion of clusters in the prevailing
group:
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Figure 4: Purity index for all IoT datasets.

Table 5: F-Measure for entire IoT datasets.

Dataset K-Means GA PSO ALO BO CBO-IE
)oracic surgery 0.81 0.84 0.87 0.87 0.89 0.91
Breast cancer 0.84 0.86 0.87 0.88 0.90 0.93
Cryotherapy 0.82 0.86 0.88 0.87 0.91 0.93
Liver patient 0.84 0.86 0.87 0.87 0.89 0.91
Heart patient 0.78 0.82 0.84 0.83 0.85 0.88
Chronic kidney
disease 0.84 0.86 0.88 0.87 0.89 0.91

Diabetic retinopathy 0.86 0.89 0.90 0.91 0.92 0.94
Blood transfusion 0.74 0.77 0.79 0.82 0.85 0.87
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Figure 5: F-Measure for all IoT datasets.

Table 6: RMSE values for entire IoT datasets.

Dataset K-
Means GA PSO ALO BO CBO-

IE
)oracic surgery 0.537 0.327 0.157 0.124 0.0124 0.0034
Breast cancer 0.567 0.386 0.168 0.264 0.0317 0.0075
Cryotherapy 0.621 0.374 0.234 0.364 0.0421 0.0066
Liver patient 0.437 0.361 0.261 0.213 0.0652 0.0054
Heart patient 0.537 0.412 0.201 0.186 0.0145 0.0063
Chronic kidney
disease 0.610 0.422 0.341 0.267 0.0254 0.0047

Diabetic
retinopathy 0.517 0.414 0.367 0.257 0.0374 0.0087

Blood transfusion 0.438 0.314 0.120 0.265 0.0451 0.0071
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accuracy �


K
z�1 Rz

|H|
∗ 100%. (21)

Table 7 represents that the CBO-IE obtains higher ac-
curacy value for all IoT datasets. )e CBO-IE has 3% su-
perior outputs than BO, 5% superior outputs than ALO, 6%
superior outputs than PSO, 9% superior outputs than GA,
and 13% superior outputs than K-Means in terms of ac-
curacy for entire healthcare IoT datasets.

Figure 7 represents the better accuracy of proposed
CBO-IE against other approaches, K-Means, GA, PSO, ALO,
and BO, for all IoT datasets.

)e Information Entropy is used with BO approach for
clustering to provide accurate and efficient distribution of
data points in dataset. )e chaos theory is utilized to ini-
tialize the population of BO to improve the searching ca-
pability of habitat, which helps in cluster member selection
process more precisely. )ese two strategies, Information
Entropy and chaos theory, have improved the performance
of BO to provide the best selection of cluster heads and their
members optimally. So, CBO-IE generates superior results
than BO, ALO, PSO, GA, and K-Means clustering
approaches.

5.3. Running Time Complexity of the CBO-IE Approach.
)e number of executions is directly related to time
complexity of clustering approaches to run. )e

complexity is calculated by utilizing few circumstances as
follows: PS is population size, L is number of elements in
dataset, Lx represents dimensions of particulars (ele-
ments), K is number of cluster centroids, and Mi repre-
sents maximum iterations. )e cost of every execution is
assumed as 1 unit. )e Cost of all Executions (CE) is
obtained to utilize Algorithm 3 by the following
equations:
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Figure 6: RMSE for all IoT datasets.

Table 7: Accuracy values for entire IoT datasets.

Dataset K-Means GA PSO ALO BO CBO-IE
)oracic surgery 0.80 0.83 0.86 0.86 0.88 0.90
Breast cancer 0.83 0.85 0.86 0.87 0.89 0.92
Cryotherapy 0.81 0.85 0.87 0.86 0.90 0.92
Liver patient 0.83 0.85 0.86 0.86 0.88 0.90
Heart patient 0.77 0.81 0.83 0.82 0.84 0.87
Chronic kidney disease 0.83 0.85 0.87 0.86 0.88 0.90
Diabetic retinopathy 0.85 0.88 0.89 0.90 0.91 0.93
Blood transfusion 0.73 0.76 0.78 0.81 0.84 0.86
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Figure 7: Accuracy for all IoT datasets.

10 Scientific Programming



ALGORITHM 3: )e complete CBO-IE approach.
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CE � 1 + L + 1 + P
S

+ Mi + 1 + Mi × P
S

+ Mi × P
S

+ Mi × 2 × P
S

× Lx + 3 × P
S

+ 1 

+ Mi × K × P
S

+ 1  + Mi × K × P
S

+ Mi × K × P
S

+ Mi × K × P
S

+ Mi × K × L + Mi × K × L + Mi × K × L,

(22)

CE � 2 × Mi × P
S

× Lx + 4 × Mi × K × P
S

+ 3 × Mi × K × L + 5 × Mi × P
S

+ Mi × K + L + P
S

+ 2 × Mi + 3. (23)

Supposing that all circumstances are equal in equation
(23) in worst case, equation (24) is generated as follows:

CE � 9n
3

+ 6n
2

+ 4n + 3. (24)

)e running time complexities of clustering approaches
are O(n3) for CBO-IE, O(n3) for BO, O(n3) for ACO, O(n3)
for PSO, O(n3) for ALO, and O(n2) for K-Menas in worst
case. Hence, all are executable in polynomial time.

5.4. Statistical Examination Measurement. A statistical ex-
amination is functioned to obtain the extension of signifi-
cance dissimilarities in the effectiveness of clustering
techniques. Here, a nonparametric Friedman Examination
(FE) is utilized to discover dissimilarities amid the group of
serial appropriate variables. )e entire clustering techniques
provide equally effective explaining in the null hypothesis
(Y0).

)e Friedman Examination (FE) is formulized by

FE �
12 × N

DS

A
C

A
C

+ 1 


5

θ�1
AKθ( 

2
−

A
C

× A
C

+ 1 
2

4
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, (25)

where NDS is number of datasets, AKθ is average rank of θ
th

approach, and AC is number of clustering approaches.
)e FE critical value is 2.04925 taken from F-distribution

table [41] with (AC-1) and (AC–1)∗(NDS–1) freedom degree,
which is obtained between (6–1)� 5 and (6-1)∗(8-1)� 35 for
applying 6 clustering approaches (AC � 6) over 8 datasets
(NDS � 8) with λ� 0.10 (confidence stage). )e calculated FE
value is higher as compared to the critical value for null
hypothesis (Y0) rejection, if Y0 is not accepted.)e evaluated
FE value is 17.14 for initiating 6 clustering approaches
(AC � 6) over 8 datasets (NDS � 8) with λ� 0.10. Hence, the
calculated FE is higher as compared to the critical FE, and
then Y0 is rejected. So, it is to be summarized that entire
clustering approaches are not equally effective.

)erefore, a post hoc examination is performed using
Holm strategy.)e proposed CBE-IE is analyzed statistically
against other clustering approaches in this examination.
Firstly the z value is obtained from equation (24) and after

that probability (p) is generated with the help of z value and
normal distribution table [42]. At last, pj value is analyzed
with (λ/(AC − j)) (Table 8):

Z �
AKj − AKθ

δ
, (26)

where

δ �

����������

A
C

A
C

+ 1 

6 × N
DS



. (27)

Table 8 illustrates that the (λ/(AC − j)) value is higher as
compared to pj value; this indicates the hypothesis rejection
for entire cases. Hence, the proposed CBO-IE is superior in
clustering as compared to the K-Means, GA, PSO, and BO
approaches according to the above analysis.

6. Conclusion

Various fields like medicine, education, and industries
utilize data mining for their useful applications. )e
grouping of data is performed on data clustering, which is a
specific task in data mining to examine the database effi-
ciently. In this work, a Chaotic Biogeography-Based Opti-
mization approach using Information Entropy (CBO-IE) is
proposed to obtain data clusters for healthcare IoT datasets.
)e Information Entropy is introduced with a BO approach
to generate a better distribution of data points in the dataset
and chaos theory is utilized to initialize the population of BO
approach. )e Information Entropy and chaos theory are
combined with BO approach to generate optimal cluster
heads and cluster members with enhanced convergence
speed of BO in huge search area. )eMATLAB 2021a tool is
used to implement the CBO-IE for eight healthcare IoT
datasets and the outcomes describe the better quality effi-
ciency of CBO-IE on the basis of F-Measure, intracluster
distance, running time complexity, purity index, statistical
analysis, standard deviation, root mean square error, and
accuracy as compared to previous techniques of clustering
like K-Means, GA, PSO, ALO, and BO approaches. )e
Friedman Examination and Holm strategy are introduced to

Table 8: Holm strategy outputs.

J Approaches z value p value (λ/(AC − j)) Hypothesis
1 K-Means −6.3245 0.00001 0.020 Rejected
2 GA −5.0596 0.00001 0.025 Rejected
3 PSO −3.7947 0.0001 0.033 Rejected
4 ALO −2.5298 0.0057 0.05 Rejected
5 BO −1.3649 0.0861 0.10 Rejected
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perform statistical analysis of proposed CBO-IE against
previous techniques of clustering like K-Means, GA, PSO,
ALO, and BO approaches, which represent that the CBO-IE
generates 90% accurate results. In future, the proposed
technique will be anticipated to estimate and be authorized
with huge databases under big data. Additionally, a cross-
layer communication will be anticipated to be offered and
legalized in IoT structural design in the future.
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Innovation is inevitable for economic development of the China and even the world, and entrepreneurship education is also an
important topic for educators at home and abroad. It is an important issue for the sustainable development and effective operation
of industry and education to establish an integrated support system of industry and education in universities. ,e purpose of this
research is to analyze the reform of entrepreneurship education in the fusion of industrial education and university education and
use the latest 5G fog computing technology. In this study, we select different types of universities and graduates as our subject.,is
study gathers the problems that exist in the academic view andmeasures of the integration of university production and education,
education facilities, and entrepreneurship education through research, literature analysis, and interview methods. A corre-
sponding solution is proposed in conjunction with an analysis model of student performance evaluation. ,e results show that
22% of teachers think that entrepreneurship education helps students develop in an all-round way, 42% of teachers interviewed
think that entrepreneurship education is “graduation service,” 13% of teachers think that entrepreneurship education is an organic
supplement to professional education, and 23% of teachers interviewed say it is difficult to position it. 80.5% of university teachers
think that the current school management system is not suitable for combination of production and learning, school enterprise
cooperation, and development needs. It is concluded that the reform of entrepreneurship education system industry and ed-
ucation that are combined in this study has a good effect on improving the current employment problem, but the adaptation
degree of colleges and universities is insufficient.,is study contributes to the development of integrated model of new technology
with entrepreneurship education.

1. Introduction

In the process of deepening entrepreneurship education in
various universities, it is very important to cultivate large-
scale entrepreneurship and innovation. However, as a new
product of the times, there are many problems in entre-
preneurship education. For example, the positioning of
entrepreneurship education is vague. ,is is determined by
the current situation of education in our country and the
social background. In order to manage innovation and
entrepreneurship, some local universities have joined the

Youth League Committee as ideological and political work.
For qualified teachers, the relevant courses are basically not
part-time jobs of full-time teachers. Entrepreneurship ed-
ucation lacks profound development from recognition to
action.,ese problems can be said to be accompanied by the
disadvantages of practice, which require the optimization
and promotion of entrepreneurship education.

5G fog computing is a new technology. In this mode,
data, data processing, and applications are concentrated in
devices at the edge of the network, instead of all remaining in
the cloud. It is a derivative concept of cloud computing,
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which combines the new combining technology with tra-
ditional university education, this is very important to
demonstrate the functions of the university and to improve
social benefits. As far as the educational system is concerned,
the main purpose of higher education reform characterized
by reform and development is to promote the establishment
of vocational education system in contemporary China, to
realize the classification and management of universities, to
improve higher education, and to educate the national
economy.

In the research of entrepreneurship education and
industry education integration, Zhang analyzed on the
combination of production and learning, school enterprise
cooperation, and the necessity of application-oriented
personnel training mode. He summarized the innovation
direction of application-oriented talent training mode,
analyzed the characteristics of facility agricultural science,
combined with engineering specialty, and discussed the
related knowledge of facility agriculture teaching reform
under the applied talent training mode of “combination of
production and education, school enterprise cooperation.”
His method is out of date and inefficient [1]. Based on the
spiral theory of three elements, Zizhou analyzes the
functions of universities, enterprises, and government,
namely, cultural function, economic function, and political
function. His research focuses on promoting the devel-
opment of regional innovation through the integration of
industry, university, and research, making the three in-
dependent and complementary, forming a regional inno-
vation network. His method is not practical [2]. Bullough
et al. propose a framework for designing and implementing
effective programs for women based on rich first-hand
experience in entrepreneurship education and training
programs and a comprehensive review of entrepreneurship
and leadership literature related to entrepreneurship ed-
ucation and training. His framework provides the core
factors that need to be considered to effectively achieve
project goals: project elements, human factors, environ-
ment, and funding. Although his framework is generally
applicable to entrepreneurial education and training
projects, he has demonstrated its effectiveness by sharing
first-hand examples with more than 20 female entrepre-
neurs in developing countries in the past 10 years. His
method provides guidance to project managers who study
entrepreneurship, leadership, business, and women in
developing economies and provide entrepreneurial edu-
cation and training programs. His method is not accurate
enough [3]. Mandell’s study analyzes the experimental
entrepreneurship education programs in the top 25 un-
dergraduate schools in the US. He is aware of the diversity
and dynamism of entrepreneurship experienced in the
United States. One of his goals is to investigate barriers to
experienced entrepreneurship and determine affordable
and viable options. He investigated the Dean of the School,
the Rector, and the Undergraduate Project Director and
evaluated and analyzed the experience gained from high-
tech business creation projects. His research was aimed at
entrepreneurship education researchers and business
project managers, and his methods are not working [4].

,e study first presents the basic elements of integration
into production education, then six main characteristics of
the integrated entrepreneurship education system.,e study
also describes concrete ways of promoting the development
of entrepreneurship and use the latest 5G fog computing
calculation to conduct in-depth research on the subject of
this article. ,e main algorithms of the present study are the
factor analysis models and Z standard fractions for the
assessment of student performance. ,is study selected the
different types of higher education institutions and of
graduates from our province as a subject of study and carried
out an experimental analysis of the reform of entrepre-
neurship education linked to productive education. Com-
bining the results of the experiment with an analysis of the
main problems is related to the integration of industrial
research, to the practical orientation and reform of the
teaching of innovative entrepreneurship, and to the inte-
gration of the teaching of innovative entrepreneurship and
industrial research. ,e results of quantitative assessments
are analyzed. ,e conclusion of this study is that the new
educational reform may solve the current employment
problems of some students.

2. 5G Fog Computing and Entrepreneurship
Education Production Teaching Reform

2.1. 5G Fog Calculation. Fog computing is a newly proposed
conceptual model in which data, data processing, and ap-
plications are concentrated in devices at the edge of the
network instead of almost all stored data in the cloud. It is an
extended concept of cloud computing. ,e concept of fog
computing technology was proposed in 2011 and was de-
fined in detail in 2012. Just like cloud computing, fog
computing is also very vividly defined. “,e cloud is high in
the sky, very abstract, while the fog is close to the ground,
with you and me.” Fog computing does not have strong
computing power, only some weak, scattered computing
devices. Fog computing is not composed of powerful servers
but is composed of computers with weaker and more
scattered functions, which penetrates factories, automobiles,
electrical appliances, street lights, and various supplies in
people’s material life. It mainly uses devices in the edge
network, and data transmission has extremely low latency.
Fog computing has a vast geographical distribution and a
large-scale sensor network with a large number of network
nodes. Fog computing is an extension of the concept of
cloud computing. It mainly uses devices in the edge network,
and data transmission has extremely low latency. Fog
computing has a vast geographical distribution and a large-
scale sensor network with a large number of network nodes.
Fog computing has good mobility, mobile phones, and other
mobile devices can communicate directly with each other,
and the signal does not need to go to the cloud or even the
base station to go around, supporting high mobility. Fog
computing is not a powerful server, but is composed of
computers with weaker and more dispersed functions. Fog
computing is between cloud computing and personal
computing and is a paravirtualized service computing ar-
chitecture model. Emphasizing quantity, no matter how

2 Scientific Programming



weak a single computing node is, it must play a role.
Compared with cloud computing, the architecture adopted
by fog computing is more distributed and closer to the edge
of the network. Fog computing concentrates data, data
processing, and applications in devices at the edge of the
network, instead of storing almost all of them in the cloud
like cloud computing, data storage, and processing rely more
on local devices rather than servers. Fog computing is a new
generation of distributed computing, in line with the
“decentralized” characteristics of the Internet. Decentral-
ization is the form of social relations and content generation
formed during the development of the Internet and is a new
type of network content production process relative to
“centralization.” Decentralization is not about avoiding the
center, but letting nodes freely choose the center and freely
determine the center. Simply put, centralization means that
the center determines the node. ,e node must rely on the
center, and the node cannot survive if it leaves the center. In
a decentralized system, anyone is a node, and anyone can
become a center. No center is permanent, but phased. No
center is mandatory for nodes. Fog computing is completely
different from cloud computing. Cloud computing is based
on the services of IT operators and social public clouds. Fog
computing wins by quantity, emphasizes quantity, and plays
a role nomatter howweak a single computing node is. Cloud
computing emphasizes overall computing power, and cal-
culations are generally completed by a bunch of concen-
trated high-performance computing devices. Fog computing
expands the network computing model of cloud computing,
extends network computing from the network center to the
network edge, and thus is more widely used in various
services.,e country is vigorously developing the Internet of
,ings. ,e final result of the development of the Internet of
,ings is to interconnect all electronic devices, mobile
terminals, household appliances, and so on. ,ese devices
are not only huge in number but also widely distributed.
Only fog computing can satisfy the reality. Demand puts
forward requirements for fog computing and also provides
development opportunities for fog computing.

Cloud computing (cloud computing) technology is a
type of distributed computing, which refers to the decom-
position of huge data computing processing programs into
countless small programs through the network “cloud,” and
then processing and analysis through a system are composed
of multiple servers. ,ese small programs get the results and
return them to the user. “Cloud” is essentially a network. In a
narrow sense, cloud computing is a network that provides
resources. Users can obtain resources on the “cloud” at any
time, use them as needed, and can be regarded as unlimited
expansion, as long as you can pay for what you use. ,e
“cloud” is like a water plant. We can receive water at any
time and there is no limit. You can pay the water plant
according to your own water consumption. Tracing back to
the root of cloud computing, its emergence and develop-
ment are closely related to the aforementioned parallel
computing, distributed computing, and other computer
technologies, which promote the growth of cloud com-
puting. Virtualization technology must be emphasized that
virtualization breaks through the boundaries of time and

space and is the most significant feature of cloud computing.
Virtualization technology includes application virtualization
and resource virtualization. As we all know, there is no
spatial connection between the physical platform and the
application deployment environment, and it is through the
virtual platform to complete the data backup, migration, and
expansion of the corresponding terminal operations.

2.2. Basic Connotation of Industry Education Integration.
Carrying out school-enterprise cooperation is an important
part of the professional construction of vocational colleges
and an important way for vocational colleges to demonstrate
their school-running characteristics and improve teaching
quality. ,e order-based talent training model is based on
the three parties of schools, students, and enterprises. A
cooperative school-running model established between
schools and enterprises is based on cultivating student
abilities and enterprise development. ,e unity of produc-
tion and education is to realize the unity of production and
education through the interaction between schools and
enterprises. ,e detailed relationship between corporate
production and education is combined with college edu-
cation, higher education, corporate production, student
quality improvement, scientific research and development,
social services, and corporate management. ,e concept of
combination of industry and education is to deepen the
separation of education and employment, work, and
learning, organically organise universities and businesses,
form benign interactions and common development, and
achieve the ideal benefits for each. ,e concept of industrial
and educational combination is the combination of higher
education and training skills and the need for quality em-
ployee training, changes between universities and busi-
nesses, and domestic industry. ,e advancement and
innovation of traditional industries and technological
progress in the enterprise have played an exciting role [5, 6].

2.3. Characteristics of the Integrated Entrepreneurship
Education Curriculum System

2.3.1. Diversity. Diversity refers to the construction of each
component of the curriculum system in a variety of forms,
including the comprehensive consideration of each link, the
diversity of target elements, the diversity of content elements,
and the realization of good. ,e characteristics of interdis-
ciplinary and interdisciplinary, for example, the goal elements
must include the cultivation of entrepreneur consciousness,
entrepreneur spirit quality, entrepreneur knowledge, entre-
preneur ability, and so on. Elicitors must include entrepre-
neurial elements. Courses, basic knowledge courses of
entrepreneurship, comprehensive courses of experts, entre-
preneurship practice courses, other types of courses, various
courses, and various talent training objectives are the key
points [7].

2.3.2. Practicality. ,e course system remains a funda-
mental and important part of entrepreneurship education;
therefore, the education system remains operational.
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Entrepreneurship is an important factor for success in
business. Entrepreneurship learning should build on the
experience of entrepreneurship, so practice is one of the
fundamental characteristics of a comprehensive entrepre-
neurship training program [8, 9].

2.3.3. School Wide. ,e basic principle of integrated en-
trepreneurship education curriculum system is to face the
whole school. Teachers and other resources are provided by
business schools to form a self-sufficient curriculum pattern.
,e merged curriculum system of entrepreneurship edu-
cation breaks the boundary of focusing mode. ,e target of
education will be extended to the whole school, integrating
various resources of the government, society, and the school,
so that college students of all majors have the opportunity to
receive entrepreneurship education [10, 11].

2.3.4. Difference. Comprehensive entrepreneurship educa-
tion curriculum system should not only focus on the con-
struction of the whole school but also fully respect the
independent choice of college students, that is, to reflect
different characteristics. However, from an objective sci-
entific point of view, not all college students want to train
entrepreneurs and entrepreneurs. In order to become such a
person, they are generally cultivating the awareness and
spirit of entrepreneurs, on the basis of interest and enthu-
siasm of college students to realize the dream of entrepre-
neurs. Second, due to the different knowledge structure of
different majors, the construction of curriculum system
cannot ignore the difference of experts [12].

2.3.5. Continuity. ,e comprehensive entrepreneur edu-
cation curriculum system fully considers the individual
differences of college students, so the curriculum system is
a continuous education process composed of multiple
education stages, from shallow to deep, from popular to
difficult, and from basic to professional experience.
Moreover, the merged entrepreneur education curriculum
system cannot be constructed without the basic principles
of education and the basic laws of college students’ personal
development.

2.3.6. Innovation. Entrepreneurship education has a strong
social character and is very sensitive to social, political, and
economic development and change. Innovation is the life
and soul of entrepreneurs. ,e merged entrepreneur edu-
cation curriculum system must also recognize the impor-
tance of entrepreneurship innovation.,erefore, the various
subsystems that constitute the curriculum system are always
implemented and learning fields of professional knowledge
such as the use of professional knowledge, the development
of creative resources, the integration of resources, and the
use of resources [13, 14]. Figure 1 shows the characteristics of
the curriculum system of the integration of industry and
education.

2.4. Specific Ways to Promote the Formulation of Laws and
Regulations on the Integration of Industry and Education

2.4.1. Accelerating the Establishment of Domestic Restrictions.
,e combination of industry and education mainly uses
various cooperation methods of universities, enterprises,
and scientific research institutions. Because scientific re-
search and technology cannot meet the requirements of
enterprises, the method of “cooperative science education”
implemented by education university aims at cultivating
applied talents with innovative ability and high technology.
On the basis of resource sharing, it cannot be mutually
beneficial. Without the national macro policy and legal
guarantee, all the beautiful “cooperative science and edu-
cation” methods will not develop for a long time [15, 16].

2.4.2. Improving Industry and Regional Rules and
Regulations. We should encourage the government to
participate in the formulation of policies, regulations, and
industry management. ,rough the use of laws, regulations,
laws, and regulations, further restrict the rights and obli-
gations of the government, enterprises, and industries and
cultivate application-oriented talents in the integration of
industries and education. In particular, the industries and
enterprises that take part in the combination of industry and
education determine the nature and status of applied talents
participating in training. Specific provisions provide as-
surance of policies and regulations [17, 18].

2.4.3. Special Regulations on Promoting Education. ,e
rights and obligations of the parties clearly define the rights
and obligations of integration, the management modes, and
the talent for industry and education [19, 20]. ,e training
mode and the use of funds, the mechanisms of corre-
sponding remuneration and punishment, and the gov-
ernment's liability and legal liability are very important. We
need to establish a unified educational system. ,e char-
acteristics of modern corporate talent development should
be the establishment of a modern corporate education
system, radiation exposure to a full employment access
system, changing the current state of existing employment
access systems, and establishing employment-level stan-
dards to improve employment access systems [21].

2.5. Factor Analysis Model of Student Achievement
Evaluation. ,e model here is multiple and difficult to
understand, but the problem is not big. I use many algo-
rithms to describe this model in terms of algorithms, to show
the accuracy of the analysis model.

2.5.1. Factor Analysis. Analysis techniques include regres-
sion analysis, causal analysis, grouping method, root cause
analysis, prediction method (time series/scenario con-
struction/simulation, etc.), failure mode and effect analysis
(FMEZ), fault tree analysis, reserve analysis, trend analysis,
earning value management, and difference analysis. Factor
collection technology refers to the use of computer software
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technology to conduct real-time information collection,
extraction, mining, and processing for customized target
data sources; extract unstructured information from a large
number of web pages and save it in a structured database;
and provide the entire process of data input for various
information service systems.

,e calculation steps of factor analysis are as follows:

(1) Raw data have been standardized to eliminate size
order variables and size differences [22].

(2) Correlation matrix requirements to obtain stan-
dardized data.

(3) Determine the factors; let f1, f2, f3, . . . , fp be p
factors, in which the total amount of information
contained in the first C factors, that is, when the
cumulative contribution rate mentioned above ex-
ceeds 80%, we can extract the first C factors to reflect
the overall situation and reflect the original data.

(4) It is impossible to judge that the cumulative con-
tribution rate of the extracted factor C is less than
80%, and the actual meaning of the formula cannot
be determined, so it is necessary to transfer the fax.

(5) A linear combination of raw data variables to get
points for each factor. Factor scores can be used for
calculation: regression estimation and ,omson
estimation [23, 24]:

F �
λ1f1 + λ2f2 + λ3f3 + · · · + λpfp 

λ1 + λ2 + λ3 + · · · + λp

, (1)

where λi is the variance contribution rate of factors.
(6) Results ranking: the overall score is used to obtain

the ranking list, which can be compared with the
original data [25].

2.5.2. Mathematical Model of Factor Analysis. ,e
factor analysis model is as follows: M original variables
are x1, x2, x3, . . . , xm. To find P factors (P <m)
as f1, f2, f3, . . . , fp, the relationship between

principal components and original variables is expressed
as follows:

x1 � z11f1 + z12f2 + z13f3 + · · · + z1pfp + θ1,

x2 � z21f1 + z22f2 + z23f3 + · · · + z2pfp + θ2,

· · ·

xm � zm1f1 + zm2f2 + zm3f3 + · · · + zmpfp + θm.

(2)

,e coefficient zij is the relationship between the ith
variable and the P variable. A coefficient represents a linear
combination of the original variable and a coefficient also
known as a common coefficient. θ is a special factor and an
influential factor other than the common one. ,e earlier
equation can be described in matrix form as follows:

X � KF + θ. (3)

F � (f1, f2, f3, . . . , fp)T is the common factor vector,
that is, the main factor, θ � (θ1, θ2, θ3, . . . , θm)T is the special
vector factor, and K � (zij)m×p is the factor load matrix.

E(F) � 0,

var(F) � Ip,

E(θ) � 0,

var(θ) � D � diag ε21, ε
2
2, ε

2
3, . . . , ε2m ,

cov(F, θ) � 0.

(4)

Based on the above assumptions, we clearly know that
there is no relationship between common factors, there is a
square identity matrix, there is no relationship between
special factors, and there is no relationship between special
factors and common factors.

Common measurement is

Z
2
i � 

m

j�1
z
2
ij, i � 1, 2, . . . , p. (5)

,e degree to which the information of variable xi can be
explained by P common factors is expressed by the variance

Curriculum system of enterprise education integrated
with production and education
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Course
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Figure 1: Characteristics of the curriculum system of enterprise education integration.
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contribution rate of P common factors to xi I. Contribution
rate of factor variance is

H
2
j � 

p

i�1
z
2
ij, j � 1, 2, . . . , m. (6)

,e variance sum of the jth common factor to variable xi

reflects the relative importance. In the factor analysis of
students’ scores, X � (X1, X2, X3, . . . , Xn)T can represent
them-dimensional random variable composed of n students’
m-subject scores, while F � (f1, f2, f3, . . . , fp)T cannot
represent that p-dimensional random vector is a common
factor. ,e actual significance of F still needs to be treated
with specific problems.

2.5.3. Establishment Factor of Score Function. ,is function
can be used to quickly establish the scoring function:

F1 � −0.326X1 + 0.073X2 − 0.390X3 + 0.692X4

+ 0.407X5 + 0.344X6,

F1 � 0.622X1 + 0.220X2 + 0.700X3 − 0.462X4

− 0.130X5 − 0.89X6.

(7)

From (7), you can calculate each student’s fax score for
free art and science faxes. ,e previous series of steps helps
to save the new variables “fac1-1” and “fac2-1.” Because we
want to know more about the students’ comprehensive
scores after knowing their fax scores, we need to weigh the
sum of the scientific factor F1 and the liberal factor F2, and
the following equation is obtained:

F �
43.139% × F1 + 38.056% × F2

81.195%
. (8)

,is is the comprehensive evaluation factor of students.
According to the expression of the comprehensive evalua-
tion factor, we can rank the students and compare them with
the original data.

2.6. Standard Z-Score. ,e Z-score is also known as the
standard score. ,e standard score formula is as follows:

Z �
X − θ
ε

, (9)

where x is the original score of a subject, that is, the specific
score, θ is the average, ε is the standard deviation, and X− θ
is the deviation from the average.

θ �
1
N



N

i�1
Xi,

ε �

������������

1
N



N

i�1
xi − θ( 

2




�

�������������������

1
N



N

i�1
X

2
i −

1
N



N

i�1
θ⎛⎝ ⎞⎠

2



.

(10)

,e calculation method of frequency distribution table is

θ �
f1X1 + f2X2 + f3X3 + · · · + fmXm

f1 + f2 + f3 + · · · + fm

, (11)

where Xi represents the groupmedian value of group I and fi
represents the frequency of group I.

ε �

�������������

1
N



n

i�1
fiXi − θ2




, (12)

where Z is the distance between the original score and the
volume average of the matrix. It is calculated according to
the standard deviation of the element. Because the Z score
can reflect the distance between the score and the class
average, you can get a better understanding of where you are
now.

3. Teaching Reform Model Design of the
Integration of Production and Education

3.1. Experimental Data Objects. A total of 296 respondents
randomly selected the subjects for science, engineering,
economics, business, and other major to advanced subjects.
,irty-three questions were invalid because they were not
answered. A total of 263 valid questions were returned, and
the actual recovery was 88.85%.,e questionnaire is divided
into six sides and has 17 questions. In other words, six
dimensions are included, such as the intention of entre-
preneur education, the development of entrepreneur edu-
cation, the purpose of the curriculum, the teacher team,
curriculum evaluation, and curriculum implementation.

3.2. Research Methods

3.2.1. Literature Analysis. ,e literature analysis method
refers to the method that investigates the nature and status of
the research object by studying the collected literature data
and derives one’s own views from it. It can help investigators
to form a general impression about the research object,
which is conducive to the dynamic grasp of the history of the
research object and can also study research objects that are
no longer accessible, such as people who have long died. ,e
main content of the literature analysis method is as follows:
(1) analyze and research the relevant archive materials
found; (2) analyze and research the collected personal di-
aries, notes, and biographies; and (3) analyze and research
the collected publicly published books and periodicals and
other materials.

3.2.2. Questionnaire Survey. ,is study is based on a
comprehensive understanding of the relationships between
teachers and students in the area of entrepreneurial inno-
vation, relationships with vocational education, teacher
strength, educational programs, and practical platforms.,e
questionnaires were developed on their own initiative and
the experts and part-time teachers used a simple method of
random sampling. Student questionnaire survey the
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combination between innovation entrepreneurship educa-
tion and professional education.

3.2.3. Semistructured Interview. In the survey, teachers and
students can understand the combination of innovation,
entrepreneur education, and professional education from
the perspective of the questionnaire. ,erefore, in this study,
based on the five sides of the questionnaire, we create an
interview and select the interview person by the simple
random sampling.

3.3. Construction of the University Teaching System under the
GuidanceofEntrepreneurshipEducationConcept. In order to
foster talented people with entrepreneurship, it is necessary to
combine the research objectives of the school with current
employment and economic development. ,e demand for
existing professionals and markets is not necessarily the case.
Based on the completion of the original training purpose of
the technical college, focusing on the growth of expert spirit
and entrepreneurship, the target training course provides a
multilevel comprehensive content system for quality and
capacity of the above and builds the intensity target system.
Based on practical educational content, we increase entre-
preneurship education and add various entrepreneurial
knowledge, entrepreneurial content, and various entrepre-
neurial content, as well as pay attention to increasing lectures
and courses on business operation and management, such as
learning and practice in procurement, production, sales, and
management systems.

4. Problems and Measures of Entrepreneurship
Education Reform in the Integration of
Industry and Education

4.1. Main Problems Related to the Integration of Motherhood

4.1.1. Construction of the University Management System
Lags Behind. In recent years, the practice of “reform and
development” of local universities in China has proved that
the existing school-level system has basically retreated. ,e
“reform measures” explored by secondary universities and
scientific research institutions and the “existing system” at
school level have reached all directions. “Fight” or “run into
a brick wall” until many reform measures are difficult to
achieve. Table 1 shows the statistics on the types of industry
education integration system.

As can be seen from Table 1, more than four-fifths of
teachers believe that the school has formulated a compre-
hensive system of production and education, while about
one-fifth of teachers believe that there is no unified system of
production and education. Not all teachers are familiar with
this system. In addition, only 25 selected education, scientific
research, finance, student management, personnel, and
other five projects at the same time, accounting for 4.4% of
the 574 valid questionnaires. ,ere are very few newly
established universities with unified production and edu-
cation system.Mainly focus on logistics support and political
party issues and other systems, fill in “other” interviewees.

Table 2 shows the adaptation of school teaching manage-
ment system and industrial research.

As shown in Table 2, the new undergraduate schools in
China are establishing an integrated special education sys-
tem; however, there is no support system in the fields of
scientific research, finance, personnel, etc., of the integration
of industrial research and cooperation between enterprises.
Management system as to whether the system meets the
requirements of productive integration and cooperative
development, the 80.5% of secondary school teachers believe
that the current teaching management system for the in-
tegration of production and education is “unsuitable” or
“unsuitable” for codevelopment needs.

4.1.2. Legislation on the Integration of Production and Ed-
ucation Is Slow. In the process of merging industry and
education, laws and regulations are insufficient. Due to the
delay in the formulation of the legal provisions on the
merger of industry and education, the legal responsibilities
and rights of participants are irregular and cannot be obeyed.
As shown in Table 3, main issues are related to the inte-
gration of industrial research in the different types of higher
education institutions.

As shown in Figure 2, production education is integrated
into higher education institutions.

,e data shown in Table 3 and Figure 2 show that uni-
versities face many problems in integrating industry and
education, such as lack of policy and regulatory support, lack
of equipment investment, immature external environment,
faced by universities in integrating industry and education.
But the most significant problems are as follows: lack of
support of the law; in general undergraduate colleges, 58.32%
of them lack the support of laws and regulations, which is the
most urgent problem among all the problems. At present, we
have developed and implemented many policies for inte-
grating research and development in the field of production,
but they are neither perfect nor perfect. Industry, cooperation,
and planning between universities and businesses are based
mainly on verbal agreements rather than informal contracts.
If either party violates the contract when tearing up the
contract, it cannot rely on relevant policies, laws, and regu-
lations to judge the correctness of the problem, and the oral
agreement between the two parties is invalid.

4.1.3. Insufficient Investment. In my country, investments
in research and development are increasing, but the rapid
growth of GDP is far from sufficient. At the same time, it
also developed the unified development of university in-
dustry and education in China. ,is is a very obvious gap
and important obstacle as the ratio of R&D in GDP is very
low.,e ratio of R&D to GDP is very low.,ere is a serious
shortage of funds for the integrated development of in-
dustrial education. Universities and enterprises cannot be
guaranteed with funds, and the integrated development
of industrial education is difficult. Table 4 shows China’s
R&D expenditure and the ratio of R&D to GDP in
2010–2019.
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Table 2: ,e adaptability of the teaching system to the integration of production and education.

Very adaptable Adaptable More adaptable Not very adaptable Maladjusted
Number 22 36 57 378 86
Percentage 3.7 6.2 9.9 65.8 14.9

Table 3: Main issues related to the integration of industrial research in universities.

Main problems All universities (%) Research universities (%) Teaching universities (%) Vocational schools (%)
Regulatory support 60.58 47.07 58.33 76.33
Capital investment 60.11 50.99 41.69 61.19
External environment 52.08 45.11 50.09 63.17
Organizational guarantee 48.52 50.99 46.23 53.96
Coordinating body 20.35 11.77 21.02 21.72
Service sector 20.35 29.42 19.67 18.43
Other 2.65 0.00 2.87 3.30
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Figure 2: Integration of research and production in universities.

Table 4: Ratio of R&D expenditure and R&D to GDP in 2010–2019.

Particular year Internal R&D expenditure/100 million yuan Ratio of R&D to GDP (%)
2010 2449.98 1.35
2011 3003.11 1.43
2012 3710.25 1.45
2013 4616.03 1.55
2014 5802.12 1.71
2015 7062.59 1.77
2016 8687.02 1.85
2017 10241 1.99
2018 11848 2.09
2019 13401 2.11

Table 1: Statistics on types of the industry education integration system.

System type Teaching Scientific research Finance Student management Personnel matters Other
Number 481 109 50 113 80 19
Percentage 83.7 19.0 8.6 19.6 13.9 3.2
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Figure 3 shows China’s R&D expenditure and the per-
centage of R&D in GDP in recent years.

As shown in Table 4 and Figure 3, the state lacks financial
support for the integration of industry and education.
,erefore, it is difficult to balance the interests of enterprises
and universities. Because of the liberation of research funds
and development costs, expectations are quite different, and
the desire of universities and research institutions to apply
becomes lower. ,ere is no guarantee that participants will
be involved.

4.2. PracticeOrientationandTeachingReform. Education for
entrepreneurship is relatively vague. Totally, 43% of students
view entrepreneurial innovation as an “end of study activity”
in higher education institutions. ,irty-one percent of
students surveyed view innovation as a “student.” Type of
work; a few respondents (19%) felt that teaching entrepre-
neurship was complementary to vocational education. Seven
percent of respondents considered education for innovative
entrepreneurship to be an ideological and political activity.
Statistics of student practice in teaching innovative entre-
preneurship are shown in Figure 4.

Analysis of the questionnaires sent to teachers shows
that 22% of teachers consider education for entrepreneur-
ship to be an important element in the overall development
of students, 42% consider education for innovative entre-
preneurship as a “service.” ,irteen% of teachers consider
that entrepreneurial innovation is an “end of studies ser-
vice.” “I believe that the education of God is an organic
complement to professional education.” Twenty-three of
one hundred teachers surveyed indicated that they were very
happy to have trouble finding it. Statistics on the practice of
teachers in teaching innovative entrepreneurship are shown
in Figure 5.

Figures 4 and 5 reveal an ambiguity in the imple-
mentation of innovative entrepreneurship education from a
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higher education perspective. It is clear that innovative
entrepreneurship education is not effective. However, the
relationships between educational specialists, innovators,
and educators have been neglected.

4.3. Innovation and Entrepreneurship Education and Industry
Education Integration

(1) According to the survey results, most teachers and
students believe that innovative entrepreneurship
education programs should take the form of social
practices. Most educational activities focus on
teaching knowledge due to the traditional concep-
tion of education, local universities provide practical
resources to students, and development of practical
and practical skills of students requires appropriate
practical skills and abilities. As shown in Table 5,

teachers and students expect innovative education
programs on entrepreneurship.

(2) Most teachers and students want to learn about
entrepreneurship choice as part of entrepreneurship
education programs, and when it comes to em-
ployment challenges, students want to better un-
derstand the spirit of entrepreneurship. Learning to
innovate in entrepreneurship and laying the
groundwork for future teacher and student views of
entrepreneurship education programs, as shown in
Table 6.

Figure 6 shows the content of entrepreneurship edu-
cation courses for teachers and students.

As shown in Figure 6, although efforts are being made to
integrate the current curriculum, it is not very focused; most
of the courses are based on basic concepts and skills in
entrepreneurship.

Table 5: Forms of innovation and entrepreneurship education expected by teachers and students.

Teacher Student
n % n %

Required course 38 37 221 41.8
Elective course 50 49 251 47.4
Stratified teaching 58 57 262 49.5
Entrepreneurial mentor 57 56 189 35.7
Social practice 71 70 292 55.2
Competition 43 42 192 36.3
Other 3 2 54 10.1

Table 6: Opinion of teachers and students on entrepreneurship education program.

Teacher Student
n % n %

Business orientation 76 75 396 74.9
Management 50 49 285 53.9
Practical learning 72 71 371 70.2
Professional theory 48 47 282 53.3
Operational capability 66 65 335 63.4
Social experience 56 55 328 62.0
Other 10 10 64 12.0
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Figure 6: Curriculum content of innovation and entrepreneurship education.
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4.4. Quantitative Evaluation Results. By calculating the
weight of the index, the size of the indicator system and the
weight of each index are obtained. ,e standard value after
the original data of the index is converted is weighted. After
calculating the index scores of the two stages, the general
situation is obtained for the quantitative evaluation score
and ranking of educational resource allocation. ,e quan-
titative evaluation results of the allocation of integrated
education resources of university production and education
are shown in Figure 7.

As can be seen from Figure 7, universities in our
province have the overall strongest advantage in the allo-
cation of educational resources for education majors,
ranking first in human resources, financial resources, ma-
terial resources, and educational resources.,e results of the
quantitative evaluation of the allocation of professional
education resources are in line with the assumption that the
results of the quantitative evaluation of the allocation of
educational resources of two or three new universities are
relatively low.

5. Conclusion

,e integration of research and development in the field of
production is essential to meet the needs of social devel-
opment and to adapt educational resources and social ob-
jectives. I know how to make a comprehensive evaluation of
the above four industrial structures, the guarantee and
guarantee of enterprise development, and the basic system of
enterprise development and also understand how to es-
tablish a series of standardized standards and standardized
cooperative relations to support the unified management
system of university production and education. 5G fog
computing is now a hot new technology. With the vigorous
development of the Internet of ,ings, Big Data, 5G, and
other technologies, various devices have begun to be
interconnected. A large number of devices are not only
numerous but also widely distributed. Only fog computing is
required in order to meet its requirements. ,e combination

of fog computing and entrepreneurial education in colleges
and universities can allow students to understand the cur-
rent hot technologies and development directions, which is
very educational.

,rough interviews and questionnaires with more than
800 graduates and graduate graduates, this study shows that
teaching entrepreneurship in higher education institutions is
poorly developed and students are poorly motivated. ,e
theoretical path system of innovation entrepreneurship in
college and education pattern is not flexible. School policies
are not sufficiently supported, and there is no favorable
climate for innovative entrepreneurship.

Our entrepreneurship education can neither blindly
promote the “doctrine of usage” nor blindly imitate it.
However, we should deepen the integration of the latest
technologies such as 5G fog computing with entrepre-
neurship education and explore the entrepreneurship ed-
ucation with Chinese characteristics from those experiences
in the integration of industry and education.
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*e aim of meta-learning is to train the machine to learn quickly and accurately. Improving the performance of the meta-learning
model is important in solving the problem of small samples and in achieving general artificial intelligence. A meta-learning
method based on feature embedding that exhibits good performance on the few-shot problem was previously proposed. In this
method, the pretrained deep convolution neural network was used as the embedding model of sample features, and the output of
one layer was used as the feature representation of samples. *e main limitation of the method is the inability to fuse low-level
texture features and high-level semantic features of the embedding model and joint optimization of the embedding model and
classifier. *erefore, a multilayer adaptive joint training and optimization method of the embedding model was proposed in the
current study. *e main characteristics of the current method include using multilayer adaptive hierarchical loss to train the
embedding model and using the quantum genetic algorithm to jointly optimize the embedding model and classifier. Validation
was performed based on multiple public datasets for meta-learning model testing. *e proposed method shows higher accuracy
compared with multiple baseline methods.

1. Introduction

*e computing capacity of computers has recently devel-
oped and the amount of data has significantly increased.
Deep learning has shown significant application in several
tasks such as computer vision and natural language pro-
cessing [1]. However, data collection and annotation of
sample requires a lot of manual work, mainly data obtained
from the industrial field, which is challenging to analyze [2].
Currently, the overfitting phenomenon appears easily with
deep learning models based on supervised learning trained
with small sample sizes [3]. *erefore, machine learning
model design based on small samples has high application
value. Small samples learning is also known as few-shot
learning in the machine learning field. Notably, a machine
learning model can achieve strong artificial intelligence [2].

Meta-learning is mainly used to model for few-shot
learning problems. Meta-learning can learn new tasks
quickly with the purpose of training the model to learn to
learn. *e traditional meta-learning methods can be divided
into four categories including: methods based on data
augmentation, methods based on metric learning, methods
based on strong generalization of initialization, andmethods
based on parameter optimization. *eir characteristics are
explored in detail in the following section.

*e method based on data augmentation is mainly used
to expand the data volume and increase the number of
samples. *is process prevents the model from premature
fitting in the training process and improves the general-
ization performance [4]. However, the number of samples
for the deep neural network is often too large, and this
method cannot meet the need of model training alone [5].
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*erefore, the method is conjoined with other methods [6].
*e metric-based method identifies small samples by cal-
culating the feature vectors between samples and deter-
mining the feature distance between different samples [7].
*is method mainly focuses on the designed similarity
measurement [8]. Notably, the performance of the model is
low if the samples have a close feature distance, mainly in the
classification of fine-grained samples. *e method based on
external memory introduces the external memory module
and achieves fast encoding of new information through the
long-term and short-term memory functions. *e main
limitation of this model is that the efficiency of information
filtering and classification storage is low and the number of
external memory network parameters is too large, thus
leading to an increase in training difficulty. *e method
based on initialization is mainly used to optimize the loss
function which refers to the learning effect obtained by the
expected gradient updating of a few steps. *e training
process comprises two parts: the inner cycle and the outer
cycle [9]. *erefore, the model can quickly fit the distri-
bution of multitask data and not the distribution of single
task features. *e gradient descent of the inner cycle in this
method mainly depends on the setting of the learning rate
and requires significant manual intervention.

In addition to the meta-learning methods described
above, a newmethod was proposed and verified by [10].*is
method comprises two stages. Firstly, a good feature em-
bedding space is sought to map small samples to feature
space. Second, a classifier is trained using these embedding
features to quickly determine the feature distribution of
samples and then achieve the inference of small samples.

*e new method makes use of supervised learning to
train a deep neural network to represent the features of the
samples. In addition, it explores the performance of small
samples embedded in different layers of the network on the
classifier in the second stage of training. *e characteristics
of different layers of the deep convolutional neural network
comprise different information. *e bottom layer comprises
high amounts of low-level visual information, whereas the
top layer comprises semantic information [11, 12]. Low-level
visual information and semantic information are important
in visual recognition tasks. *erefore, the fusion of the
features output by different layers of the CNNs (convolu-
tional neural networks) is recommended for the effective
embedding of the samples into the feature space. An
adaptive hierarchical weighted loss training method of deep
CNNs can optimize the feature representation of samples as
presented in the current study.

*e main contributions of the current study are pre-
sented as follows:

A joint optimization strategy of embedding model and
meta-learner classifier is proposed. *e embedding
model is trained by adaptive multilevel loss, and the
embedding model is optimized by combining results of
the meta-learning classifier.

A quantum genetic algorithm is adopted to optimize
the algorithm. *e algorithm optimizes the weight of
the hierarchical loss function of the embedding model

and optimizes the joint feature expression for the
classifier.
Experimental results based on multiple meta-learning
datasets indicate that the proposed method is effective
and reliable.
*e study explores related studies and summarizes
related methods of meta-learning. In addition, the
proposed method is illustrated in detail. *e method is
then verified through experiments and the findings are
presented.

2. Related Studies

2.1. Meta-Learning Based on Measurement. *e goal of
measurement of learning [13] is to obtain a paired similarity
measurement function, in which similar sample pairs have a
high similarity score, while dissimilar sample pairs have a
low similarity score. Meta-learning methods adopt mea-
surement learning strategies. Koch et al. [7] proposed a twin
network that calculates the similarity between the query
sample and all single-annotated samples. Hoffer and Ailon
[14] designed a ternary network, which adopted positive and
negative sample rules and predicted the category of the
sample by calculating the distance between the query sample
and the positive and negative samples. Vinyals et al. [15]
designed a matching network based on memory and at-
tention mechanisms, which can quickly learn the distribu-
tion of features of training samples. Snell et al. [16] used a
prototype network to predict the category of the sample by
learning the prototype points and then calculating the
distance between the new sample and the prototype points.
In addition, Sung et al. [17] proposed a relational network in
2018, in which the similarity between samples was calculated
by embedding modules and relationship modules to com-
plete the prediction of categories of new tasks.

2.2.Meta-LearningBased onOptimization. A previous study
reported a meta-learning model based on optimization
LSTM (Long Short-Term Memory) with hidden units in the
method set as learners’ parameters [18]. Meta-learners can
adjust their learning rate based on the responses of different
spatiotemporal models so as to train the spatiotemporal
models faster. Deep learning usually adopts back-
propagation and gradient descending methods to optimize
massive parameters in the network. *e feature expression
performance of deep neural networks depends on a large
amount of data. A meta-learning method based on the
strong generalization of initialization parameters was pre-
viously reported [9]. *e goal of the optimization of the
network parameters of MAML (model-agnostic meta-
learning) is to separate the gradient descent and back-
propagation from the used data, thus obtaining better
generalization performance. Several methods have been
used to improve MAML, such as combining the hidden
space method [19] and Bayesian prior [20] and optimizing
the gradient descent process [21]. Moreover, MAML can be
used for a series of models based on gradient descent,
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including classification, regression, and reinforcement
learning owing to its openness and flexibility [22].

2.3. Meta-Learning Based on Data Expansion. A simple and
general data enhancement framework called MetaGan was
proposed previously [4]. *is method mainly defined a
tighter decision boundary for the model by distinguishing
real data from virtual data with the aim of improving the
feature extraction ability of the model. A previous study
proposed a feature “analogy” method that divides the model
into two parts: representation learning and small sample
learning [23]. In the presentation learning stage, the learner
extracts accurate feature representations on the base classes
containing a large amount of data, whereas, in the small
sample learning stage, the learner learns the classifier on the
joint space of the new type containing a small amount of data
and the previous base types. A data generation structure has
been previously reported that mainly uses CycleGan as the
generator of the new category of data and adds noise to the
new data to make its distribution more diversified [24].

3. Methods

*e current study reviews the meta-learning method based
on feature embedding and then illustrates the algorithm
framework proposed in the current work. *e algorithm
framework mainly comprises an adaptive hierarchical loss
function optimization stage, an adaptive feature fusion stage,
and the original classifier training evaluation and testing
stage. *e method is described in detail in the following
section.

*e datasets of meta-learning tasks can be divided into
meta-training sets, meta-evaluation sets, and meta-testing
sets. *e traditional meta-learning method constructs the
learning task based on the training set, which can be rep-
resented by a binary set Dtrain,s, Dtrain,q . *e binary set then
forms the support set and the query set. *e support set and
the query set normally have a few small samples, and this
form is called N-way-K-shot. A basic learner is defined as
follows: A: y∗ � fθ(x∗), in which ∗ represents S and Q. A
learns based on the training set Dtrain,s, Dtrain,q  to gain
strong learning ability. A relative support set and query set
should be constructed on the evaluation set or test set
Dval,s, Dval,q  Dtest,s, Dtest,q  to test the learning performance
on the new task of A. A new meta-learning method is
proposed by a previous study [10], which defines an em-
bedding mapping to map the features of samples into the
embedding space. *e training tasks of basic learners are
then transformed into

θ � A D
train
j ,ϕ 

� arg minθL
base

D
train
j ; θ, ϕ  + R(θ),

(1)

where L represents the loss function and R represents the
regular term. A good embedding model in the algorithm is
aimed at high accuracy. *e performance of the embedding
model and meta-learners can be determined by finding the
error between the two using the test datasets.

3.1. Algorithm Framework. *e output features of different
layers of CNNs have unique characteristics. *e output in
the top layer of CNNs comprises abundant semantic in-
formation, whereas the convolutional layer near the input
comprises abundant low-level visual information. An em-
bedding model and basic learner joint optimization algo-
rithm are used to effectively fuse and utilize the information
of the different layers. *e algorithm framework is presented
in Figure 1. *e framework mainly comprises two parts: the
optimizationmodule of the adaptive hierarchical embedding
model and the adaptive hierarchical feature fusion module.
*e optimization goal of the embeddingmodel is the same as
that of the feature fusion model, and both aim at the ac-
curacy of meta test. *erefore, the optimization of the two
models uses the same fitness function, which makes the
modules of different stages evolve in the same direction. In
addition, the optimization process of each embedding model
is a supervised training process of a convolutional neural
network. *e training of the neural network usually takes a
lot of time, so parallel programming is used to set the op-
timization process of each embedding model as a process.
According to the graphics card equipped with the computer
and its performance, n processes can be run at the same time,
that is, n neural network models can be trained at the same
time, which will greatly improve the efficiency of the al-
gorithm. Compared with serial programming, it will effec-
tively save a lot of time. *e framework below describes the
algorithm flow of the two modules in detail.

3.2. Quantum Genetic Algorithm. Encoding of chromo-
somes in the quantum genetic algorithm (QGA) uses the
probability range of qubits in quantum physics, such that
each chromosome represents multiple states. Quantum gates
and revolving gates in quantum physics are used to update
chromosomes to achieve the purpose of optimizing the
population. An advantage of quantum genetic algorithm is
its quantum parallelism, which improves the search ability of
population size and increases the probability of obtaining
the optimal solution compared with the traditional genetic
algorithm [25].

Qubits are the basic storage units in quantum computing
and are different from the bits referred to in existing
computers; however, they are a two-state system. *e two
states in this case refer to two independent states in quantum
computing: the 0 state and the 1 state. Borrowing the Dirac
symbol “|>”, |0〉 and |1〉 are used to represent the spin-down
state (0 state) and the spin-up state (1 state), respectively. A
quantum state is the superposition of these two states, which
can be expressed as a linear combination of the two states as
follows:

|ψ〉 � α|0〉 + β|1〉, (2)

where α and β represent the probability amplitudes of |0〉

and |1〉, respectively, and they must meet the conditions:

|α|
2

+|β|
2

� 1, (3)

where |αi|
2 indicates the probability of |0〉 state and |βi|

2

indicates the probability of |1〉 state. *is implies that when
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the probability of state 0 is 1, the probability of state 1 must
be zero. Conversely, when the probability of state 1 is 1, the
probability of state 0 is 0. *e amplitude probability [α, β]T

represents the chromosome of the qubit. *e set of all
chromosomes is expressed as P � p1, p2, . . . , pn , where n
represents the size of the total chromosomes. A quantum
chromosome consisting of qubits can be described as
follows:

pi �
α1 α2 α3 · · · αm

β1 β2 β3 · · · βm

 , (4)

where m represents the gene number of individual
chromosomes.

To produce excellent individuals with a high probability
in the iterative process of the population, the quantum

genetic algorithm introduces a quantum revolving gate to
realize the change of the population and abandons the se-
lection, crossover, and mutation operations used in the
genetic algorithm. *e quantum revolving gate can increase
the diversity of the population gene pool by adjusting the
quantum state probability, such that the solution appears on
the individuals with the highest adaptability. *erefore, the
quantum revolving gate is very important in the quantum
genetic algorithm. *e expression of the quantum revolving
gate is as follows:

R(θ) �
cos θi −sin θi

sin θi cos θi

 . (5)

*e iterative process of the quantum revolving gate is
expressed as follows:

Initialization of quantum genetic
population by Subsection 3.2, t=0

�e meta-training set is used to
supervise training individual 1 by the

method of subsection 3.3

The fitness value of individual is
calculated by meta evaluation set

according to the formula (12)

Retain the optimal individual

�e meta-training set is used to
supervise training individual n by

the method of subsection 3.3

The fitness value of individual is
calculated by meta evaluation set

according to the formula (12)

Choose the best individual

Using meta test set to test individuals

End

Whether the
termination conditions

are met?

t=t+1

�e quantum revolving gate operator
is used to update all individuals

Start

Figure 1: Joint optimization framework of the embedding model and classifier based on quantum genetic algorithm.
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αi
′

βi
′

⎡⎣ ⎤⎦ � R(θ)
αi

βi

 . (6)

Here, [αi, βi]
T represents the i − th qubit of the current

chromosome, [αi
′, βi
′] indicates the state of the qubit after

rotation, θi represents the rotation angle, and the direction
and value of θi is set by adjustment strategy. *e adjustment
strategy is presented in Table 1.

θi � s(αi, βi)Δθi represents the angle of rotation, whereas
s(αi, βi) represents the direction of rotation and Δθi rep-
resents the increment of rotation angle, to obtain conver-
gence direction and convergence speed of the algorithm. In
addition, in the adjustment strategy of the revolving gate, xi

represents the i − th gene of the current chromosome and
f(xi) indicates the fitness of the individual. bi represents the
i − th gene in the current best chromosome, and f(bi)

represents the fitness of the best individual. *is method
uses the fitness f(bi) of the best individual in the current
population as a target value and compares the fitness f(xi)

of the individuals in the population with it. If f(xi)>f(bi),
then the corresponding qubits in the individual are adjusted
such that the probability amplitude (αi, βi) approaches xi.
Otherwise, if f(xi)<f(bi), the corresponding quantum of
the individual in the population bit is adjusted, such that the
probability amplitude (αi, βi) approaches bi.

3.3. Adaptive Hierarchical Loss Training Stage of the Em-
bedding Model. *e main purpose of the embedding model
is to obtain the feature vector of the sample by mapping the
original sample to the feature space. *e meta-learner then
learns the feature distribution of the sample based on the
feature vector. *erefore, the performance of the embedding
model is very important. *e adaptive multilevel loss
training method is adopted to train the embedding model to
improve the feature representation performance of different
layers of CNNs. *e trained model is fused by a multiscale
adaptive feature fusion algorithm. *e framework of the
adaptive multilayer loss training algorithm is shown in
Figure 2.

*e formal expression of the adaptive multilayer loss
training algorithm is as follows: let F be any lightweight
network, which normally has L stages. *e output feature
map from any intermediate stage is represented by
Fl ∈ RHl×Wl×Cl , where Hl, Wl, Cl represent the height, width,
and number of channels of the feature map at l − th stage,
and l � 1, 2, . . . , L{ }. *e aim is to impose classification
losses on the feature map extracted at different intermediate
stages. *e feature map of each stage performs the average
pooling operation to obtain the feature vector fl of the stage:

f
l

� Poolavg F
l

 . (7)

*e Dot product similarity of the class prototype vector
at this stage is then calculated to obtain the logits of the class,
and finally, the loss function at this stage is obtained as
shown in Figure 2:

lossl
� ℓl

Softmax f
l

 

� −log
e

fl,y


C
k�1 e

fl,k
.

(8)

Loss functions of all stages are weighted and summed to
obtain the loss function of the network as follows:

loss � 
5

la�1
ωl

· lossl
. (9)

3.4.Meta-EvaluationandMeta-Test. *e trained embedding
model is used to extract the features of the samples in the
meta-evaluation set and meta-test set. To make full use of the
features of different layers of the embedding model, the
method of feature fusion is used to represent the features of
the samples. Several fusion methods have been explored. In
the current study, the method of feature vector Mosaic was
used as follows:

F
fuse

� concat c
1
f
1
, c

2
f
2
, . . . , c

n
f

n
 . (10)

*e fused input classifier is trained or tested, and the
calculation formula is expressed as follows:

z
predict

� classifier F
fuse

 . (11)

*e fitness function of the quantum genetic algorithm is
expressed as follows:

fitness mi(  � g(x),

g(x) �
# of correctly predicted samples

total number of samples
× 100%.

(12)

All models are tested using the meta-test set when the
optimization of the embedding model and feature fusion
method is completed.*e process of themeta-testing stage is
the same as that of meta-evaluation. Formulas (10) and (11)
are used for meta-testing. *e algorithm flow is shown in
Figure 3. *e next section describes the details of meta-
testing.

3.5. Meta-Classifier. Meta-learners are an important part of
meta-learning. Meta-learners are referred to as meta-clas-
sifiers in the current study. Several models are available for
classification tasks, such as nearest neighbor algorithm,
linear regression, logistic regression, and support vector
machine. *e current study mainly uses the widely used
logistic regression model for meta-classification. Logistic
regression and linear regression are similar to the gener-
alized linear model. Logistic regression assumes that the
dependent variable y follows a Bernoulli distribution,
whereas linear regression assumes that the dependent var-
iable y follows a Gaussian distribution. *erefore, there are
several similarities between logistic regression and linear
regression. However, logistic regression introduces
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nonlinear factors through the Sigmoid function; thus, it can
easily handle the 0/1 classification problem. If the Sigmoid
mapping function is removed, the logistic regression

algorithm is similar to linear regression. *is implies that
logistic regression is theoretically supported by linear
regression.

Table 1: Quantum rotation gate adjustment strategy [26].

xi bi f(xi)≥f(bi) Δθi

s(αi, βi)

αiβi > 0 αiβi < 0 αi � 0 βi � 0

0 0 False 0 — — — —
0 0 True 0 — — — —
0 0 False δ +1 −1 0 ±1
0 0 True δ −1 +1 ±1 0
1 0 False δ -1 +1 ±1 0
1 0 True δ +1 −1 0 ±1
1 1 False 0 — — — —
1 1 True 0 — — — —

Stage_1 Stage_2 Stage_3 Stage_4 FC

Image

GAP FC softmax LCE

GAP FC softmax LCE

GAP FC softmax LCE

GAP FC softmax LCE

softmax LCE

Meta-Train

lossfc=∑l(ŷ j
fc, yj)

i

j=1
loss=∑ωlalossla

5

la=1

lossla2=∑l(ŷ j
la2, yj)

i

j=1

lossla4=∑l(ŷ j
la4, yj)

i

j=1

lossla5=∑l(ŷ j
la5, yj)

i

j=1

lossla3=∑l(ŷ j
la3, yj)

Figure 2: Adaptive hierarchical multistage loss training framework for the embedding model.

Stage_1 Stage_2 Stage_3 Stage_4

Support set

GAP/
GMP

GAP/
GMP

GAP/
GMP

GAP/
GMP

Feature-vector

Feature-vector
λ1

λ4

λ2

λ3

Feature-vector

Feature-vector

Concatenate
Vector

Query set

Feature of
support set

Logistic regression
classifier

Feature of
query set

Train

Inference

Predict
score

Meta-Val/Test

Figure 3: Adaptive hierarchical feature fusion method for meta-evaluation and meta-test.
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4. Experiments

4.1. Datasets. MiniImageNet: this is a dataset extracted from
ImageNet by Vinyals et al. of the Google DeepMind team.*is
dataset contains a total of 100 categories and a total of 60,000
color images. Each category has 600 samples, and the size of
each image is 84×84 pixels. *e DeepMind team used the
MiniImageNet dataset for small sample learning for the first
time, and since then MiniImageNet has become the bench-
mark dataset for meta-learning and small sample research.

CIFAR-FS: the CIFAR-FS dataset refers to the
CIFAR100 FEW-SHOTS dataset and is derived from the
CIFAR100 dataset. It comprises 100 categories, 600 images
per category, and a total of 60,000 images. For application
purposes, it is divided into a training set (64 kinds), veri-
fication set (16 kinds), and test set (20 kinds) and the image
size is unified as 32× 32 pixels.

FC100: a few-shot CIFAR100 dataset. *is dataset is
similar to the CIFAR-FS dataset and is derived from the
CIFAR100 dataset. It comprises 100 categories with 600
images for each category and a total of 60,000 images. *e
difference between CIFAR-FS and FC100 is that FC100 is
not classified by category, but by Superclass. FC100 com-
prises 20 superclasses in total, including 12 superclasses in
the training set, 4 superclasses in the verification set, and 4
superclasses in the testing set.

4.2. Setup. *e PyTorch deep learning architecture was used
to verify the performance of the proposed algorithms on
meta-learning tasks [27]. *e experiment was performed on
an UltraLAB graphics workstation equipped with 192GB
memory and 8 NVIDIA GTX-2080 graphics processors, and
each graphics card had 8GB memory. *e workstation was
operated on Windows server operating system.

A ResNet-12 was chosen as the backbone. It included 4
residual blocks, and each block comprised 3 convolutional
layers with 3× 3 kernels. A 2× 2 maximum pool layer was
applied after the first 3 blocks. A global averaging pool layer
is applied at the top of the fourth block to generate feature
embedding. Drop-block was applied as a regularizer and the
number of filters was varied from (64, 128, 256, 512) to (64,
160, 320, 640) as reported previously [28]. Consequently, the
ResNet-12 presented in the current study is similar to that
reported previously [28, 29]. *e feature vectors of different
layers were fused, and the feature fusion method and fusion
weight were calculated based on formula (10) to obtain a
good sample feature representation. Besides ResNet-12,
SEResNet-12 is also used as the backbone network in the
ablation experiments. *e differences in residual block
structure between the two backbone networks are shown in
Figure 4 where (a) is the residual block of ResNet-12 and (b)
is for the residual block of SEResNet-12. SEResNet-12 adds
Squeeze and Excitation attention mechanism to ResNet-12,
which is made up of two layers of full connection and one
layer of pooling.

Optimization setup: SGD optimizer with a momentum
of 0.9 and a weight decay of 5e− 4 was used in the current
study. Each batch comprised 64 samples. *e learning rate

was initialized as 0.05 and decayed with a factor of 0.1 by
three times for all datasets, except for miniImageNet where it
only decayed twice as the third decay had no effect. A total of
100 epochs were trained for miniImageNet and 90 epochs
for both CIFAR-FS and FC100.

Random clipping, color dithering, and random hori-
zontal flipping were used to extend the data for training the
embedding model on the converted meta-training dataset as
reported previously [28]. In the current study, N-way logistic
regression basis classifier was trained in the meta-test phase.
*e implementation was applied in Scikit-Learn.

4.3. Results and Discussion. Experiments were conducted
using the miniImageNet dataset. ResNet-12 was used as the
backbone network. *e random seed number of the ex-
periment was fixed to ensure repeatability of the experiment.
*e weight of the loss function in formula (9) and the fusion
weight of formula (10) are optimized using the accuracy of
the meta-evaluation set as the fitness function of the
quantum genetic algorithm (Table 2). In the 1-shot strategy,
the method proposed in the current study achieved similar
results to MetaOptNet [29]. *e proposed method in the
current study achieved better performance in the 5-shot
strategy compared with MetaOptNet (Table 2). *ese
findings indicate that the proposed method is effective and
reliable.

*e proposed method was further verified on FC100 and
CIFAR-FS.*e fixed random seed number strategy was used
to conduct the experiment to ensure the reproducibility of
the experiment. *e experimental results showed that the
proposed method in the current study performed better
compared with existing methods, especially when using the
FC100 dataset (Table 3). *e current method showed higher
performance compared with existing methods. *is indi-
cated that the joint optimization of the embeddedmodel and
the classifier and use of feature fusion strategies improves the
classification accuracy of the new task.

4.4. Ablation Study

4.4.1. Comparison of Different Classifiers. A variety of dif-
ferent classifiers were used to verify the two meta-learning
datasets, FC100 and CIFAR-FC, to explore the effect of
classifiers on the proposed method. Several kinds of algo-
rithms are available for classification tasks.*e current study
mainly adopted three methods: the nearest neighbor, logistic
regression, and support vector machine (Table 4). Logistic
regression classifier showed the best performance in clas-
sification. *e accuracy of the logistic regression classifier
using the meta-test set of FC100 data and the current
method was best. *is accuracy was higher compared with
that of the nearest-neighbor classifier which had the worst
performance. *erefore, the logistic regression classifier was
selected for subsequent analysis.

*e current study proposes an adaptive hierarchical loss
embeddingmodel trainingmethod. An adaptive hierarchical
loss training method was adopted to verify the effectiveness
of the method developed in the current study; the model was
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Figure 4: Comparison of residual block structure between ResNet-12 and SEResNet-12. (a) Residual block of ResNet-12. (b) Residual block
of SEResNet-12.

Table 2: Experimental results using the miniImageNet dataset and comparison of the method developed in the current study with the
existing classical methods.

Model Backbone
MiniImageNet 5-way

1-shot 5-shot
MAML[9] 32-32-32-32 48.70± 1.84 63.11± 0.92
Matching Networks [15] 64-64-64-64 43.56± 0.84 55.31± 0.73
IMP [30] 64-64-64-64 49.2± 0.7 64.7± 0.7
Prototypical Networks [16] 64-64-64-64 49.42± 0.78 68.20± 0.66
TAML [31] 64-64-64-64 51.77± 1.86 66.05± 0.85
SAML [32] 64-64-64-64 52.22± n/a 66.49± n/a
GCR [33] 64-64-64-64 53.21± 0.80 72.34± 0.64
KTN [34] 64-64-64-64 54.61± 0.80 71.21± 0.66
PARN [35] 64-64-64-64 55.22± 0.84 71.55± 0.66
Dynamic Few-Shot [36] 64-64-128-128 56.20± 0.86 73.00± 0.64
Relation Networks [17] 64-64-128-128 50.44± 0.82 65.32± 0.70
AdaResNet [37] ResNet-12 56.88± 0.62 71.94± 0.57
TADAM [38] ResNet-12 58.50± 0.30 76.70± 0.30
Shot-Free [29] ResNet-12 59.04± n/a 77.64± n/a
TEWAM [39] ResNet-12 60.07± n/a 75.90± n/a
MTL [40] ResNet-12 61.20± 1.80 75.50± 0.80
Variational FSL [41] ResNet-12 61.23± 0.26 77.69± 0.17
MetaOptNet [28] ResNet-12 62.64± 0.61 78.63± 0.46
Diversity w/Cooperation [42] ResNet-18 59.48± 0.65 75.62± 0.48
LEO-trainval [19] WRN-28-10 61.76± 0.08 77.59± 0.12
GEFS [10] ResNet-12 62.02± 0.63 79.64± 0.44
Ours ResNet-12 63.21± 0.78 81.55± 0.29
Average few-shot classification accuracies (%) with 95% confidence intervals onminiImageNet meta-test splits. a-b-c-d represents the size of the convolutional
layer of the backbone network.
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Table 3: Experimental results using CIFAR-FS and FC100 datasets and comparison of the current method with existing classic methods.

Model Backbone
CIFAR-FC 5-way FC100 5-way

1-shot 5-shot 1-shot 5-shot
MAML [9] 32-32-32-32 58.9± 1.9 71.5± 1.0 — —
Prototypical Networks [16] 64-64-64-64 55.5± 0.7 72.0± 0.6 35.3± 0.6 48.6± 0.6
Relation Networks [17] 64-64-128-128 55.0± 1.0 69.3± 0.8 — —
TADAM [38] ResNet-12 — — 40.1± 0.4 56.1± 0.4
Shot-Free [29] ResNet-12 69.2± n/a 84.7± n/a — —
TEWAM [39] ResNet-12 70.4± n/a 81.3± n/a — —
Prototypical Networks [16] ResNet-12 72.2± 0.7 83.5± 0.5 37.5± 0.6 52.5± 0.6
MetaOptNet [28] ResNet-12 72.6± 0.7 84.3± 0.5 41.1± 0.6 55.5± 0.6
GEFS [10] ResNet-12 71.5± 0.8 86.0± 0.5 42.6± 0.7 59.1± 0.6
Ours ResNet-12 72.62± 0.5 87.34± 0.6 45.18± 0.7 63.47± 0.6
Average few-shot classification accuracies (%) with 95% confidence intervals on CIFAR-FS and FC100. a-b-c-d represents the size of the convolutional layer of
the backbone network.

Table 4: Ablation study on three benchmarks with ResNet-12 as the backbone network.

Model
CIFAR-FC 5-way FC100 5-way

1-shot 5-shot 1-shot 5-shot
NN 69.58± 0.6 82.43± 0.6 43.3± 0.6 59.3± 0.6
LR 72.62± 0.5 87.34± 0.6 45.18± 0.7 63.47± 0.6
SVM 71.94± 0.6 84.57± 0.6 41.8± 0.7 59.6± 0.6
“NN” and “LR” represent the nearest neighbor classifier and logistic regression. “SVM” denotes support vector machine.

Table 5: Comparisons of different training strategies for the embedding model on CIFAR-FS and FC100.

Model
CIFAR-FC 5-way FC100 5-way MiniImageNet 5-way

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot
Ours simple 72.38± 0.6 86.67± 0.85 44.1± 0.73 60.8± 0.6 62.49± 0.55 79.91± 0.40
Ours 72.62± 0.5 87.34± 0.6 45.18± 0.7 63.47± 0.6 63.21± 0.78 81.55± 0.29

Figure 5: Activationmap of selected results on the miniImageNet dataset using ResNet-12 as the base model. From left to right: Column 1 is
original images; Column 2 is Grad-CAM visualizations for the model trained with standard cross entropy; Column 3 indicates Grad-CAM
visualizations for the model trained with the currently proposed method.

Table 6: Comparisons of different backbones on CIFAR-FS and FC100.

Model
CIFAR-FC 5-way FC100 5-way

1-shot 5-shot 1-shot 5-shot
ResNet-12 72.62± 0.5 87.34± 0.6 45.18± 0.7 63.47± 0.6
SEResNet-12 72.91± 0.85 87.59± 0.7 45.47± 0.63 63.65± 0.6
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then divided into loss training method and traditional
training method for comparison. *e dividing loss method
was used to fix the loss weight of different layers, which is set
as 1 in the current study. *e traditional neural network
training method was used to add the loss function in the last
layer of the network. Cross entropy was used as the cal-
culation method for the loss function of all layers. Experi-
ments were conducted on three different datasets, and the
results showed that the embedding model of adaptive hi-
erarchical loss proposed in the current study was optimal by
comparing with other methods (Table 5). *ese findings
indicate that the hierarchical loss function can improve the
shallow layer feature expression performance of the con-
volutional neural networ.

In addition, the feature map of the 4th layer of ResNet-12
was visually visualized for adaptive hierarchical loss training.
*e visualization method used was CAM, which is used to
visualize the feature map output by the convolutional layer in
the neural network in the form of the heat map. *e red area
represents the response area of the neural network neurons in
this layer. *e findings showed that the embedding model of
adaptive hierarchical loss function training proposed in the
current study had a larger response area compared with that
of the traditional method (Figure 5).*is finding indicates the
effectiveness of the current method.

4.4.2. Comparison of Different Network Backbones. In the
above experiment, ResNet-12 was used as the backbone
network to make fair comparisons with other methods. To
verify the influence of the backbone network on the pro-
posed algorithm, SEResNet-12 was also applied in the ex-
periments. *e experimental results are shown in Table 6.
Notably, SEResNet-12 had a better representation of the
sample characteristics.

5. Conclusion

*is study presents a joint optimizationmethod in which the
embedding model and classifier are used for meta-learning.
Specifically, we applied a quantum genetic algorithm to
optimize the hierarchical multi-loss weight of the embed-
ding model and the weight of feature fusion. *e classifi-
cation accuracy of the meta-learning evaluation set was used
as the fitness function, which effectively combines the
embedded model and classifier. *e performance of the
proposed method was tested on three well-known public
meta-learning datasets. It was found that the performance of
the proposed method was superior to that of most existing
baseline meta-learning models. In the future, we plan to
carry out studies on the joint optimization method of
semisupervised or unsupervised embedding model and
classifier. In addition, we shall explore more efficient evo-
lution strategies to improve the efficiency of the joint op-
timization method.

Data Availability

*e data used to support the findings of this study have been
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a?dl=0). *e research uses public datasets, so readers can
find resources online.
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December 2018.

[39] L. Qiao, Y. Shi, J. Li, Y. Tian, T. Huang, and Y. Wang,
“Transductive episodic-wise adaptive metric for few-shot
learning,” in Proceedings of the IEEE/CVF International
Conference on Computer Vision, pp. 3603–3612, Seoul, Korea,
November 2019.

[40] Q. Sun, Y. Liu, T.-S. Chua, and B. Schiele, “Meta-transfer
learning for few-shot learning,” in Proceedings of the 2019
Ieee/Cvf Conference on Computer Vision and Pattern Recog-
nition, pp. 403–412, Long Beach, CA, USA, June 2019.

[41] J. Zhang, C. Zhao, B. Ni, M. Xu, and X. Yang, “Variational
few-shot learning,” in Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision, pp. 1685–1694, Seoul,
Korea, October 2019.

[42] N. Dvornik, C. Schmid, and J. Mairal, “Diversity with co-
operation: ensemble methods for few-shot classification,” in
Proceedings of the IEEE/CVF International Conference on
Computer Vision, pp. 3723–3731, Seoul, Korea, October 2019.

Scientific Programming 11

https://arxiv.org/abs/1703.05175
https://arxiv.org/abs/1807.05960
https://arxiv.org/abs/1807.05960
https://arxiv.org/abs/1803.02999
https://arxiv.org/abs/1803.02999


Research Article
An Efficient Teaching Model of International Cooperation
Based on Artificial Intelligence

Meng Xiao1 and Haibo Yi 2

1School of Management, Shenzhen Polytechnic, Shenzhen 518055, China
2School of Artificial Intelligence, Shenzhen Polytechnic, Shenzhen 518055, China

Correspondence should be addressed to Haibo Yi; haiboyi@szpt.edu.cn

Received 28 July 2021; Revised 12 September 2021; Accepted 21 September 2021; Published 30 September 2021

Academic Editor: Punit Gupta

Copyright © 2021 Meng Xiao and Haibo Yi. *is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

International cooperation in running schools has promoted the scale of higher education and trained a number of talents with
international vision. However, there are many differences between domestic teaching and foreign teaching in the international
cooperation in running schools. *is makes it difficult for students to adapt to the teaching of foreign universities. Connecting
domestic teaching with foreign teaching and solving the problem of differentiation has become an important issue in international
cooperation in running schools. In order to improve the quality of international cooperation of high education, it is very urgent to
design an efficient model of international cooperation.We exploit artificial intelligence to design a teachingmodel of international
cooperation. We implement the effective model of international cooperation in logistics management and software technology,
where the implementation results show that the model can provide learning suggestions of the foreign stage according to the
learning situation of the domestic stage.

1. Introduction

In recent years, international cooperation in running schools
has become a popular mode of higher education [1]. It is a
common mode of international cooperation to study in
domestic universities for 1–3 years and finish their studies in
foreign universities in the remaining time.

In China, almost all universities have international co-
operation programs. In the undergraduate colleges, “2 + 2”
cooperative mode is usually adopted, where students
complete the first two years of study in China and the second
two years in foreign countries and obtain the diploma of
foreign universities or domestic and foreign universities. In
higher vocational colleges, “3 + 1” cooperative mode is
usually adopted, where students complete the first three
years of study in China and the last year in foreign countries
and obtain a diploma from domestic universities and
bachelor’s degree from foreign universities.

International cooperation in running schools has pro-
moted the scale of higher education and trained a number of

talents with international vision. International cooperation
in running schools has been widely concerned and accepted
by many students and parents. Compared with direct study
abroad, parents and students have lower learning costs in
international cooperative education and can experience
different types of higher education at home and abroad at the
same time. International cooperation in running schools is
very beneficial to the cultivation of interdisciplinary talents.

However, in the international cooperation in running
schools, there are many differences between domestic
teaching and foreign teaching. *is makes it difficult for
students to adapt to the teaching of foreign universities.
Connecting domestic teaching with foreign teaching and
solving the problem of differentiation has become an im-
portant issue in international cooperation in running
schools.

In order to improve the quality of international coop-
eration of high education, it is very urgent to design an
efficient model of international cooperation. Artificial in-
telligence technology is a very popular information
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technology in recent years, and the application of artificial
intelligence in the field of education is gradually emerging
[2–6]. Chiu and Chai proposed sustainable curriculum
planning for artificial intelligence education [7]. Calvo et al.
proposed a multidisciplinary PBL approach for teaching
industrial informatics and robotics in engineering [8].
Marques et al. enhanced the student learning experience in
software engineering project courses [9]. Aktan et al. applied
distance learning to control engineering laboratories [10].
Graesser et al. proposed an intelligent tutoring system with
mixed-initiative dialogue [11]. Hoic-Bozic et al. proposed a
blended learning approach to course design and imple-
mentation [12]. *e strong point of artificial intelligence
technology is that it can model and analyze and predict
according to the past data [13–20].

We exploit artificial intelligence to design a teaching
model of international cooperation. Taking logistics man-
agement and software technology as examples, we analyze
the learning situation of domestic students based on artificial
intelligence and establish the training set of artificial intel-
ligence model; then, based on artificial intelligence, we
analyze the learning situation of foreign students and es-
tablish the labels of artificial intelligence model; finally,
through artificial intelligence training, we build an effective
model of international cooperation.

We implement the effective model of international co-
operation in logistics management and software technology,
where the implementation results show that the model can
provide learning suggestions of the foreign stage according
to the learning situation of the domestic stage. Compared
with other models, the artificial intelligence-based model is
more intelligent.

We present the rest of content in the following orga-
nization. Section 2 presents an overview of artificial intel-
ligence. Section 3 proposes an efficient teaching model of
international cooperation. Section 4 presents the results of
implementation and comparison. Section 5 presents the
conclusion of this paper.

2. Preliminaries

Artificial intelligence technology is a very popular infor-
mation technology in recent years, and the application of
artificial intelligence in the field of education is gradually
emerging. *e strong point of artificial intelligence tech-
nology is that it can model and analyze and predict
according to the past data.

One of the main techniques of artificial intelligence is
deep learning. Deep learning plays an important role in
medical diagnosis and analysis. Klang proposed deep
learning and medical imaging [21]. Haskins et al. pro-
posed deep learning in medical image registration [22].
Ba proposed medical sports rehabilitation deep learning
system of sports injury based onMRI image analysis [23].
Xu proposed a deep learning method to predict lung
cancer from serial medical imaging [24]. Sourati et al.
proposed intelligent labeling based on fisher information
for medical image segmentation using deep learning
[25].

In addition, deep learning also plays an important role in
agriculture, industry, commerce, and other fields. Liu et al.
proposed a new fluid factor and its application using a deep
learning approach [26]. Hu et al. proposed deep collabo-
rative learning with application to multimodal brain de-
velopment study [27]. Asanuma et al. proposed deep
learning applications to topology optimization of electric
motor [28]. Al-Sharman et al. proposed deep learning-based
neural network training for state estimation enhancement
and application to attitude estimation [29]. Zhang et al.
proposed deep learning-based mobile application isomor-
phic GUI identification for automated robotic testing [30].
Trivizakis et al. proposed extending 2D convolutional neural
networks to 3D for advancing deep learning cancer classi-
fication with application to MRI liver tumor differentiation
[31]. Yan et al. proposed soft sensor modeling method based
on semisupervised deep learning and its application to
wastewater treatment plant [32].

3. An Efficient Teaching Model of
International Cooperation

3.1. Overview of the Scheme. In order to improve the quality
of international cooperation of high education, it is very
urgent to design an efficient model of international coop-
eration. Artificial intelligence technology is a very popular
information technology in recent years, and the application
of artificial intelligence in the field of education is gradually
emerging. *e strong point of artificial intelligence tech-
nology is that it can model and analyze and predict
according to the past data.

We exploit artificial intelligence to design a teaching
model of international cooperation based on artificial in-
telligence. In higher vocational colleges, “3 + 1” cooperative
mode is usually adopted, where students complete the first
three years of study in China and the last year in foreign
countries and obtain a diploma from domestic universities
and bachelor’s degree from foreign universities.

We take “3 + 1” program of logistics management and
software technology as examples.

(1) We analyze the learning situation of domestic stu-
dents based on artificial intelligence and establish the
training set of the artificial intelligence model, which
is illustrated in Section 3.2.

(2) Based on artificial intelligence, we analyze the
learning situation of foreign students and establish
the labels of artificial intelligence model, which is
illustrated in Section 3.3.

(3) *rough artificial intelligence training, we build an
effective model of international cooperation, which
is illustrated in Section 3.4.

3.2. Collecting Training Data. We take “3 + 1” program of
logistics management and software technology in higher
vocational colleges as examples.

(1) We analyze the learning situation of domestic stu-
dents based on artificial intelligence.
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“3 + 1” cooperative mode is usually adopted in higher
vocational colleges, where students complete the first
three years of study in China and the last year in
foreign countries and obtain a diploma from do-
mestic universities and bachelor’s degree from for-
eign universities.
Core courses of logistics management and software
technology in higher vocational colleges include Python,
Java, introduction to computer, computer network, data
structure and introduction to logistics, logistics planning
and design, procurement and supply management,
procurement project management, and transportation
management, which is summarized in Table 1.

(2) Based on the learning situation of domestic students,
we establish the training set of artificial intelligence
model.
We establish the training set based on the scores of the
core courses of logistics management and software
technology in higher vocational colleges. First, we
convert all points that are not a percentage system to a
hundredmark system. Second,we limit the range of data
from 0 to 1 by dividing all fractions by 100.We illustrate
the process of establishing training set in Table 2.

3.3. Labeling Training Data. Based on artificial intelligence,
we analyze the learning situation of foreign students and
establish the labels of artificial intelligence model.

In “3 + 1” cooperative mode, students complete the last
year in foreign countries and obtain a diploma from do-
mestic universities and bachelor’s degree from foreign
universities.

Courses of logistics management in foreign countries
include warehouse management, distribution management,
international logistics, international trade theory and
practice, procurement process exercise, transportation
technique, warehousing management practice, logistics
distribution center design, international logistics practice,
success study, innovation, quality development training, etc.

Courses of software technology in foreign countries
include calculation method, compiling principle, software
engineering, operating system principle, database system
principle, network database, microcomputer principle and
assembly language programming, web-based programming,
software development technology, software testing tech-
nology, multimedia technology, network security technol-
ogy, etc.

We label the training set based on the scores of the core
courses of logistics management and software technology in
the colleges of foreign countries. First, we convert all points
that are not a percentage system to a hundred mark system.
Second, we limit the range of data from 0 to 1 by dividing all
fractions by 100. We illustrate the process of labeling
training set in Table 3.

3.4. Building Model. *rough artificial intelligence training,
we build an effective model of international cooperation,
which is depicted in Figure 1.

(1) Collecting training data and label: “3 + 1” coopera-
tive mode is usually adopted in higher vocational
colleges, where students complete the first three
years of study in China and the last year in foreign
countries and obtain a diploma from domestic
universities and bachelor’s degree from foreign
universities. We take “3 + 1” program of logistics
management and software technology as examples.
We collect scores of core courses of logistics man-
agement and software technology in higher voca-
tional colleges and foreign colleges as training data
and labels.

(2) Selecting features of the model: we select ten core
courses for logistics management and software
technology in higher vocational colleges as the fea-
tures, respectively. We use l1, l2, . . . , l10 to denote ten
core courses for logistics management in higher
vocational colleges and use s1, s2, . . . , s10 to denote
ten core courses for software technology in higher
vocational colleges.

(3) Designing model: we select ten core courses for
logistics management and software technology in
foreign colleges as the labels, respectively. We use
m1, m2, . . . , m10 to denote ten core courses for lo-
gistics management in foreign colleges and use
t1, t2, . . . , t10 to denote ten core courses for software
technology in foreign colleges. *en, we need to find
the relation between the training set and labels, i.e.,
training set l1, l2, . . . , l10, s1, s2, . . . , s10 and labels
m1, m2, . . . , m10, t1, t2, . . . , t10.
We build an efficient model based on artificial in-
telligence. We build a five-layer architecture with the
inputs of training set and the outputs of the labels.
We take logistics management as an example and
depict the architecture in Figure 2.

(4) Training model with the training data and label: we
summarize the five-layer architecture in Table 4. *e
input layer represents the scores of the ten core
courses for logistics management or software tech-
nology in higher vocational colleges. *e output
layer represents the scores of the ten core courses for
logistics management or software technology in
foreign colleges. Besides, we design three hidden
layers, where each layer includes 100 nodes with full
connections. In order to find the relation between
inputs and outputs, we use the training set and label
to train the model.

4. Result

4.1. Implementation. We implement the effective model of
international cooperation in logistics management and
software technology, where we use Python programming
language with the version 3.6 and TensorFlow deep learning
tool.

(1) We collect data based on “3 + 1” cooperative
mode, which is usually adopted in higher
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vocational colleges. Students complete the first
three years of study in China and the last year in
foreign countries and obtain a diploma from
domestic universities and bachelor’s degree from
foreign universities. We take “3 + 1” program of
logistics management and software technology as
examples. We collect scores of ten core courses of
logistics management and software technology in
higher vocational colleges and foreign colleges as
training data and labels.

(2) We convert all points that are not a percentage
system to a hundred mark system.*en, we limit the
range of data from 0 to 1 by dividing all fractions by
100.

(3) We build a five-layer architecture with the inputs of
training set and the outputs of the labels.

(4) We collect testing data to test the architecture.

We summarize the implementation details in Table 5,
where the accuracy of the model is 91.6%.

(1) A training set of 2000 samples is used in training the
model.

(2) A testing set of 500 samples is used in testing the
model.

(3) Inputs are l1, l2, . . . , l10, s1, s2, . . . , s10.
(4) Outputs are m1, m2, . . . , m10, t1, t2, . . . , t10.

*e implementation results show that the model can
provide learning suggestions of the foreign stage according
to the learning situation of the domestic stage.

4.2. Comparison. We compared the traditional teaching
mode with the AI-based teaching mode from four aspects:
data-driven, subjectivity/objectivity, technology, and
intelligence. *e comparison results are summarized in
Table 6. Compared with other models, the artificial in-
telligence-based model is more intelligent.

Table 1: Core courses of logistics management and software technology.

Software technology Logistics management
First year Python, introduction to computer Introduction to logistics
Second year Java, computer network Procurement project management
*ird year Data structure Transportation management

Table 2: Establishing training set.

Original score First stage Second stage
Python A+ 100 1
C++ A 95 0.95
Introduction to computer B 85 0.85
Introduction to logistics C 75 0.75
Java D 65 0.65
Computer network F 0 0
Procurement project management 100 100 1
Data structure 60 60 0.6
Transportation management 0 0 0

Table 3: Labeling training set.

Original score First stage Second stage
Warehouse management A+ 100 1
International logistics practice A 95 0.95
Distribution management B 85 0.85
International logistics C 75 0.75
Success study D 65 0.65
Compiling principle F 0 0
Software engineering 100 100 1
Operating system principle 60 60 0.6
Database system principle 0 0 0

Table 4: Five-layer architecture.

Type Nodes Number of nodes
First layer Input l1, l2, . . . , l10 10
Second layer Hidden h1,1, l1,2, . . . , l1,100 100
*ird layer Hidden h2,1, l2,2, . . . , l2,100 100
Fourth layer Hidden h3,1, l3,2, . . . , l3,100 100
Fifth layer Output t1, t2, . . . , t10 10
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5. Conclusions

In the international cooperation in running schools, there
are many differences between domestic teaching and foreign
teaching. In order to improve the quality of international
cooperation of high education, it is very urgent to design an
efficient model of international cooperation. Artificial in-
telligence technology is a very popular information tech-
nology in recent years, and the application of artificial
intelligence in the field of education is gradually emerging.
*e strong point of artificial intelligence technology is that it
can model and analyze and predict according to the past
data. We exploit artificial intelligence to design a teaching
model of international cooperation based on artificial in-
telligence. Taking logistics management and software
technology as examples, we analyze the learning situation of
domestic students based on artificial intelligence and es-
tablish the training set of artificial intelligence model; then,
based on artificial intelligence, we analyze the learning sit-
uation of foreign students and establish the labels of artificial
intelligence model; finally, through artificial intelligence
training, we build an effective model of international
cooperation.

We implement the effective model of international
cooperation in logistics management and software
technology, where the implementation results show that
the model can provide learning suggestions of the foreign
stage according to the learning situation of the domestic
stage. Compared with other models, the artificial intel-
ligence-based model is more intelligent.
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With the rapid development of the internet, the 5G cloud computing environment is gradually replacing the traditional
computing environment. )e social adaptation level of college students in this environment is an important indicator of whether
college students can effectively integrate into the society. )is article aims to study the design and reform of ice and snow sports
education in the 5G cloud computing environment to enhance the social adaptability of college students. On this basis, in order to
improve the social adaptability of southern university students, research on ice and snow sports education is proposed.)is paper
uses the literature method to study the characteristics of ice and snow sports education and the training model of social
adaptability, constructs an experimental study on improving the social adaptability of southern college students, analyzes the
overall impact of college students’ participation in ice and snow sports education on social adaptability, and compares the
situation with college students’ participation in different sports to improve social adaptability. )e social adaptability of college
students from the lower grades to the upper grades is gradually enhanced, and the social adaptability score of boys is 35.8, the score
of girls’ social adaptability is 33.7, and the scores of boys are higher than those of girls.

1. Introduction

In today’s society, competition is fierce, and everyone must
adapt to this social environment. Strong social adaptability
of students is the ladder and foundation to integrate well into
the society. College students should effectively grasp this
period and cultivate their social adaptability. )e teaching
method of physical education is different from other courses,
and it has a good effect on the cultivation of students’ social
adaptability. )erefore, this article has very important sig-
nificance and research value for the research of college
physical education and the cultivation of college students’
social adaptability.

Social adaptability is one of the basic qualities required
by college students, and it is also an important part of
higher-quality education for college students. Strong social
adaptability is the ladder and foundation for students to
integrate well into society. In university, cultivating strong

social adaptability can help college students to enter society
smoothly, cultivate good interpersonal relationships, and
gradually lead to success in life. Ice and snow sports are an
important part of sports in North China University. )e
introduction of ice and snow training courses strengthened
the students’ physique and stimulated the enthusiasm of
college students. Rich and diverse teaching methods, strong
competition, and entertainment are students’ favorites.
According to the current demand for economic and social
development talents, Southern University has innovated the
ice and snow education methods and methods based on
physical and mental health, developed the characteristics of
ice and snow sports teaching, actively implemented cur-
riculum education reforms, and actively implemented stu-
dents’ social adaptation education and training that should
be unified; in the ice and snow sports training, infiltrate
high-quality education, antishock ability education, mental
health education, innovation and entrepreneurship
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education, ideological and political education, etc. )e
practice of winter ice and snow sports makes the talents
cultivated by the university have excellent social adaptability
and better promotes economic and social development.

Yang is constantly advancing and deepening the reform
of physical education in our country today. Innovative
education has become a new development direction of
education. School physical education urgently needs to carry
forward the teaching method that integrates theory with
practice and continuously innovate in teaching methods to
cultivate more adaptability. High-quality compound sports
talents needed by all sectors of society. Using literature
analysis, logical induction, etc., it analyzes the creative
concepts and challenges faced by physical education and
proposes theoretical and practical innovations in physical
education methods from the aspects of rationally deter-
mining the physical education process, implementing
emotional physical education, and designing physical edu-
cation classroom teaching. However, his research cannot
fundamentally solve the current problems of physical ed-
ucation [1]. Van Tuan’s adaptation to learning activities
plays a very important role in the academic performance of
first-year students. In order to have targeted solutions to
improve the adaptability of first-year students to learning
activities, it is necessary to find out influencing factors. )is
research aims to explore the factors affecting the learning
adaptability of first-year students at the Vietnamese Uni-
versity of Labor and Social Affairs and to find ways to
improve students’ learning adaptability. Methods: this study
adopts quantitative research methods, taking first-year
students from Vietnam University of Labor and Social
Affairs as the research object and surveying 300 students.
Pearson’s correlation coefficient test and linear regression
analysis were performed on the research results. Main re-
search results: the research results show that students’
adaptability to learning activities is affected by many dif-
ferent factors; subjective factors such as motivation, learning
methods, skills, etc., have a great impact on students’
learning behavior. However, his research did not fully
consider the combined influence of internal and external
factors [2]. )e development of Ardianto’s e-sports edu-
cation is not only playing games, but also various forms of
education such as entrepreneurship, development, mar-
keting, and scientific research for the purpose of training
skills and providing knowledge. )e opinions expressed by
the public can take the form of support, criticism, and input.
In order to distinguish between positive and negative sen-
timents, a large number of comments need to be accurately
analyzed. )is research aims to measure people’s views on
e-sports education or distinguish between positive and
negative emotions in order to obtain valuable information
from social media. )e research was obtained through social
media on Twitter. )is research uses classification algo-
rithms, naive Bayes and support vector machines. )rough
the comparison of the two algorithms, the prediction results
show that the accuracy of the naive Bayes algorithm with
SMOTE is 70.32%, and the AUC value is 0.954.)e accuracy
rate of SMOTE support vector machine is 66.92%, and the
AUC value is 0.832. From these results, it can be seen that the

naive Bayes algorithm has higher calculation accuracy.
However, his educational research results cannot fully ex-
plain the actual application situation, nor has it changed the
traditional e-sports education method [3].

)e innovations of this article are as follows: (1) the
combination of qualitative research and quantitative re-
search, and adequate analysis of research data; (2) the
combination of theoretical research and empirical research,
based on the discussion of physical education theory,
combined with ice and snow sports empirical investigation
and analysis of the actual situation; and (3) innovatively
adding ice and snow sports to the winter exercise courses of
southern colleges and universities, providing a new alter-
native way to improve the social adaptability of college
students.

2. Research Methods of Ice and Snow Sports
Education on Improving the Social
Adaptability of Southern College Students

2.1. Ice and Snow Sports Education. Universities in the north,
especially those in the three northeastern provinces, have made
full use of natural advantages, combined with specific geo-
graphical conditions, cold winter, long snowfall, and ice and
snow characteristics and provided various ice and snow training
courses [4]. For example, some universities provide educational
content such as ice hockey, speed skating, ice dancing, skating,
and snowball, and some schools provide courses such as du-
rability skiing, curling, and ice and snow activities. Combining
the characteristics of ice and snow, students have the oppor-
tunity to build themselves on ice and snow, cultivate self-
confidence, show themselves, and fully grow [5].

Ice and snow sports education has the following
characteristics:

(1) Adaptability: most of the ice and snow courses are
conducted outdoors in the cold, and students must
endure long-term low-temperature tests. As a result,
the ability of students to adapt to harsh environ-
ments has been greatly improved, and students have
the endurance and toughness that are not afraid of
severe cold and difficulties [6].

(2) Exercise: most of the snow and ice routes provided
by the university are outdoors with fresh air. Ap-
propriate winter sports can promote the body’s
metabolism and improve the physical condition of
students. In addition, outdoor aerobic exercise can
concentrate students’ energy and attention for a long
time, and help students effectively improve their
academic performance [7].

(3) Recreation: all kinds of ice and snow sports have a
certain degree of entertainment and appreciation.
For example, skating is a combination of aesthetics
and sports elements, which brings people a happy
mood. Students can not only appreciate the visual
beauty brought by ice and snow in the first-class
compulsory courses but also learn the ice and snow
culture [8].
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(4) Competitiveness: all sports are competitive, and ice
and snow sports are no exception. In the education
process, teachers can improve the effect of education
and cultivate team spirit through competition. )e
spirit of cooperation and fair competition of college
students can fully stimulate students’ defying char-
acteristics and teamwork ability [4].

(5) Educational: ice and snow training has the charac-
teristics of humanitarian education. )e ice-snow
route combines local characteristic culture and
modern elements to improve students’ humanitarian
literacy, cultivate outstanding personalities, adjust
their psychological imbalances, and promote the
overall development of college students.

(6) Normativeness: the normative characteristics of ice
and snow sports, precisely under the strict ice and
snow sports system and evaluation criteria, make ice
and snow sports training very attractive and at-
tractive [5].

Figure 1 shows the main features of ice and snow sports
education.

Ice and snow sports are a kind of humanistic sports.)ey
have a strong humanitarian atmosphere and characteristics
that promote the development of people and society. )e
main target of ice and snow sports teaching is students, who
cultivate and form characteristics in the learning process of
students. If there is no student as the main body, then this
kind of education will no longer exist. Ice and snow sports
training must be based on the students’ sports and social
development needs [9]. In the process of ice and snow sports
training, students gradually established the concept of hu-
manitarianism to meet humanitarian needs [10]. )e hu-
manitarian value of ice and snow sports education refers to
the importance and value of ice and snow sports education
in the development of society and people. )e human value
of ice and snow education is not only related to the social
status of ice and snow education in society, but also related
to the development momentum of ice and snow education.
Only through a correct understanding of the humane value
of ice and snow sports education can the society and stu-
dents’ sports education needs be met [11].

In essence, sports are the pursuit of the organic unity of
body and health, the pursuit of self-cultivation, and the
common progress of physical function [12]. Ice and snow
sports give full play to the functions of strengthening the
body, alleviating emotions, promoting communication, and
improving students’ awareness of physical conditions. Im-
prove your own comprehensive quality, nurture your own
powerful strength to overcome the difficulties in life,
strengthen the spiritual strength of students, cultivate stu-
dents’ innovative spirit, cherish the body, and enhance
personality [9, 13]. In the training process of ice and snow
sports, pay attention to the physical development of stu-
dents, give full play to the main role of students, so that the
physical and mental health of students can be well devel-
oped, and combine the physical and mental health of stu-
dents to give full play to the infinite possibilities of students

)rough ice and snow sports education to guide students to
learn to unite, learn to be a person, learn to adapt to society,
and be a useful and valuable talent for society [14, 15].

2.2. Social Adaptability

2.2.1. Brief Description of Social Adaptability. Adaptation
was first used in biology, which mainly refers to the purpose
of adapting to the environment and survival by changing its
own structure and function [16]. Later, this concept was
introduced into the social environment, specifically referring
to the process of human beings adapting to the social system
of the natural and social environment. Some scientists have
also put this concept that is called “debugging”; the common
denominator is that the changes themselves to their own
environmental action adaptation of the play interaction
between people or groups [17].

In sociology, social adaptation refers to the process by
which individuals or groups adjust their actions in order to
adapt to the social environment. )at is different from the
process of biological adaptation to the natural environment.
)e new “social adaptation” education goal proposed in the
“Outline” is to emphasize the social adaptation value of sports.
)e focus is on the way the individual enters the collective life-
psychological adaptation in physical movement [18].

)e process of social adaptation is the process of per-
sonal socialization, and social adaptation is not an empty
abstract concept. )e process of social adaptation is es-
sentially a process of continuous socialization of individuals
[11]. In order to become a social person, biologists must
adapt to the social changes in which they live, gradually form
concepts, adjust interpersonal relationships in communi-
cation and interaction with people, learn social roles and
social relationships, and learn to experience various failures
[19]. At the same time, we must realize that we must deal
with various contradictions, learn to reconcile and adapt in
the process of personal socialization, learn cooperation and
competition, learn various rules and values, and accept
various differences in society [20]. What is particularly
important in the process of physical education is compe-
tition and adjustment, victory and defeat, the desire to win
and the boundaries of rules, sensibility and rationality, and
complex interactions. Contrary to the various characteristics
of the educational process itself, sports promote socialization
of the individual. It has an irreplaceable and unique effect in
improving social adaptability [21].

)e improvement of social adaptability is a natural person
who consciously maintains social order through social edu-
cation, values, and behavioral standards, starting with chil-
dren and slowly learning social knowledge. Sports activities
play an important role in improving people’s social health and
becoming social people. In sports, we must abide by the rules
of the game and maintain the order of the game. )is kind of
awareness and action of interaction, cooperation, competi-
tion, and compliance with the rules of sports activities will be
combined with daily social life and applied to study and work,
which will help cultivate social adaptability.
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2.2.2. +e Relationship between Physical Exercise and Social
Adaptability. Physical exercise helps to improve social
adaptability. )e role of sports in educating people is to take
social responsibility. Society is an interactive part composed
of political, economic, cultural, and other factors. Everyone
plays one or more social roles. In society, in various situ-
ations, being connected with people of various identities,
adapting to various social environments, and the ability to
respond appropriately and quickly is an important mani-
festation of social responsibility. Sports activities can provide
a higher environment and suitable conditions to teach
people to learn to assume social roles. For example, in a
basketball game, after a specific class is divided into groups,
the various roles in the team, the wingers, center forwards,
and guards of each group are in their respective positions,
and mutual social relations are established through ap-
propriate roles. In the social relationship created by sports,
every role has the right to win, the right to win prizes, and the
right to take technical actions in accordance with the rules.
At the same time, it also has the obligation to comply with
sports law, ethics, and technical regulations. Social role is to
integrate social forms and individual actions necessary for
social activities. )rough the research on the role of sports,
students realize that the role of society is a series of rules and
obligations consistent with the role of sports. Action mode is
people’s expectation of individual actions with specific
identities.)is helps people understand the social concept of

“what is like what” and lays an ideological foundation for
their own work in order to adapt to the needs of various
groups in society in the future. )rough physical exercise,
college students can play a variety of roles through personal
efforts, and they can also experience an important method of
changing social status and understanding social conditions
through personal subjective efforts. )is is especially im-
portant for modern young people.

Sports activities cultivate people’s adaptability to social
rhythms. With the further deepening of social opening up,
the pace of economic growth has accelerated, and the pace of
social movements has changed from slow to fast. From the
perspective of increasing labor productivity, the average
annual growth rate of primitive society is 1–2%, the average
growth rate per 10,000 years of slave society and federal
society is 4%, and the annual growth rate of capitalist society
is 3%. Today’s annual growth rate is 6–10% or more. )e
rapid increase in labor productivity and the continuous
decrease in spare time will inevitably lead to the acceleration
of work and life. )e high-speed social rhythm not only
brings material wealth and spiritual wealth to the society, but
also brings people many health problems such as psycho-
logical stress and depression. Sports and recreational ac-
tivities are important tools for people to adapt to the new
rhythm of life. Some social experiments and studies have
shown that athletes and people who regularly participate in
sports have a strong ability to adapt to their own changes and

Ice and snow sports education

Exerciseability

For
entertainment

Adaptability

Competitiveness

Normative

Educative nature

Figure 1: )e main characteristics of ice and snow sports education.
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able to master the rhythm of life well. )is is because in
sports activities, people have a variety of activity skills and
quick action methods. It helps people avoid unnecessary
activities and become out of control and complete various
production and life activities correctly, coordinately, and
quickly. Exercise can accelerate the operation of the human
nervous system and cardiovascular system and can also
improve the body’s social adaptability. Decompression
through sports can not only help relieve social pressure,
reduce anxiety, and achieve the purpose of relaxation but
also can stabilize the physical and mental emotions, enhance
confidence, and improve social resilience in the long term.

2.3. Data Analysis Algorithm

2.3.1. +e Principle of Logistics Regression and Zero-Width
Space. )e main idea of using logistics regression for
classification is to establish a regression formula for the
classification boundary line according to the existing data to
classify. )e term “regression” here comes from the best fit,
which means to find the best fitting parameter set. )e
prediction function formula is

σ(z) �
1

1 + e
− z. (1)

Cost function is



m

i�1
y

(i)log hθ x
(i)

  + 1 − y
(i)

 log 1 − hθ x
(i)

   . (2)

)e minimum value J(θ) obtained by the gradient de-
scent method is

θj ≔ θj − α
m

i�1
hθ x

(i)
  − y

(i)
 x

(i)
j , (j � 0, 1, . . . , n).

(3)

)e process of training the classifier is to use the optimal
algorithm to find the best fitting parameters. First of all, a
suitable prediction function h is needed, which is also a
classification function. It is used to predict the judgment
result of the input data to construct a cost function (loss
function), which represents the difference between the ex-
pected output (h) and the training data category (y). )is
may be the difference between the two (h-y). Fully consider
the “loss” of all training data, that is, the total cost or average
cost, and record it as a function J(θ). )is represents the
deviation of the estimated value of all training data from the
actual category. Obviously, the lower the value of the
function J(θ), the more accurate the prediction function (i.e.,

the more accurate the function h). )erefore, it is necessary
to find the minimum value of the function J(θ) in this step
[22].

2.3.2. Decision Tree. )e decision tree is a tree structure
(may be a binary tree or a nonbinary tree). Each nonleaf
node represents a function test, each branch represents a
range of specific function output values, and each drawing
node stores a category. )e process of using the decision tree
to make a decision is to start from the root node, confirm the
corresponding function of the classification item, select the
output area according to the value, and use the category
stored in the drawing node as the decision result.

Information gain:

l xi(  � − log2 p xi( . (4)

Calculate entropy:

H � − 
n

i�1
p xi( 


log2 p xi( . (5)

In the decision tree, let D be the division of training
tuples by categories; then the entropy of D is expressed as

info(D) � − 
m

i�1
pilog2 pi( . (6)

Now, we assume that the training tuple D is divided by
attribute A; then the expected information of A divided byD
is

infoA(D) � 
v

j�1

Dj





|D|
info Dj . (7)

)e information gain is the difference between the two:

gain(A) � info(D) − infoA(D). (8)

)e advantage of this method is that the computational
complexity is not high, the output result is easy to under-
stand, it is not sensitive to the lack of intermediate value, and
it can handle irrelevant feature data. It can be used for
classification and regression.

P(A|B) �
P(B|A)P(A)

P(B)
. (9)

Naive Bayes is not sensitive to missing data, and the
algorithm is relatively simple, and it is often used for text
classification.

Gaussian normal polynomial distribution:

P X1 � n1, . . . , Xk � nk(  �
n!

n1! · · · nk!
p

n1
1 · · · p

nk

k , 
k

i�1
ni � n, 0, other wise.

⎧⎨

⎩ (10)
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Bernoulli distribution:

n!

r!(n − r)!
p

k
(1 − p)

n− k
. (11)

3. Experimental Research of the Winter Sports
Education to Enhance the Ability of the South
Students of Social Adaptation

3.1. Physical Education Culture of Snow and Ice on the Ability
to Adapt to College Students

3.1.1. Improve Students’ Social Adaptability through Hu-
manity Training. In the current course guidance process for
college students, we should not only focus on cultivating
students’ high-quality education content, but also focus on
cultivating students’ humanistic qualities. )e so-called
humanized cultivation refers to the cultivation of human
nature and society. In the guidance process of ice and snow
sports courses, colleges and universities need to pay at-
tention to improving students’ comprehensive quality and
learning awareness. For example, in a speed skating class, the
content of speed skating can improve the learning ability of
students, thereby forming a more challenging course
teaching.

3.1.2. Realize the Humanized Mode of Teaching Methods.
As an intuitive type of sports, ice and snow sports are rich in
content, providing students with a good sports education
experience. )e creation of course content reflects the im-
portance of students, emphasizes the student’s dominant
position, and converts traditional passive learning methods
into active learning methods to create relaxing and com-
fortable education courses. )roughout the education
implementation process, pay attention to the changes in
student feelings over time. Consider the adaptability of
students. At the same time, in the education process,
physical education teachers must respect students, improve
their learning awareness and self-improvement awareness,
so that students can form an optimistic and self-confident
mental state in the learning process and fully adapt to the
development needs of students. )erefore, in the entire
education process, the basic connotation of ice and snow
sports must be emphasized to stimulate students’ conscious
desire to learn.

3.1.3. Establish a Humane Teaching Evaluation System.
)e humanized education evaluation system should fully
consider students’ autonomy and interest in learning in the
course evaluation process and fully consider the quality of
students, physical education, and personal development. Pay
attention to students’ learning achievements and implement
differentiated and personalized education models. At the
same time, in the course content evaluation process, students
must fully integrate their daily academic performance and
test results to establish a complete course evaluation model.
)rough the establishment of a humane teacher evaluation
system, the differences between students can be found in a

short time, laying a good foundation for the overall growth
of students.

Figure 2 shows the research direction of ice and snow
sports education on the cultivation of college students’
adaptability.

3.2. Experimental Design to Enhance the Capacity of the South
Students Study Social Adaptation of Snow Sports
Education

3.2.1. Research Object. )e research object selected in this
article is based on the impact of ice and snow sports edu-
cation on improving the social adaptability of southern
college students. Affect the situation.

3.2.2. Research Methods

(1) Literature Data Method. )is article has consulted a
large amount of data and references, including
CNKI, Wanfang )esis Database, and Chinese
Sports Journals, and organized a large amount of
relevant information through the above channels.

(2) Expert Interview Method. )e questionnaire survey
in this article consulted many experts and scholars
and revised and improved them under their guid-
ance. In addition, I also consulted physical education
experts in universities, communicated with them,
absorbed their suggestions and opinions, combined
with the actual situation, and completed the research
of this article.

(3) Questionnaire Survey Method. According to the
purpose of the research, a random sampling method
is adopted to select some students from southern
universities as the survey objects.

(4) Mathematical Statistics. Use mathematical methods,
Excel software, sports statistics, and SPSS statistical
software to analyze, classify, and organize data, and
use graphs to reflect the survey results.

4. Research Situation of Ice and Snow Sports
Education on Improving the Social
Adaptability of Southern College Students

4.1. StatusQuoofDomestic Research onPhysical Education for
Improving College Students’ Social Adaptability. In order to
understand the current status of domestic physical educa-
tion research on the number of literatures on improving
college students’ social adaptability, this article selects the
period from 2008 to 2018 as the time limit, selects “title” as
the search term, and selects social adaptability as the “search
topic.” )e full-text database and excellent paper database of
Chinese journals, the search results show that a total of 1,692
papers have been published in China, including 1,494 pa-
pers, 4 doctoral papers, and 194 master papers. As shown in
Table 1 and Figure 3, this paper compares the publication
year of books and periodicals and the number of documents
to form a distribution of the number of documents on
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physical education to improve the social adaptability of
college students.

From Table 1 and Figure 3, it can be seen that the number
of domestic physical education documents on improving
college students’ social adaptability is generally on the rise.
)e largest increase was in 2009, reaching 45.36%, and the
highest number of documents in 2018 was 567, compared
with the previous year. )e increase of 11.98% shows that
more and more researchers are concerned about the social
adaptability of college students and hope to improve the social
adaptability of college students through physical exercise.

4.2. Results of the Winter Sports Education to Enhance the
Ability of Community College Students to Adapt to the
Southern Analysis. It can be seen from Table 2 and Figure 4
that more women were interviewed than men, accounting
for 83.9% of the total, and seniors accounted for 26.7%.
According to the survey, boys’ social adaptability is higher
than that of girls, and the social adaptability of freshmen,
sophomores, juniors, and seniors also increases with age.

Comparing different majors, arts and sports students are
slightly more socially adaptable than science and engi-
neering students, and liberal arts students are slightly lower.
It shows that the overall social adaptability of college stu-
dents needs to be improved.

From Figure 5 and Table 3, it is found that 88.5% of the
students who have received ice and snow physical education
are mainly for physical fitness; in addition, 42.7% and 35.4%
are for the purpose of shaping bodybuilding and promoting
mental health. )e proportion is also relatively large. )e
proportion of improving social adaptability is not high. )e
proportion of boys is 25.7% and the proportion of girls is
26.9%. )is shows that college students’ awareness of this
aspect is not high enough, and colleges and universities need
to give full consideration and guidance to help college
students improve. It can be seen from this that, in the eyes of
most students, the main purpose of receiving ice and snow
physical education is to exercise, form a good body shape
and maintain a healthy mental state.

)is article divides sports venues into gymnasiums,
school playgrounds, parks, and ski resorts. )e exercise
duration is divided into three time periods: less than 30
minutes, 30–60 minutes, and more than 60 minutes. From
the data in Table 4, it can be seen that the proportion of
people exercising on the school playground is the highest,
reaching 38%, the proportion of people in the gym is 34%,
and the proportion of people in the park is 28%. Most of the
people who exercise on the school playground are college
students, and their awareness of exercise is relatively high,
and the school playground is a very convenient place for
sports. )e gym is mainly a place for young people to ex-
ercise. It can make friends widely, improve communication
skills, and enhance social adaptability. As a professional
sport, ski resorts need professional guidance. For Southern
University students, setting up ski resorts for professional ice
and snow sports education and training is not only a sense of

Winter sports education
training for students of

ability to adapt

Improve students’ social
adapt ability through

humanity training

Realize the humanized
mode of teaching method

Establish a humane
teaching evaluation

system

Figure 2: )e research direction of ice-snow sports education on the cultivation of college students’ adaptability.

Table 1: Research on the literature quantity of physical education
for improving college students’ social adaptability.

Years Number of related literature studies Growth ratio
2008 53
2009 97 45.36
2010 98 1.32
2011 143 31.46
2012 173 17.34
2013 178 2.80
2014 217 17.97
2015 215 −0.93
2016 245 12.24
2017 235 −4.25
2018 267 11.98
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Table 2: An overall analysis of the influence of college students’ participation in ice and snow sports on their social adaptability.

Schoolboy Girl student Science and engineering Sports art
Freshman 13.6 12.4 8.9 7.7
Sophomore 25.6 22.4 15.6 12.4
Junior 29.7 23.5 22.7 25.9
Senior 35.8 33.7 35.8 38.9
Population 98.7 83.9 84.9 87.3
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Figure 4: An overall analysis of the influence of college students’ participation in ice and snow sports on their social adaptability.
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Figure 3: Research on the literature quantity of physical education for improving college students’ social adaptability.
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freshness, but also a sense of tension. 25% of students are
willing to go to ski resorts to participate in ice and snow
sports training. )e course is set for 30–60 minutes, which
can achieve the purpose of physical exercise and improve
social adaptability. For Southern University students, they
can better adapt to different situations. )e external envi-
ronment can also learn different exercise methods.

It can be seen from Figure 6 that 15% of the exercise time
in the gym is less than 30 minutes, 35% of the time is 30–60
minutes, and 48% of the time is more than 60 minutes;
regarding exercise in the school playground, the proportion
of time less than 30 minutes is 25%, the proportion of time
between 30 and 60 minutes is 46%, and the proportion of
time exceeding 60 minutes is 12%; the proportion of fitness

in the park is less than 30 minutes is 26%. )e ratio of 30–60
minutes is 33%, and the ratio of more than 60 minutes is
13%. It can be seen from the data that gyms have the highest
proportion of exercise time longer than 60 minutes, indi-
cating that college students prefer professional sports
venues.)erefore, setting up ice and snow sports teaching in
colleges and universities can also greatly enhance students’
interest and make students improve their social adaptability
from ice and snow sports.

It can be seen from Figure 7 and Table 5 that group sports
are more popular. )is group of freshmen alone accounted
for 59.6% of the total number; students who chose relatively
independent programs accounted for 38.9%, and the
remaining students who are uncertain in the lower part
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Figure 5: Analysis on the purpose of college students’ participation in ice and snow sports education.

Table 3: Analysis on the purpose of college students’ participation in ice and snow sports education.

Objective Schoolboy Girl student
Keep fit 88.5 85.3
Build a body 42.7 43.9
Promoting mental health 35.4 36.8
Enhance social adaptability 25.7 26.9

Table 4: )e choice of sports time and sports place for college students.

Sports venues Proportion of people (%) Exercise duration (min) Proportion of people (%)

Gym 34
Less than 30 minutes 15

30–60 35
Above 60 48

School playground 38
Less than 30 minutes 25

30–60 46
Above 60 12

Park 28
Less than 30 minutes 26

30–60 33
Above 60 13

Ski field 25 30–60 58
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account for less.)rough summary analysis, it can be known
that different forms of exercise can improve their own social
adaptability to a certain extent, but the scores of social

adaptability are quite different. Group sports are obviously
higher than independent sports, which is uncertain. Students
score higher than those of independence sports.

gym School playground park
Less than 30 minutes 15 25 26
30-60 35 46 33
Above 60

Less than 30 minutes
30-60
Above 60

48 12 13
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Figure 6: Proportion of people’s exercise time in different sports venues.
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Figure 7: )e influence of different forms of exercise on social adaptability.
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)is article mainly focuses on the research of ice and snow
sports education on improving the social adaptability of
college students in southern China. It conducts in-depth
research and discussion on ice and snow sports education
and the social adaptability of college students through the
method of literature data, questionnaire survey, and data
analysis. )is paper designs an experiment of ice and snow
physical education to improve the social adaptability of
college students in the south, analyzes the college stu-
dents’ exercise methods, exercise duration, and exercise
venues, comprehensively contrasts and highlights the
effect of ice and snow physical exercise on improving
social adaptability, and through effective exercise
methods. Let college students be more calm and calm in
the face of the fierce external environment and deal with it
safely.

)e innovation of this article lies in the following
points: first, combine qualitative research with quanti-
tative research, and fully analyze the research data; sec-
ond, combine theoretical research with empirical
research, and combine it on the basis of discussing
physical education theory. )e actual situation in ice and
snow sports is empirically investigated and analyzed.
)ird, the innovative addition of ice and snow sports to
the winter exercise courses of southern colleges and
universities provides a new alternative way to improve the
social adaptability of college students.

)is article suggests that major colleges and universities
should combine the characteristics of their own schools to
develop a socialization model suitable for physical exercise
of college students in major colleges and universities and
strengthen the explanation of the theoretical knowledge of
students’ sports health and social adaptation theory, so as to
make a good foundation for their future adaptation to the
society.
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Cloud forensics is an extension of contemporary forensic science that guards against cybercriminals. However, consolidated data
assortment and storage compromise the legitimacy of digital indication. )is essay proposes an evolving modern algorithm
automated forensic platform based on the blockchain idea. )is proposes forensic structure design, evidence gathering, and
storage on a blockchain that are peer to peer. Secure Block Verification Mechanism (SBVM) will protect unauthorised users.
Secret keys are optimally produced using the cuckoo search optimization method. All data are saved and encrypted at the cloud
authentication server for secrecy. Confidentiality-Based Algebraically Homomorphism, a new encryption method, is given to
cryptosystem learning. Every data is assigned a block in the SDN controller, and the history is kept as metadata about data. Each
block has a Secure Hash Algorithm version 3 of 512-bit hash-based tree. Our approach uses graph theory-based graph neural
networks in Smart Contracts to track users’ data (GNNSC). Finally, a blockchain-based evidence graph allows for evidence
analysis. )e experiments were run in a cloud environment with Python and network simulator-3.30 (for software-defined
network). We achieved good results in terms of evidence response time, cloud evidence insertion time, cloud evidence verification
time, computational overhead, hash calculation time, key generation times, and entire overall change rate of indication using our
newly deliberated forensic construction using blockchain (FAuB).

1. Introduction

Cloud computing is an emerging technological concept that,
through virtualization technology, provides users with
physical resources.)e cloud computing industry is growing
with the benefit of allowing network accessing to a scalable
and elastic combination of shared physical or virtual re-
sources [1] with self-owned service provisioning and on-
demand available services. )ere is also an enhancement in
the number of cloud users using cloud computing because of
these features. Security risks have begun to develop, how-
ever, with the rising cloud computing industry. Several
security strategies for the cloud environment are being in-
vestigated with virtualization technologies, making it diffi-
cult to implement current digital forensic methods [2].
Access to certain system layers is restricted in Software-as-a-

a-Service (SaaS) and Platform-as-a-a-Service (PaaS) [3]
environments when the cloud environment is categorized
according to the service model access to that layer which are
regulated by Cloud Service Provider (CSP). It is therefore
appropriate to supply the log data generated in the inac-
cessible layer to the CSP through agreement [4]. Investi-
gators have complete control over the evidence in
conventional digital forensics. In a cloud environment,
however, data centers are geographically distributed; cloud
service customers (CSCs) exchange physical infrastructure,
unreliable data that disappear when the instance is shut
down, virtual network, load balancing, and auto scaling to
provide a smooth service environment [5]. )erefore, prior
to a security incident for investigation, it is important not
only to record data for cloud forensics but also to guarantee
the truthfulness of the log data, while it is impossible for the
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investigator to directly capture the data and collect the data
from the remote server. Forensic architecture is suggested
for software-defined networking (SDN) using IoT [6] and
blockchain. Blockchain’s algebraic homomorphic encryp-
tion scheme is adapted here. Evidence data collection is
performed in the presence of the SDN policy [7]. Digital
evidence or stored on cloud using the data flow switches
during the forensic examination. A (PDMS) data manage-
ment system of provenance aware has been invented and
built on the existing provenance monitoring framework [8].
Mchain [9] proposed an integrity management framework
based on blockchain. )erefore, many analyses make an
attempt that are distributed exploitation blockchain tech-
nology within the SDN cloud atmosphere [10]. During this
analysis, within the cloud atmosphere, we tend to use the
blockchain concept for cloud digital computer forensics.
Forensic in cloud computing is an advancement of modern
forensic science that protects against cyber criminals. Single
centralize point compilation and storage of data, however,
overcome the authenticity of digital evidence. In order to
address this serious issue, this article suggests a modern
automated forensic platform leveraging infrastructure as a
cloud service (IaaS) based on blockchain concept. )is
proposed forensic architecture uses the blockchain tech-
nology to store the digital evidence and data are distributed
amongmultiple peers. Secure Block VerificationMechanism
(SBVM) is proposed to safeguarding the device from
unauthorised users. Using the cuckoo search optimization
algorithm for strengthening of the cloud environment, secret
keys are optimally generated. On the bases of level of
confidentiality, all data are stored and encrypted at cloud
authentication server. Confidentiality-Based Algebraically
Homomorphic Cryptosystems learning is presented with a
fast-forwarding algorithm for encryption. A block in the
SDN controller is created for every data, and information is
stored in the cloud service provider, and the history is
recorded as metadata about data. A hash-based tree is
constructed in each block by the Secure Hash Algorithm
version-3 of 512 bits. By implementing graph theory-based
graph neural networks in Smart Contracts, our framework
enables users to track their data (GNNSC). Finally, the
construction of a Logical Graph of Evidence from block-
chain data enables evidence analysis. Experiments were
carried out in a Python for cloud and blockchain-integrated
environment with network simulator-3.30 (for software-
defined network). )e proposed forensic architecture
(FAuB) shows promising results in response time, evidence
insertion time, evidence verification time, communication
overhead, hash computation time, key generation time,
encryption time, decryption time, and total change rate
according to a comprehensive comparative study.

1.1. Research Contribution. In this article, the following
contributions have been made to provide additional digital
forensics research:

(1) In the case of cloud environment like infrastructure
as a cloud service (IaaS), the digital forensics
mechanism [11] design is constructed to collect,

analyze, and release evidence. Blockchain technology
is used to collect evidence.

(2) Evidence and information are secured against
malicious users by using the Secure Block Verifi-
cation Mechanism (SBVM) [12] driven by a cloud
authentication server (CAS). )e SBVM involves
users who have completed successfully secure veri-
fication process by means of a globular logic and
secret key (SK).

(3) Based on confidentiality level or the generation of
digital signature [13] and encryption, the EL
GAMAL algorithm is proposed. Key generation is
done by the cuckoo search optimization algorithm in
CB-EL GAMAL to generate strong secret keys. )e
main contribution of the Algebraically Homographic
Cryptosystem algorithm based on confidentiality is
that the proposed algorithm is based on the data level
of sensitivity and adaptive in nature.

(4) Block was generated by control plane SDN and
distributed across the blockchain network for all
facts and statistics being deposited in the cloud-
based server. For added security, a Secure Hashing-3
(SHA-3-512) algorithm has been proposed for
blockchain accounts. By using neural network-based
smart contracts (GNNSCs) on graph to track data
activities throughout its life cycle, the data source is
preserved.

2. Background

Siva Rama Krishna Tummalapalli [14] developed Bayesian
fuzzy clustering and cluster search laid on support vector
neural network-based intrusion detection mechanism sim-
ulator for clustering and two-level classifier working on
cloud environment [15]. Saad Said Alkahtny developed a
novel architecture to support forensic evidence collection
and analysis of infrastructure as a service (IaaS) in cloud
environment formally known as cloud forensic acquisition
and analysis system without depending on cloud service
provider and third party. )is approach also provides the
access of deleted data and overwritten data files which is not
provided in existing forensic investigation techniques [5].
Zareefa and Mustafa found information obtained from the
Zen Cloud Platform utilizing usable resources in the inquiry.
Essentially the work focused on the three fields, such as
adapting current techniques in the cloud world, gathering
objects and data from the cloud, and assessing the interest of
the information collected. In the near future, we will inte-
grate existing tools of Platform-as-a-Service (PaaS) and
Software-as-a-Service (SaaS) (or all service type frameworks
in one framework) as part of the future path. Finally, this
work centered on and retrieved XCP with file system- de-
pendent storage repositories (SRS) dependent on LVM [16].
)roughout their research, Philip and Clark applied mostly
exif metadata found in JPEG image files. In the near future,
all research studies will be carried out in specific other file
formats such as pdf, text, excel, ppt, and others [17].
Ramakrishnan addressed the big emerging developments in
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cloud computing protection and privacy concerns and often
categorized security and privacy problems in security issues
mainly, privacy issues mainly, and security issues inter-
twined [18]. In their work, Mhlupheki George and Sibiya
explained the specifications for a cloud forensics framework
and what standard procedures followed during the cloud
forensic phase and how to build a cloud forensics system, as
well as cloud forensics as a CFAAS architecture service [19].

In case of denial of service (DDoS), Alex and Kishore
created a program that targets if the forensic management
plane (FMP) gathers data regarding illegal forensic inves-
tigation activities. )roughout the immediate future, we
should be able to execute the whole attack scenario
throughout cloud platform [20, 21]. In their work, Ameer
Pichan,Mihai Lazarescu, and Sie Teng Soh offered a systemic
approach for examining cloud forensic problems, a potential
answer for any process, and a description of forensic as a
business model [22]. In their investigation, Vassil, Irfan,
Andres, and Shane applied analysis and acquisition on SaaS
and tested the results in their case studies. Kumodd: it is a
tool used for the acquisition of cloud drives; Kumoocs: it is a
tool for the acquisition and analysis of Google Docs; and
Kumofs: it is a tool for remote previewing and cloud drive
data screening [23].

Victor R Kebane built a cloud forensic preparation
model as a test of the application software [7]. Grobler et al.
suggested a six-dimensional virtual forensic approach to
include the theory-based modern forensics solution [8].
Valjarevic and Ventor created a model consisting of three
preparation phase assessments in the deployment and
planning model. In ISO/IEC270 43 : 2015 [9], Valjarevic and
Ventor built a model consisting of 3 preparation phase tests
in the deployment and planning model [9]. Saad Said
Alkahtny proposed a novel framework to assist IAAS cloud-
based system (CFAAS) forensic discovery and analytics [10].
Alex and Kishore presented a forensic paradigm of denial of
service (DDoS) assault for cloud storage and data processing
utilizing forensic security plane (FMP) and FTK analyzer
[11]. Emi Morioko, Mehdard S, and Sharbaf presented a
method and algorithm for the procurement of AmazonWeb
Services (AWS) technical evidence [12]. Zareefa andMustafa
proposed a solution for accessing the recorded evidence
value from the cloud and found an experimental result on
Xen cloud platform [13]. Zachary, Katrina, and Kenji used
snapshot submit Google Rapid Response (GRR) to plan and
build automated forensic data acquisition system for fo-
rensic evidence collection [14]. In the cloud environment,
Nhien An Le Khac, Michel Mollema, Robert Craig, and
Steven Ryder are developing an innovative solution to data
acquisition. We explain the legal context and address how to
find the data center and deal with the actual job scenario of
AWS [15]. Peng Xu, Yadong Zhang, and Kai Shuang
deployed a modern streamlined data collection approach
with hybrid data management review across the cloud
logging (LOC) web service [24].

A cloud forensics tamperproof framework for cloud fo-
rensics is developed by the author that is available in a cloud
environment that is untrusted and multitenancy. )is
framework relies on a forensic system based on the compressed

multilayer counting filter [24], independent of daily cloud
activity. No standard forensics preparedness model for cloud
environments can be applied properly. A model for improving
security [16] can be used in a cloud environment. Forensic
preparedness is a way of maximizing the potential of an or-
ganization to respond to violations [17]. Figure 1 and Table 1
show that the number of papers published in various digital
libraries like ACM, IEEE, ScienceDirect, Springer
[16–23, 25–55], and Elsevier indicates that the lots of work have
been done in the field of cloud forensics, and it is an active
research area for the current cloud market.

Cloud logs will include useful data and information for
the computer forensic investigation [18, 49], which is es-
sential. Earlier designed logging systems have a few in-
conveniences to provide the cloud user with security. )e
existing system gives protection and security for user files
that are either saved or uploaded by the user or authenti-
cated [19] by the user. )is paper secures logging by
encrypting cloud logs using encryption techniques and
identifying assaults on the cloud framework from DDoS
(distributed denial of service) [25].

3. Evidence Collection

To classify and access forensic data from different parts and
sources in the cloud world, the processing of evidence plays a
critical role. Evidences are stored in one physical host, and
data are split into another geographical region. )erefore,
after an incident occurs, the evidence is very hard to find
[26]. Proofs are obtained from different forensic origins such
as switches, routers, servers, virtual machines, hosts, and
browsers and from in-house storage content media such as
hard disk drives, ram image files, and physical memory. )e
information is retrieved from multiple sources. Data col-
lection from cloud servers, web browser objects [27], and
physical memory analysis collects evidence.

3.1. Blockchain in Cloud Forensics. Blockchain is one of the
overestimated breaking fields and has acquired significant
consequences as an invention commonly used in numerous
fields [20, 36]. )e blockchain is known mostly as a billing
book or digital distributed database [21].)e way blockchain
interface, render device costs, monitor, and document
transactions began to emerge as a revolutionary advance
since its introduction in 2008. Blockchain [22] can be in-
expensive, removing the do with to supervise and normalize
transactions and communications [23] between various
members of the central authorities. Other miners who have a
record of the entire transaction history in a blockchain mark
each move cryptographically [28, 50]. )is renders time
records that cannot be altered one by one safely, synchro-
nized, and collective. Moreover, blockchain technology is
considered ITand can be used in applications, industry, and
industrial industries [29]. Figure 2 displays the blockchain
design. )e concept of blockchain consists of blocks like i to
n numbers, current hash, and previous hash of the block; if
hash value of any block is changed in blockchain network, it
goes to invalid block and data tempering is detected.
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4. Proposed Blockchain-Based Cloud
Forensic (BCF)

)e proposed forensic architecture, called blockchain-based
forensics, is developed with the necessary algorithms in this
section. )e proposed forensic cloud uses software-defined
network and blockchain concept collection of evidence and
investigation.

4.1. Entities of the Architecture. )e main objective of our
experimental study is to acquire reliable proof or evidence in
the cloud environment and to maintain the cloud prove-
nance of data. )e following entities comprise the overall
forensic system:

(1) Cloud Users (CU). Cloud users (CU1, CU2, . . .,
CUn) are included in our system “n” number. It is
permissible for cloud users to save and access ev-
idence at the server cloud.

(2) Cloud Authentication Server (CAS). At the start, the
cloud clients are registered with CAS to deter un-
wanted access by users. Key generation and au-
thentication are the major responsibilities of CAS.

(3) Cloud Service Provider (CSP). Cloud users store up
all data in outer surface of their cloud on CSP
hosted cloud servers. For every piece of data stored
in CSP, a blockchain was developed.

(4) Dataflow Open Switches (DFSs). During this prac-
tice, a software-defined network is used to gather
CSP data. We have therefore used many DFSs to
relay CSP data to consumers. For data, the owned
database flow regulations applied by the control
plane to user DFSsmay bemainly responsible. DFSs
[R] only deploy and modify flow rules in the
software-defined network control plane.

(5) Software-Defined Networking Control (SDNC)
Plane. )e software-defined networking control
plane is responsible for applying network status
data flow rules and for gathering all CSP evidence.
)e software-defined networking control plane
manages blockchain for proof collection, and a
block is generated for any CSP data. )e complete
machine architecture is seen in Figure 3.

Our forensic architecture’s principal objective is to
capture and conserve appropriate CSP data. We initially
developed an efficient verification design to secure the device
beginning unlicensed users. Data saved to the CSP are
encrypted to ensure secrecy within the cloud setting.
Decentralized data processing was planned based on
blockchain technology.

Table 1: Records of article types in various libraries on this topic.

ACM IEEE Explore Science Direct Springer Elsevier
Journals 8994 209 197 683 506
Book chapters 469 3 17 60909 12551
Conference 70 698 3 509 80
Total publications 9533 910 217 62101 13137
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Figure 1: Year-wise analysis of research papers was published in digital libraries.
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Smart contracts can be used for the motto of recording
and storing data history. For successful proof analyses, the
graph-based research approach is recommended.

4.2. Cloud User Authentication. CAS is first registered with
all cloud customers. User ID and password are user cre-
dentials that are taken into account when logging (PW). CAS
produces a secret key (SK) for each documented CU by
means of the cuckoo algorithm. Both users are valid at
anywhere using the circular theorem’s secret code (SC), SK,
ID, and P.

4.2.1. Key Creation and Generation with the Help of Cuckoo
Algorithm. )e cuckoo search algorithm is a newly invented
metaheuristic search optimization algorithm used to solve
problems of optimization. )is is a metaheuristic nature
inspired algorithm focused on the brood parasitism of
certain cuckoo birds, as well as spontaneous Levy flight
walking. It has been carried out in a number of areas. )e
cuckoo algorithm is used in this research meant for the main
generation of cryptography process.

)e EL GAMAL equation is usually defined as follows.
Alice:

Choose the secret1≤ a≤p − 11≤ a≤p − 1,

ComputerA � gamodpA � gamoda.
(1)

Alice sends the public key pk� (p, g, A) pk� (p, g, A) to
Bob.

ElGamal is a public key cryptosystem dependent on the
discrete logarithm issue for a gathering GG; for example,
each individual has a key pair (sk, pk) (sk, pk), where sksk is
the mysterious key and pkpk is the public key, and given just
the public key, one needs to track down the discrete loga-
rithm (take care of the discrete logarithm issue) to get the

mysterious key. )e cryptosystem is both an encryption plot
(this part) which assists Alice and Bob with the issue of
trading delicate data over an uncertain channel listened in by
their enemy Eve and a computerized signature conspire (the
following segment) which assists them with making ad-
vanced marks. )e mark conspire is somewhat unique in
relation to the encryption plot and different advanced mark
plans; for example, the Schnorr signature plot and the digital
signature algorithm (DSA) depend on ElGamal’s unmis-
takable plan however with more limited keys. )e public key
created is as follows:

Pu(SK) � Pr(SK) × P. (2)

We may be capable of making out here the random
generation of the private key (Pr(SK)) that attackers can
crack quickly. )e cuckoo algorithm is used to enhance the
key generation process.

4.3. Cuckoo Search Explanations. Each egg is a solution in a
nest, and a new solution is the cuckoo egg. )e aim is to
substitute not so nice nesting solutions with new and
hopefully better solutions (cuckoos). )e simplest shape of
each nest is an egg [19]. )e algorithm can be applied to
more complex cases in which several eggs are present in each
nest representing a set of solutions.

)ree idealized rules are based on CS:

(1) Per cuckoo lays one egg on a single basis and dumps
the egg into a randomly chosen nest.
)e better nests with good egg content will hold the
next generation.

(2) )e number of available host nests is set, and host
birds will possibly find the egg laid by a cuckoo.

(3) In this scenario, the host bird will throw away the
egg/give up the nest and make a whole new nest.

For continuous nonlinear optimization, the cuckoo
optimization algorithm is used. )e lifestyle of the cuckoo
family of birds is influenced by COA. )is development
optimization algorithm is based on the life style of these
birds, their egg laying, and their breeding features. As other
emerging approaches, a cuckoo optimization algorithm is
introduced by an initial population. Here are two categories
of cucumbers in various societies: mature cucumbers and
larvae. )e algorithm is based on the attempted survival.
Any are discarded as they fight for life. )e remaining
cuckoos migrate to well again seats and begin raising and
laying their eggs. Finally, the surviving cuckoos converge in
such a way that there is a society of cuckoos with the same
rate of profit.

To address the optimization issue, the variable values of
the problem should take shape of an array. )e “habitat” is
called this array.

In an optimization problem, the next Nvar of a habitat
will be a 1×Nvar array that shows the current living location
of cuckoos. )is array is described as follows:

Habit � X1, X2 . . . , Xn . (3)

Evidence
collection

SDN Controller Plane

CB-EL-GAMAL Based Encryption

CBVM

Authentication fail Cloud User

IaaS Cloud

DFS

Figure 3: Blockchain-based cloud forensic (BCF) architecture.
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)e suitability (profit) of the current habitat is obtained
by computing the function profit (p-f ) in the habitat. )us,

profitf · b · (habit)f.b X1, X2 . . . , Xn . (4)

To establish an optimization search algorithm, a habitat
matrix of Npop ∗ Nvar size will be prepared and a random
number of eggs will be allocated for each habitat.

Allowing for the number of eggs that every one cuckoo
lays and as well as the space between the cuckoos and the
current optimized zone, the laying radius will be calculated.
After that, in that zone, the cuckoos start to lie. )e laying
radius is calculated as follows:

ELR � a ×
number of current cuckoos ggs

total number of eggs
×(Var(hi) − Var(low)).

(5)

)en, each cuckoo begins to lay her eggs in the nest
within her ELR.

)us, after each laying round, the less profitable percent
of eggs (p%) (usually 10 percent) (their profit function is at
the lower level) is destroyed. In the host nest, other chicks
power up and develop.

4.3.1. 5e Cuckoo’s Migration. While growing up and get-
ting older, cuckoos live in their environments, but when the
laying time comes, they migrate to superior habitats where
the eggs have more chances to survive. )e group with the
best location will be targeted after composing the groups in
different living locations in general (justified area or problem
search space), and other cuckoos will migrate there.

When the cuckoos that are grown live all around the
environment, it is not easy to determine which group be-
longs to each cuckoo. )e cuckoos will be grouped by “K
means” to solve this issue.

)is method is actually a traditional method of grouping
(finding a K between 3 and 5 is usually acceptable).

)ey do not travel the direct way when the cuckoos
migrate to the target. With the deflection of (φ), they just
travel (ƛ %, almost a percent) of the way.

)ese two parameters (φ) help cuckoos to explore a
larger area. ƛ is a random number between 0 and 1, and φ is a
number between (Algorithm 1):

−
µ
6

+
µ
6
. (6)

In the method, the cuckoo algorithm selects an enhanced
vector f(x) and is allotted to Pr (SK). Determining the secret
key generated is difficult for cyber criminals because the
cuckoo algorithm selects the random number more
optimally.

4.3.2. Authentication Using Secure Block Verification
Mechanism (SBVM). For those logged-in users, CAS pro-
duces secret keys and beginning points. For each operator of
a particular circle, the root points are (Ox, Oy) co-ordinates.
For each user in CAS, the respective credentials (ID, PW,
and SC) are saved. In all stages of verification, all passwords

are checked. )e CAS key is a random code that makes it
impossible for an attacker to invent the code for each user.
By the following equation, a circle is defined as follows:

(Ax − Ox)
2

+(By − Oy)
2

� R
2
. (7)

Each user builds an SC consisting of origin points by
using origin points (Ax, By). )e user chooses an SC that
follows the circle equation to effectively complete the au-
thentication. While a client has to use the cloud, the client
shall have each one ID and password along with the time
stamp (TS).

Algorithms illustrate the method of SBVM-based
authentication. A user who has legitimate passwords will
complete the validation effectively. By making an al-
lowance for SC next to TS, the protection level of the
SBVM is increased. Although the SC differs over time, the
attacker cannot split the SC. )e attacker cannot use SC
for the next authentication without being aware of the
source points despite the SC being cracked at a time by
the attacker.

4.4. Confidential Data Encryption. Users who have suc-
cessfully completed the authentication process will enter the
cloud computing environment in the planned forensic
system. Within the cloud storage, users store their infor-
mation in the form of ciphertext with extra security of digital
signature. When mentioned in the prior paragraph, secret
keys are produced by means of the cuckoo search algorithm.
Data are translated into ciphertext by using the created
strong secret key in the confidentiality encryption (CB- EL
GAMAL) algorithm (Algorithm 2).

)e EL GAMAL algorithm is paired through the CB-EL
GAMAL algorithm probability and algebra. Algebraically
homogenous crypto systems are a quick-release solution that
is embedded in the decryption and encryption process across
many unseen layers. )e input layer of the homomorphic
cryptosystem algorithm is used to encrypt, and Pu(SK) is
initialized, and encryption is done on the secret layer. CB-EL
GAMAL, however, is confidential and carries out the fol-
lowing data encryption procedures.

Algorithm 3 demonstrates the overall technique with an
efficient hidden key for the CB-EL GAMAL algorithm [56].
By implementing graph theory-based graph neural networks
in Smart Contracts, our framework enables users to track
their data (GNNSC). )e CB-EL GAMAL algorithm being
proposed is shown in Figure 4. )e neural network is used
for the encryption process and calculating ciphertext in
hidden layer for secret key generation, in which crypto-
systems learning is a fast-forwarding method that is in-
corporated for the encryption and decryption process
through multiple hidden layers [45].

Similarly, the input layer begins the ciphertext, and the
output layer gets the original text when the data are
decrypted. )e participation in encryption of the Homo-
graphic Cryptosystems Algebraically algorithm [27]
strengthens data security. To retain the documentation of
possession, the data will be signed by the customer sooner
than outsourcing to the cloud computing surroundings.
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Digital signature using the EL GAMAL algorithm generates
the same as mentioned, and the hash value is first created to
sign the data as

HV � Hash(D). (8)

)e digital signature is then created:

signature �
HV + Pr(SK).K2

K1
, (9)

where the random numbers are k1 and k2. )e data have to
be registered by the same data proprietor if data are updated
or ownership

4.5. Efficient Collection of Evidence Using Blockchain
Technology. In cybercrime, digital data are important source

for analysis.)e offenders will conceal their details and erase
the evidence in a variety of parts of the infrastructure as a
service cloud system.)e key issue with the infrastructure as
a service cloud infrastructure can be with the intention of
data collection being spread on a wide scale. In comparison,
cloud consumers monitor more than scholars, making it a
difficult challenge to gather and preserve data. SDN and
blockchain technologies are utilized in the proposed digital
forensic infrastructure to gather and maintain cloud forensic
data to combat all this issue. )e evidence will be stored
within the blockchain ledger under the control of the SDN
control. In cloud forensics, some relevant meanings are as
follows.

Evidence Integrity. Integrity of the evidence guarantees that
the certificate reflects correctly the information contained in

Start Function objective f (x), x� (x1), x2, . . ., XD) T;
Initial host nest population xi, I� 1, 2, . . ., n)
Duration or stop criterium (t<max generation)
Get a cuckoo to Levy Flights by random means;
Analyze Fi fitness
Select a nest randomly between n (say j)
If (Fi> Fj)
Substitute j for the current result
Finish If

A fraction of the worst nests is deserted and new nests are created
Maintain the right options (or quality solutions nests)
Grading the solution and finding the right solution
End for
Posting and visualizing outcomes of processes

End Start

ALGORITHM 1: )e Pseudo-code of Cuckoo Optimization Algorithm.

Input: password for users
Output: Status of authentication
(1) Begin
(2) For CU//Registration of Cloud User
(3) Register ID, Password⟶ CAS
(4) CAS uses cuckoo algorithm to produce Secret Key (SK)
(5) CAS provides SKs; Origin Points⟶ CU
(6) End for//Registration completed by Cloud User
(7) If Ui requires on right to use cloud//Require validation
(8) Calculate secret code (SC) via equation (7)
(9) CUi submits IDi, Password, SC, TS⟶ CAS
(10) CAS verifies User credentials
(11) If (User Credentials are correct match)
(12) Ui�Authorized user
(13) Else
(14) Ui�Unauthorized user
(15) End if
(16) Else
(17) End process
(18) End if
(19) End

ALGORITHM 2: SBVM authorization mechanism (Pseudocode).
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the PC. Several areas of the cloud influence knowledge
respectfulness, but preserving integrity is a core component
of the cloud crime scene investigation. )e recognized
technique to encrypt trustful information uses validated
hash techniques, for example, MD5, SHA1, and SHA-256.

Data Origin. It is a form of authentication that corroborates
a party as the (original) source of specified data generated in
the past at some (typically unspecified) time.

Data Volatility. Unpredictability, after the power is switched
off, memory or power failure of the material occurs. )is is
an important problem from a measurable standpoint since
both memory and CPU procedures would vanish if the
server crashes. If virtual computers are involved, these
difficulties increase (VM). For ec IaaS, VM does not have
permanent storage in this way; if the VM crashes, the volatile
data may be lost.

Custody in Chain. )e method of retaining and recording
the chronological past of treating data as digital information

can be represented. Data may be moved from the first re-
sponder, prosecutors (one or more), and judges to various
layers of hierarchy of the automated forensics system. )ese
provisional owners treat the proof during this lifetime.
Because any evidence-based measure is held in the block-
chain, our proposed work holds the custody chain.

Digital Evidence Ownership Proof. Digital evidence of
ownership is defined here as the proof of existing digital
proof of ownership. Multiple owners can manage the data
during its lifespan. If the status of the data has shifted, the
original owner must sign the data to retain the proof of
cloud-based ownership. )e patented evidence is retained
in the framework as the transition in ownership is still
preserved in the blockchain data history.

Graph Neural Network (GNN)-Based Smart Contracts. It is a
computer program that tracks data history automatically.
When the necessary conditions are met, the smart contract is
activated and executed. To optimize smart contracts, graph
theory algorithm rules are deployed in this work [56].

Input: Public key and input data
Outputs: Ciphertext
(1) Initialize public key (Pu(SK)) and Input data (d)
(2) If (d�Confidential)
(3) Split data d⟶ d1 and d2
(4) For data d1
(5) Calculate ciphertext 1(c1) as,
(6) c1� d1 φ d2
(7) End for
(8) For data d2
(9) Initiate Pu(SK), d2 at input layer
(10) Calculate ciphertext 2 (c2) in hidden layer,
(11) ca� k× P//k is a random number
(12) cb� d2 + k×Pu(SK)
(13) c2� (ca, cb)
(14) End for
(15) Get ciphertext (c) as,
(16) c� (c1, c2)
(17) Else
(18) For d
(19) Repeat step number (8 to 13)
(20) End for
(21) End if
(21) End

ALGORITHM 3: CB- EL GAMAL (Pseudocode).

Hidden layer Output layerInput layer

Ci

di

Pu (SK)

Figure 4: Neural network for encryption.
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Data Lineage. It documents the history of possession and
paper process throughout its entire life cycle. In other words,
the record sequence showing the behavior taken from the
data is known as a lineage or origin. With the aid of
blockchain, we retain the data root; that is, in our work, any
alteration made to the data is saved and traced by GNNSC in
the blockchain.

)e evidence has the hash value of the public ledger in
the blockchain. We give a SHA-3-512 algorithm better in
terms of security for hash value generation.)e hash value in
SHA-3 is determined accordingly for each block:

hash � sponge[g, pa d, q](T, L). (10)

)e hash unique value can be calculated here designed for
input, that is, transaction (T) padding q, permutation g

function, and output length L. )e hash value is often created
by the “sponge building” mechanism in SHA-3-512 as in
EQATERY (10) rather than by the “sponge building” proce-
dure. Accepting SHA-3-512 for hash calculations may bring
various benefits over the current system with respect to time
consumption and protection. Let us look at the U1 user’s data
d1 at time t1 in the cloud. After that, the block is formed by d1
and the hash value is created by SHA-3-512. Each transaction,
i.e., the shift kept on d1, is based on the time the GNNSC block
was installed in the system. Every update is processed and
circulated as evidence in the blockchain network between the
peers. )e log contains the user name, IP address, time, and all
other hardware information of the proof. )e proof log, in-
formation history, is kept as the proof for each change found in
detail in the blockchain. Past of data can involve lines that
describe changes, ownership transition, and other behaviors on
cloud-specific data. Algorithm 4 explains the method of col-
lecting evidence. In favor of each single data residing within the
cloud, the evidence can be gathered and preserved within the
blockchain here. Furthermore, in the cloud environment,
GNNSC tracks and wheels the ease of access of data stored by
users.

During our initiative, we use smart contracts to alert cloud
server when a graph theory law, which is often integrated as a
proof record within the blockchain, is met. Many registered
users will be able to the right of entry information contained
in the cloud atmosphere. )is thesis draws intelligent con-
tracts from the graphology that functions on a secret stage of
data. )e smart contract is executed by means of the graph
theory principles used in the framework. Figure 5 demon-
strates GNNSC’s pictorial representation. FSC presence tracks
all big activities conducted under the data contained in the
cloud server machine. )us, any accurate evidence of the
cloud server machine is gathered, and the correctness of
evidence is conserved using blockchain technologies in our
proposed forensic architecture.

Table 2 displays the laws of graph theory in GNNSC [57].
Because of these sets of laws, the statement is generated and
saved like an evidence log. A modification of the data made
after previous access is the previous danger. If the earlier
hazard is restricted and information is nonconfidential, the
log right of entry evidence will be overlooked and the report
will not be produced. )e produced statement is well

thought out otherwise noteworthy and stored in the
blockchain.

5. Cloud Forensic Investigation

If a cybercrime has been detected, the designated investi-
gator (police and lawyers) must examine the digital evi-
dence. CAS also authenticates the investigator prior to the
inquiry. If a criminal enters an election voting room, his
basic details, such as his Aadhar number and voter id, are
kept in the election commission’s database. If he tries to
update or erase the evidence history by hacking the database,
deleting, or modifying his entry into the voting space, he is
attempting to upgrade or remove the evidence history.

Given that every one of the evidence record logs stored
within a blockchain, we know that it is a distributed ledger
and our suggested forensic architecture will be useful in this
situation. It also passes the strong authentication before
gaining access to the device. According to the investigator,
the following steps should be taken when analyzing data.

5.1. Evidence Identification. )e first step in a digital forensic
investigation is to locate a possible evidence source of re-
liable evidence. As a result, the investigator must obtain legal
consent from the relevant authority as shown in Table 3.

5.2. Evidence Acquisition. )e investigator possibly will
gather round all evidence log records of the blockchain by
way of the consent of officially authorized authorities. )e
evidence log recorded inside the study contains mutual
credentials of the user and evidence based on hardware.
During this time, the investigators will have to adhere to
court restrictions while also abiding by SLA agreements.

5.3. Evidence Analysis. )e investigator then goes through
all data logs and compiles a report on digital evidence.
Logical graph with evidence for better research, this paper
proposes a graph of proof. )e evidence is used to build a
graph of data with matching log attributes. If the perpetrator
checks in at a polling site, submit the history of persons
visited in the voting center, i.e., original details, just before
the cloud to the administration of the election commission,
i.e., a registered person. )e evidence is currently being
developed on blockchain for each one log record attribute
(source_IP, timestamp, actions made, transaction hash,
server of virtual machine, DFS_ID, and the like).

)ink about the case where the suspect’s check-in history
was changed at t2. )en, in a subsequent block of log at-
tributes, the next log is modified. Similarly, as soon as the
hacker tries to access the information or erase it from the
cloud, this should be treated as evidence and recorded in the
subsequent block. )e investigator must complete the fol-
lowing steps to create a graph of evidence:

(1) Sequentially arrange the evidence according to the
timestamp

(2) Store each evidence through its attributes of log
record

Scientific Programming 9



Smart Contracts 

OutputGraph Neural
Network 

Report 
Generated 

Yes/No

Input

Data type

Past Risk

Action Mode

Figure 5: Pictorial representation of GNNSC.

Input: cloud, user, data
Outcome: collected digital evidence
(1) Start
(2) For every CUi ϵ CU
(3) Creates Cloud users with GNNSC
(4) End for
(5) For every data
(6) U1 stores d1 in Infrastructure as a Cloud Service
(7) Create the block for d1
(8) Calculate Hash value (d1) with the help of Equation (10)
(9) Track d1 and modernize the evidence
(10) End for
(11) For every transaction on d1
(12) Store Log timestamp, source or origin IP, Visual machine disk filetransaction hashdetails, Virtual Machine server, actions

made, etc.
(13) If (Graphtheoryrulesarenottrue)//GNNSC
(14) Report Generation
(15) Else
(16) Do not produce the report
(17) End of if
(18) End of for
(19) End

ALGORITHM 4: Efficient Evidence Collection Method (Pseudocode).

Table 2: Attribute rules for GNNSC.

Data type Past risk Action performed Report generation by GNNSC
Nonconfidential Low Read No
Confidential Low Read No
Nonconfidential Low Edit No
Confidential Low Edit Yes
Nonconfidential Low Delete Yes
Confidential Low Delete Yes
Nonconfidential High Read No
Confidential High Read Yes
Nonconfidential High Edit No
Confidential High Edit Yes
Nonconfidential High Delete Yes
Confidential High Delete Yes

Table 3: Evidence sample along with attributes.

Evidence
identity
(ID)

Different
timestamps IP_Source Upload_User Accessed

user Hash_Tn Performed
actions

Block
hash Location_Attribute

Virtual
machine
server

DFS

001 Ts1 192.168.10.xx User A User A m-bits Upload n-bits ZZZ Pqrst 1
002 Ts2 192.168.10.xx User A User A m-bits Read n-bits ZZZ Pqrst 2
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(3) Build an evidence graph according the evidence
order and log record attributes

Table 2 shows properties of the survey evidence col-
lection. A graph of evidence can be constructed using these
data, as seen in Figure 6. )e investigator can see from the
graph of evidence that the suspect has edited (modified) the
evidence (User X). However, the authorized user’s location
and IP addresses are different. Consider the case where the
suspect’s check-in history was changed at t2. )en, in a
subsequent block of log attributes, the next log is modified.
Similarly, when the suspect tries to hack these data or erase
them from the cloud, this is treated as evidence and recorded
in the subsequent block.

5.4. Reporting of Evidence. At the evidence review level,
every one of the evidence within the graph of evidence is
authenticated using a cryptographic digital signature that is
kept together in the midst of the value of hash and data. Data
should be signed earlier than being sent to the cloud
according to our proposal. As a result, at what time an
intruder could modify the evidence data, he or she should
generate a digital signed signature.

For all evidence, the current transaction’s hash value is
stored at the blockchain.)e hash significance of data stored
in the cloud must match the Merkle tree root value of the
block. )e investigator compiles a report based on these
findings and submits it to the court as a digital testimony.
From acquisition to submission to juridictionary, algorithm,
number 4 illustrates the collection process of evidence.

As a result, our designed architecture of cloud forensic,
which incorporates blockchain and SDN technologies, al-
lows for secure collecting evidence from the cloud. A strong
authentication protocol stops unauthorised users from
gaining access to the cloud environment, while a sensitivity
aware encryption process improves data protection. Evi-
dence storage using blockchain and SDN is an intellectual
approach for distributed data protection. From evidence
analysis to evidence reporting to the court, our designed
architecture of cloud forensic facilitates the whole
investigation.

5.5. Investigational Result Evaluation. Within this investi-
gation result evolution, we compare the efficiency mea-
surements of the designed architecture of cloud forensic
with the earlier research contributions. We present our

simulation environment in this section and at that time
judge on our designed architecture of cloud forensic to the
prior centralized log record process collection.

5.5.1. Configuration and Simulation. In a combined simu-
lation platform, we configure our designed architecture for
cloud forensic. Using CloudSim, we introduced an IaaS
cloud environment in Python. Blockchain is the built data
storage mechanism of IaaS cloud in Python Programming as
described in the following Algorithm 5:

Both tests were run on Ubuntu OS by means of an Core-
i7 Intel CPU running next to 2.80 GHz, 16GB of RAM, and a
1000GB SSD.)e simulator version network 3.30 simulator,
that is committed to network simulation for the software-
defined networks, is also compatible with the cloud and
blockchain environment. )e Python platform’s perfor-
mance is merged by ns-3.30, in the direction to create a
simulation environment.

)eUbuntu operating system underpins the entire work;
we use NetBeans-8.2 for PYTHON blockchain setup, Net-
work Simulator-3 for software-based network simulator,
and CloudSim for IaaS cloud deployment.

Table 4 of our experiments explains the important pa-
rameters of simulation used in the direction of applying our
designed architecture of cloud forensic. Prior to we get
interested in the study, we will go through a real-world use of
the proposed forensic scheme.

)e Proof-of-Work principle is used by the miner to
validate the blockchain. A corresponding block is generated
for each piece of data that the user stores in the cloud
environment and the stored hash values.

Use Case Diagram of Our Designed Architecture of Cloud
Forensic Using Blockchain (FAuB). IaaS will be a cloud
environment to be extremely versatile and can be used by
any rising business. Many real-world implementations will
benefit from our designed architecture of cloud forensic IaaS
platform. In this paper, we look at one application of the
proposed work in crime detection. Consider several voting
centers that store their data such as voter records, financial
information, maintenance information, personnel informa-
tion, and surveillance information into IaaS cloud. Each data
should be encrypted depending on top of the extent of data
protection earlier than being outsourced to the cloud, as per
our job. Furthermore, each voting center’s administrator

Table 3: Continued.

Evidence
identity
(ID)

Different
timestamps IP_Source Upload_User Accessed

user Hash_Tn Performed
actions

Block
hash Location_Attribute

Virtual
machine
server

DFS

003 Ts3 192.168.10.xy User A User X m-bits Read n-bits ZZZ Pqrst 3
004 Ts4 192.168.10.xx User A User X m-bits Edit n-bits zzz pqrstklj 3
005 Ts5 192.168.10.xx User A User X m-bits Edit n-bits ZZZ pqrstbvf 1
006 Ts6 192.168.10.xy User A User A m-bits Upload n-bits ZZZ Pqrst 2
007 Ts7 192.168.10.xx User A User B m-bits Upload n-bits ZZZ Pqrst 1
008 Ts8 192.168.10.xx User A User B m-bits Delete n-bits zzz Pqrst 1
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must be CAS-registered.)e SDN controller collects evidence
designed for every one of the data stored within the cloud
atmosphere and stores it on a blockchain. Additionally, each
admin may use GNNSC to monitor their data.

Figure 7 depicts an example of the anticipated use case.
Consider the case of a suspect who voted for a few hours at
the polling center A. )e suspect’s information will then be
found in the voting center A’s election record file. Fur-
thermore, video of the perpetrator in the polling center will

be used in the data obtained from security cameras. )is
could aid detectives in locating the suspect as soon as
possible. Any change made to the voter registration database
and surveillance data is recorded within the blockchain as
evidence. )e perpetrator will erase or change the register of
the voter registry and the data of surveillance contained
inside the cloud if we do not have a good forensics mech-
anism architecture. Every evidence is preserved in the
blockchain, that is, a distributed block ledger, in our

UA

001 002 003 004 007005 006

UA UB UX

192.168.10.x 192.168.10.x 192.168.10.xy192.168.10.x

ZZZ

pqrst

UpdateUploadRead Delete

pqrstkljpqrstbvf

zzz

Edit

User 

Evidence

User

Source

Location

VM 

Action

008

Figure 6: Evidence analysis scenario.

Evidence as: input
Evidence as: inputGraph of evidence as an: output

(1) Begin
(2) Using the SBVM system, verify the investigator’s identity.
(3) Determine the case’s evidence.
(4) Collect evidence in the form of {Evidence_Identity, Time_stamp, IP_Source, uploaded_User, accessed_User,

Performed_Actions, Hash_Tn, Block Hash, Location_Attribute, virtual machine server, and OFS ID} from blockchain.
(5) Create an evidence graph by means of attributes of evidence.
(6) For every one of the evidence
(7) Ensure that {Block_Hash && IP_Source} are right and correct.
(8) If this is the case (Verification D True)
(9) Verify the signature//Validation of evidence
(10) If this is the case (Signature is valid)
(11) Collect reliable evidence
(12) Else
(13) Prepare illegitimate evidence
(14) End if
(15) End if
(16) End for
(17) Prepare and share the copy of evidence with the jurisdictionary court.
(18) End

ALGORITHM 5: For forensic investigation.
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proposed forensic architecture. We also store the VM logs in
the blockchain as evidence. )e investigator will obtain
information from the blockchain even though the hacker
changes and modifies the details on the cloud. Plotting an
evidence graph with the collected data log will reveal
whether there are any differences in the evidence. )e in-
vestigator will pass the digital evidence from a CoC to the
court based on the evidence obtained from blockchain.

5.5.2. Comparative Analysis. )is section compares our
designed architecture of cloud forensic to the current
CFLOG [5] framework for safely collecting digital evidence.
In CFLOG, the evidence is collected and stored in a cen-
tralized fashion, which is a major contrast between current
forensic infrastructure and CFLOG. As mentioned in Sec-
tion 3, this causes several problems. We designed an

architecture of cloud forensic that collects in addition to
storing digital information safely using SDN and blockchain
technologies to overcome these challenges.

(1) Response Time Comparison. )e time in use for users on
the way to get a response to a data request is known as
response time.)e number of users interested in the forensic
method validates this metric. In supplementary terminology,
response time refers to the time it takes the forensic method
to provide the necessary information or documentation to
the users.

In Figure 8, the designed architecture of cloud forensic
SDN-blockchain-based forensic framework is compared
with the current CFLOG framework, which has a centralized
framework. )e numeral of requests of users increases by
means of the increase inside the number of users in both

SDN
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Court
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Modify Evidence 

IaaS Cloud

DFS
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Figure 7: Digital forensic crime investigation case diagram.

Table 4: Simulation configuration setting.

Parameters Value
Number of users 120
Number of OFSs 8
Number of controllers 1
Number of cloud authentication servers (CAS) 1
Number of keys generated 120
Cuckoo Maximum iteration 120

EL GAMAL Number of hidden layers 4
Key size 256

SHA-3

Block size 576
Word size 64 bits

Number of rounds 24
Customized contract GNNSC
Maximum handles 2048

Cloud
Number of virtual machines 35

Average RAM 512MB
Average bandwidth 1000000MB

Simulation time 100ms
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works, so the response time steadily increases with the in-
creasing user numbers. Still, for more user number, our
designed architecture of cloud forensic responds to the
requested users easily. )at use of software-defined network
technologies improves the ability of scaling or the ability to
accommodate a large number of users at the same time. As a
result, any cloud user can link to the server of the cloud
instantly as well as download the data requested by users.
Similarly, the prosecutor should be able to obtain infor-
mation from the blockchain without having to wait for the
SDN controller to respond.

As a result, the proposed forensic architecture reduces
the time of response. CSP performs together data managing
as well as evidence collection in a consolidated fashion in
CFLOG, which increases the response time when there are a
large number of users. )e CFLOG system takes 100ms to
answer in the presence of 120 users, while the designed
architecture of cloud forensic system takes 72ms intended
for the identical amount of user numbers. As a result, the
designed architecture of cloud forensic outperforms the
CFLOG system by 27%.

(2) Evidence Insertion Time Comparison. )e point in the
time it takes to (or create) insert digital data of evidence
collected on a server of the cloud is known as evidence
insertion time. It can know how to exist and describe at the
same time as the time it takes SDN plane controller to
generate a proof meant for the CSP’s stored data inside our
analysis.

)e insertion of evidence period as a function of the
different user numbers is shown in Figure 9. When the user
number grows, so does the volume of data that must be alive
stored and the number of pieces digital evidence that must
be generated. As a result, the amount of time it takes to insert
evidence increases as the number of users increases in all
works. Every one of the evidence should be unruffled and
stockpiled in a consolidated way beneath the supervision of
CSP in the CFLOG process.

As a result, the centralized evidence collection procedure
lengthens the time it takes to insert evidence. In addition, we
protect the history of data in our work, whichmeans that each
change to data is treated as evidence and incorporated into the
blockchain. )e SDN controller, on the other hand, is in
charge of creating and preserving documentation without the
intervention of CSP. As a result, relative to previous work,
evidence insertion in blockchain takes less time.

(3) Evidence Verification Time Comparison. )e time it takes
an investigator in the direction of collecting and validating
the evidence commencing a blockchain is known as evidence
verification time.

)e time taken for verification of evidence within the
CFLOG process and the proposed forensic system is
compared in Figure 10. )e proposed automated forensic
technology achieves the shortest possible time for evidence
verification. )e investigator would use CSP to collect
evidence in the CFLOG process, and the verification is
done in the conventional method. Instead of CSP, the
investigator in the suggested work aggregates all evidence

from the controller. In addition, for the improved studies,
evidence testing is carried out by creating a graph of ev-
idence. Furthermore, we suggested SHA-3-based hash
computation to maintain evidence consistency while re-
ducing time consumption. As a result, we gain evidence
integrity with the least amount of time spent on evidence
verification.

In the presence of ten users, CFLOG takes 62 milli-
seconds to collect and validate digital evidence, while the
planned digital forensics FAuB takes just 37 milliseconds,
reducing the verification time by nearly half.

(4) Computational Overhead Comparison. )e bandwidth
amount used in the direction of executing a particular ac-
tivity (transfer data, reading, update, generation of evidence,
and verification of evidence) within the system of forensic is
known as computational overhead.

Figure 11 depicts a comparison of computational
overhead based on different user numbers. Because the
amount of data on the way to be interpreted grows in
tandem with the number of users, the computational
overhead increases. )e computational overhead is raised in
the absence of blockchain technologies owing to centralized
device administration. Both data and evidence collection in
CFLOG occurs in CSP, which raises the overhead.

)e suggested forensic method, on the other hand, keeps
indication processing like collection, hash reckoning, and
conservancy on the SDN controller, reducing the total
computational overhead. Furthermore, incorporating SDN
technology increases scalability without adding overhead.
)us, the proposed digital forensic infrastructure adds 8KB
of overhead for ten cloud customers, while the CFLOG
framework adds 10KB of overhead.

(5) Total Change Rate Comparison. )e rate of total change is
calculated by dividing the amount of evidence modification
by total evidence existing within the forensic framework
facing problems with the old CFLOG system as shown in
Figure 12. When a hacker person changes data to organize
on the way to destroy evidence, the net modification rate
rises. )e collected data must be accurate, and the evidence’s
accuracy must be maintained for an effective forensic
method. Since only registered users are included in the
proposed forensics scheme, any information along with data
of unauthorised users is refused. Furthermore, we use
blockchain technology based on top of the SHA-3 algorithm
to maintain the credibility of evidence.

According to our findings, the proposed forensic method
modifies 11.1% of the evidence. However, since we guarantee
credibility, CoC, and PoO for evidence, this alteration is also
registered as evidence in the blockchain. Because (i) cen-
tralized infrastructure ever since CSP can be able to be
malicious, (ii) node single vulnerability (an attacker just
wants to break CSP’s), (iii) no credibility is protected, as well
as (iv) interference to unauthorised user’s accessing, ap-
proximately 60% of evidence is changed in the CFLOG
process. We overcome all issues by means of the help of
blockchain and SDN technologies that reduces the system’s
overall change total rate.
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Table 5 compares the cumulative outcomes of the CFLOG
process and the proposed forensic system in terms of per-
formance measurements. We will see that each metric has
improvedwith the proposed digital forensic FAuB architecture.

(6) Efficiency of CB-EL GAMAL with Cuckoo Algorithm.
)e elliptic curve cryptography (ECC) algorithm is reg-
ularly used design for digital signature concept in
blockchain technology. On the other hand, there are
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several issues with key generation, encryption, and de-
cryption. We suggested the CB-EL GAMAL algorithm
with the cuckoo search optimization algorithm for key
generation to improve the conventional ECC algorithm.
As a result, we compare our proposed CB-EL GAMAL
algorithm with the Paillier encryption algorithm proposed
for blockchain technology using the cuckoo search op-
timization algorithm.

)e suggested CB-EL GAMAL algorithm is examined
in detail from Figures 13–16. For a stable blockchain
architecture, the Paillier encryption algorithm is pro-
posed. )e Paillier encryption scheme, on the other hand,
quickly improves key generation, encryption, and de-
cryption times. )e Paillier scheme consumes more time
because it involves massive homomorphic computations.

On the other hand, data encryption is necessary in the
environment of cloud and here the determination by several
users. )e algorithm of Paillier takes an average of 500
milliseconds to generate a key. Encryption and decryption,
on the other hand, necessitate a significant amount of time,
which is incompatible with the cloud environment.

)e proposed CB-EL GAMAL algorithm, on the other
hand, reduces the key generation time by using the cuckoo
algorithm, which has a quick convergence time. Similarly,
the CB-EL GAMAL algorithm’s deep architecture reduces
the time taken for encryption and decryption. As a result, the
suggested SA-ECC algorithm outperforms the traditional
algorithm in terms of increasing protection without in-
creasing time consumption.

(7) SHA-3 Algorithm Efficiency. )e most widely used
hashing algorithm is used in blockchain technology. Hash
computation in our proposed forensic scheme to increase
the hash computation time and security standard is calcu-
lated by the SHA-3 algorithm.

Graph 10 compares the hash computation time of the
proposed SHA-3 algorithm with that of the previous (SHA-
256) 2 algorithm. In this review, SHA-3 reduces the cal-
culation time of hash for 100 users to 16 milliseconds lacking
sacrificing security. Inside general, SHA-3 outperforms
SHA-256 against a variety of security threats, including
length extension attacks. As a result, Merkle tree SHA-3
algorithm can construct a tree and increase protection
without adding time to the process.

Overall, the proposed digital forensic FAuB archi-
tecture outperforms the current CFLOG scheme

according to the report. )e use of blockchain and SDN
technologies increases the efficiency and scalability of the
system.

10 20 30 40 50 60 70 80 90 100 110 120
Number of User

0

20

40

60

80

To
ta

l c
ha

ng
e R

at
e (

%
)

FAuB
CFLOG

Figure 12: Total change rate comparison analysis.

10 20 30 40 50 60 70 80 90 100 110 120Ke
y 

G
en

er
at

io
n 

Ti
m

e i
n

(m
s)

Number of User

0
100
200
300
400
500
600

CB-EL GAMAL
Paillier

Figure 13: Key generation comparison analysis.

Table 5: Analysis and comparison.

Performance analysis
parameter CFLOG Proposed digital forensic

architecture
Computational overhead
time in KB 12.5 9.10

Evidence verification time
in ms 70 42.1

Evidence insertion time in
ms 71 44.2

Response time in ms 88.5 65.3
Total change rate in % 52 11.1
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6. Conclusion

In this research work, with blockchain technology, a
valuable architecture of digital forensic is proposed to
gather and safeguard unfailing evidence from the sub-
structure as a service cloud environment. Cloud authen-
tication server CAS, with a secure verification mechanism
known as the SBVM, authenticates all cloud users. )e CB-
EL GAMAL algorithm was proposed for data security. )e
cuckoo algorithm is proposed to generate secret key. A
block in the controller is formed for every evidence stowed
in the cloud. )e integrity of evidence is ensured in every
block by SHA-3-512-based hash tree building. All evidence
is collected, and blockchain technology maintains evidence
integrity, data origin, data link, digital evidence, ownership
evidence, and custody chain. GNNSC is deployed in the
system to trace data activities. )e CB-EL GAMAL algo-
rithm is proposed for data protection. )e cuckoo algo-
rithm generates optimum keys before that. At the
controller, a block is spawned for each piece of cloud data.
Merkle tree structure based on SHA-3 guarantees the
consistency of evidence in each block. All documentation is
collected, and the chain of custody and proof of ownership
(CoC and PoO) are maintained using blockchain tech-
nology. GNNSC is installed in the system to monitor data
events. Finally, the use of a graph for evidence analysis
simplifies the evidence analysis. Overall, the forensic device
is investigated using a Python and ns-3.30 simulation
environment. Experimental findings suggest that the
proposed forensic architecture outperforms the current
unified forensic system. To improve the digital forensic
infrastructure, we want to integrate network forensics in
software-based networks as well as cloud forensics in the
future [58–60].
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Stock market prediction has always been an important research topic in the financial field. In the past, inventors used
traditional analysis methods such as K-line diagrams to predict stock trends, but with the progress of science and technology
and the development of market economy, the price trend of a stock is disturbed by various factors. *e traditional analysis
method is far from being able to resolve the stock price fluctuations in the hidden important information. So, the prediction
accuracy is greatly reduced. In this paper, we design a new model for optimizing stock forecasting. We incorporate a range of
technical indicators, including investor sentiment indicators and financial data, and perform dimension reduction on the many
influencing factors of the retrieved stock price using depth learning LASSO and PCA approaches. In addition, a comparison of
the performances of LSTM and GRU for stock market forecasting under various parameters was performed. Our experiments
show that (1) both LSTM and GRUmodels can predict stock prices efficiently, not one better than the other, and (2) for the two
different dimension reduction methods, both the two neural models using LASSO reflect better prediction ability than the
models using PCA.

1. Introduction

*efinancial market is quite volatile and experiences periods
of contraction as well as expansion. *e stock market, as a
major financial market, is likewise highly volatile. *e stock
market has the characteristics of high return which has
attracted the majority of investors and high risk which puts
pressure on investors to sell out at the wrong time. In order
to reduce unnecessary losses and obtain higher trading
profits, the investors usually except to predict the stock price
trend. As a result, stock market forecasting has been a major
research topic in the financial area and attracts the attention
of investors. In the stock market, the factors affecting the rise
and fall of stock prices are complex and diverse. It includes
not only the impact of economic factors such as price in-
dicator, circulation indicator, activity degree, and economic
uncertainty but also the impact of noneconomic factors such
as traders’ expectations, traders’ psychological factors, and
political environment. *erefore, the prediction of stock
price has always been a challenging task.

According to the efficient market hypothesis [1], the stock
price can be predicted according to the data of historical
stocks. Furthermore, in recent years, since the increasing
computing power and the decreasing data storage costs, es-
pecially the rise and development of innovative technologies
such as big data, machine learning, reinforcement learning,
and other optimization technologies, researchers have de-
veloped various models for predicting stock prices. Machine
learning has been widely used in the capital market and plays
an indispensable role in predicting future stock prices based
on historical data. Traditional stock price forecasting models
are mainly linear models, including autoregressive integrated
moving average (ARIMA) model [2], multiple linear re-
gression model, and exponential smoothing model [3, 4].
However, those (autoregressive integrated moving aver-
age,multiple linear regression model, and exponential
smoothing model) linear models play an important role in
promoting the progress and development of stock forecasting.
Stock prices are typically noisy, fluctuating, and nonpara-
metric, resulting in nonlinear and nonstationary
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characteristics in the stock market. *e standard linear
prediction model is unable to produce reliable stock pre-
dictions. With the development of deep learning methods,
nonlinear neural networks are increasingly employed to
predict the stock price for their higher accuracy.

*e artificial neural network (ANN) includes MP neural
network and back propagation (BP) neural network.
However, the structure of ANNmodel is too single and there
are some problems: (1) over fitting leads to the weak ability
of the model generalization, (2) local extrema leads to the
decline of the prediction ability of the model, and (3) the
gradient disappears or explodes due to the excessive weight
of neurons in the optimization process, resulting in the
failure of prediction. *erefore, relevant scholars introduce
deep neural networks (DNN), including convolutional
neural network (CNN), recurrent neural network (RNN),
long-term and short-term memory neural network (LSTM),
and gated recurrent neural network (GRU), to improve the
problems existing in the ANN model, so as to improve the
accuracy and efficiency of prediction.

CNN is a type of neural network that has been increasingly
popular in recent years. A one-dimensional CNN is a neural
network that is designed to analyse image data efficiently. CNN
can read and automatically extract the most significant features
from the original input data for learning.*ismethod feeds the
network observed time series value as input and uses a mul-
tilayer network to predict the unobserved value. For example,
Xu et al. [5] employed CNN to extract important stock features
from stock market returns for forecasting stock market trends.
Recurrent neural networks (RNN) such as long-term and
short-term memory neural networks (LSTM) are another tool
for predicting time series [6, 7]. LSTM accurately estimates
time series data by using both the historical and the present
stock data. In recent years, LSTM has been applied to stock
market forecasting in different stockmarkets around theworld.
Chen et al. [8] used an LSTM model to predict China’s
Shanghai and Shenzhen stock markets. Li et al. [9] introduced
the stock indicator with investor sentiment based on the LSTM
model to predict the CS1300 index value, and the research
results showed that the model was better than the support
vector machine method in prediction accuracy. However, this
model does not reduce the dimension of stock indicator. Jiawei
andMurata [10] attempted to identify the influencing factors of
stockmarket trend prediction through the LSTMmodel, which
used a preprocessing algorithm to reduce the dimension of
stock features and a sentiment analyzer to present financial
news for stock trend prediction. However, only one dimension
reduction method is used, and there is no comparison with
other methods. Hu [11] reduced the dimension of stock
technical analysis indicators by PCA and LASSO methods
before using the LSTM model to predict. *e results dem-
onstrated that compared with the LASSO-LSTM model, the
PCA-LSTM model can significantly reduce data redundancy
and enhance prediction accuracy. Although this work used
different dimension reductionmethods, it only used onemodel
and did not compare with other models.

Cho et al. [12] reduced the LSTM structure and created
GRU, a new deep learning architecture that integrates long-
term and short-term memory. GRU solves the problem of

gradient disappearance and explosion in classic recurrent
neural networks (RNNs) when learning long-term reliance.
GRU has also been widely used in recent stock forecasting.
Shen et al. [13] compared and predicted the trading signals
of stock indicator based on the GRU model and SVM. *e
results demonstrated that the prediction accuracy of the two
GRU models is higher than that of other models. However,
the emotion indicator was not included in this study.
Rahman et al. [14] used the stock data of Yahoo Finance
mobile phone and GRUmodel to predict the stock price.*e
emotional indicators were not considered in this study, nor
were compared with the performance of other models [15].

In this paper, we integrate a variety of technical indi-
cators, such as investor sentiment indicators and financial
data based on the Shanghai Composite Index data. We use
LASSO and PCA methods to perform dimension reduction
on the multiple influencing factors of the extracted stock
price. *e LSTM and GRU models are then utilized in this
paper to forecast the stock price. Most importantly, by
comparing the accuracy and stability of the LASSO-LSTM,
LASSO-GRU, PCA-LSTM, and PCA-GRU models, the
optimal forecasting model may be recommended.

2. Methodology

2.1. LASSO. In empirical analysis, in order to minimize the
model deviation due to the lack of important independent
variables, we set multidimensional variables. *e models
need to find the set of independent variables with the
strongest explanatory power to the dependent variables.
*at is, the models need to improve the interpretability and
prediction accuracy through independent variable selection
(indicator selection and field selection). Indicator selection is
an extremely important problem in statistical modelling.
LASSO is an estimation method that can simplify the in-
dicator set. It is a compressed estimation. It gets a more
refined model by constructing a penalty function, which
makes it compress some coefficients and set some coeffi-
cients to zero. *erefore, it retains the advantage of subset
contraction and is a biased estimation for dealing with
complex collinear data.

LASSO’s basic idea is to minimize the sum of squares of
residuals under the constraint that the sum of absolute
values of regression coefficients is less than a constant, so as
to produce some regression coefficients strictly equal to 0
and obtain an interpretable model. LASSO adds penalty
term to the ordinary linear regressionmodel, and the LASSO
estimation of the ordinary linear model is

βLasso � argmin
βεRd

‖Y − Xβ‖
2
,

s.t. 
d

j�1
βj



≤ t, t≥ 0,

(1)

which is equivalent to

βLasso � argmin
βεRd

‖Y − Xβ‖
2

+ λ

d

j�1
βj



⎛⎝ ⎞⎠, (2)
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where t and λ are said to be in one-to-one correspondence
and they are the adjustment coefficients.

Let t0 � 
d
j�1 | βj(OLS)|, and when t< t0, some coeffi-

cients will be compressed to 0, so as to reduce the dimension
of X and the complexity of the model. Finally, the variable
selection can be realized by controlling the adjustment
coefficient through the λ.

2.2. PCA. Principal component analysis (PCA) is a di-
mension reduction statistical method. With the help of an
orthogonal transformation, it transforms the original ran-
dom vector whose components are related into a new
random vector whose components are not related. *is is
expressed algebraically as transforming the covariance
matrix of the original random vector into a diagonal matrix
and geometrically as transforming the original coordinate
system into a new orthogonal coordinate system. *en, the
multidimensional variable system is reduced, so that it can
be transformed into low-dimensional variable system with a
high accuracy, and the low-dimensional system can be
further transformed into one-dimensional system by con-
structing an appropriate value function.

(1) Standardized collection of original indicator data
p-dimensional random vector x � (x1, x2, x3, . . .

. . . , xp)T and n samples xi � (xi1, xi2, xi3, . . . . . . ,

xip)T, where i � 1, 2, . . . , n(n>p). *en, we con-
struct the sample array and carry out the following
standardized transformation on the sample array
elements: Zij � xij − xj/sj, where i � 1, 2, . . . , n,

j � 1, 2, . . . , p, xj � 
n
i�1 xij/n, and S2j � 

n
i�n (xij−

xj)
2/n − 1. *us, the standardized matrix Z is

obtained.
(2) Find the correlation coefficient matrix for the

standardized matrix Z as

R � rij 
p×p

�
Z

T
Z

n − 1
, (3)

where rij � 

zkj.zkj/n − 1; i, j � 1, 2, . . . , p.

(3) Solve the characteristic equation of sample correla-
tion matrix R by |R − λIp| � 0 to get p-characteristic
roots, thus determining the principal component.
Determine the value of m according to


m
j�1 λj/

p

j�1 λj ≥ 0.85, so that the utilization rate of
information can reach more than 85%. For each
λj, j � 1, 2, . . . , m, we solve the equation Rb � λjb to
obtain the unit eigenvector bo

j .
(4) Convert the standardized indicator variable into the

main component Uij � zT
i bo

j, j � 1, 2, . . . , m, where
U1 is called the first principal component, U2 is
called the second principal component, and so on.
Up is called the p principal component.

(5) Evaluate m principal components comprehensively.
*e final evaluation value is obtained by weighted
sum of m principal components, and the weight is
the variance contribution rate of each principal
component.

2.3. LSTM and GRU. LSTM is a special type of recurrent
neural network (RNN). *e RNN neural network model can
recycle the weight parameters of neurons and can effectively
employ past data information for prediction. However, RNN
can only deal with certain short-term dependence and is
prone to gradient explosion and gradient disappearance, that
is, long-term dependence on historical data. In order to solve
these problems, LSTM was proposed by Hochreiter and
Schmidhuber [6] and then improved and promoted by
Graves [16]. It has been widely used in a variety of challenges
and has yielded impressive outcomes.

Compared with the RNN model, the LSTM model in-
troduces a cell state (Ct) and uses the input gate (it), forget
gate (ft), and output gate (Ot). *e three gates are used to
maintain and control information. At time t, xt is the input
data, ht represents the current output, ct is the value from the
input gate, tanh is hyperbolic tangent function, σ is the
sigmoid function, W represents the matrix weight, and b is
the bias. *e operation formula of LSTM is as follows.

Forget gate:

ft � σ Wf ∗ ht−1, xt  + bf . (4)

Input gate:

it � σ Wi ∗ ht−1, xt  + bi( ,

ct � tanh Wc ∗ ht−1, xt  + bc( ,

ct � ft ∗ ct−1 + it ∗ct.

(5)

Output gate:

ot � σ Wo ∗ ht−1, xt  + bo( ,

ht � ot ∗ tanh ct( .
(6)

*e LSTM model is especially popular in the field of
financial forecasting because it effectively deals with the
redundancy of relevant information in historical data.

GRU is one of the variants of RNN which is introduced
by Cho et al. [12]. By introducing gating structure, it solves
the problem that RNN is difficult to deal with long-distance
information acquisition. Compared with LSTM, GRU is
simplified and only update gate (zt) and reset gate (rt) are
introduced. In GRU, the update (or input) gate decides how
much input (xt) and previous output (ht−1) to be passed to
the next cell and the reset gate is used to determine how
much of the past information to forget. *e current memory
content ensures that only the relevant information needs to
be passed to the next iteration, which is determined by the
weightW. *e main operations in GRU are governed by the
following formulae.

Update gate:

zt � σ Wz ∗ ht−1, xt ( . (7)

Reset gate:

rt � σ Wr ∗ ht−1, xt ( . (8)

After resetting the gate and updating the gate, the
candidate status value of GRU unit is ht and the final output
status value is ht:
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ht � tanh Wh
∗ rt ∗ ht−1, xt  ,

ht � 1 − zt( ∗ ht−1 + zt ∗ ht.

(9)

3. Experiment Settings and Results

3.1. Data Source and Indicator Selection. In this paper, the
data of the Shanghai Composite Index (000001) from April
11, 2007, to August 3, 2021, are selected as the experimental
data. *e data comes from NetEase Finance and Economics
website, with a total of 3,481 days. In order to evaluate the
training effect of the model, we divide the experimental data
into training set and test set, of which 80% are used as one
training set to train the stock prediction model and the other
20% are used as test sets to verify the prediction effect of the
model. In addition, we use Intel Core i9-9900K CPU with
memory 64GB to finish the experiments.

In the selection process of stock technical indicators, this
paper considers the factors affecting the stock price as much
as possible. Compared with other studies, this paper selects
the open price, highest price, lowest price, trading volume,
and other common technical indicators, such as OBV, KDJ,
BIAS, RSI, CCI, and MFI, as well as other stock price
judgment technical indicators and PSY indicators reflecting
investors’ psychological mood. *ese indicators compre-
hensively reflect the information affecting stock price fluc-
tuations and have the strong explanatory power for stock
price fluctuations. *e selected indicators are described in
detail in Table 1.

3.2. Experimental Setup. Different superparameters have a
significant impact on the prediction ability of LSTM and
GRU models. *erefore, different superparameter data are
set in the prediction to compare the prediction results. *e
number of neuron layers is set to 2 and 3, the number of
neurons is set to 8, 16, and 32, the learning rate is usually set
to 0.001, and the number of iterations is set to 1000. We can
determine the most accurate prediction method by ana-
lyzing the prediction accuracy of the experimental results
and the degree of fit of the trend between the predicted stock
price and the historical stock price. *e prediction accuracy
is evaluated by mean square error function (MSE), root
mean square error (RMSE), and mean absolute error (MAE)
at different look-back values. *e smaller the value of the
three, the more accurate the forecast result is. *e full
specification of parameters used in these models is listed in
Tables 2–5.

3.3. Experimental Results. *e experimental results of stock
prediction of four models are shown in Tables 2–5. Two
different feature sets were obtained in this experiment. Set I
is the data obtained from the LASSO dimension reduction
method, and set II is the data obtained from the PCA di-
mension reduction method. *ese characteristic data are
used to train LSTM and GRU models. In the experiment,
different backtracking values were set. All parameter spec-
ifications used by the four models are shown in Tables 2–5.

*e results show that, through MAS, RMSE, and MAE
indicators, both LSTM and GRU models can predict stock
prices effectively, not one is more efficient than the other.
However, for different dimension reduction methods, we
find that all indicators (except the training time) show that

Table 1: Explanation of technical indicator variables.

Primary indicator Secondary indicator Variable

Momentum indicators

ADX Z1
ADXR Z2
BOP Z3
CCI Z4
DX Z5

MACD Z6
MACDEXT Z7
MACDFIX Z8

TRIX Z9
MFI Z10
MOM Z11
PPO Z12
ROC Z13
RSI Z14

WILLR Z15
DPO Z16
DMA Z17

EXPMA Z18
DMI Z19

Volume indicator
OBV.OBV Z20

OBV.MAOBV Z21
ADOSC Z22

Volatility indicators
ATR Z23
NATR Z24

TRANGE Z25

Cycle indicators

HT_DCPERIOD Z26
HT_DCPHASE Z27
HT_ PHASOR Z28
HT_ SINE Z29

Moving average indicator BBI Z30
SMA Z31

Overbought and oversold

KDJ.K Z32
KDJ.D Z33
KDJ.J Z34
BOLL Z35

BIAS.BIAS1 Z36
BIAS.BIAS2 Z37
BIAS.BIAS3 Z38
WR.WR1 Z39
WR.WR2 Z40

Volume price indicator ASI Z41
EMV Z42

Energy indicator

PSY Z43
MASS.MASS Z44

MASS.MAMASS Z45
MTM Z46

BRAR-BR Z47
BRAR-AR Z48

VR Z49

Stock price basic type

Open price Z50
High price Z51
Low price Z52
Volume Z53
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Table 2: Learning results of LASSO-LSTM.

Number of
layers

Number of
neurons

Look-back
value Train MSE Train

RMSE
Train
MAE Test MSE Test

RMSE
Test
MAE Train time

3 8 10 1904.5410 43.6410 29.6357 979.393 31.2953 23.7622 132.8780
3 8 20 1272.1884 35.6678 24.2016 904.9543 30.0825 22.6913 307.9990
3 8 30 2142.9192 46.2917 36.9945 957.2454 30.9394 22.6934 430.9928
3 8 40 4629.96388 68.0438 61.9541 5342.1396 73.0899 67.8341 576.7966
3 8 50 1214.7745 34.8536 23.3589 881.0265 29.6821 21.0112 766.2157
2 8 10 1248.6508 35.3363 23.4574 777.5208 27.8841 19.6554 95.1825
2 8 20 1608.0676 40.1007 27.8215 991.3244 31.4853 21.8147 213.3500
2 8 30 1251.1989 35.3723 22.9057 858.0669 29.2928 19.7988 320.6939
2 8 40 1202.1561 34.6721 23.1705 883.7101 29.7273 21.3382 411.6595
2 8 50 1206.7042 34.7376 23.1075 850.2483 29.1590 20.6415 490.2418
3 16 10 1031.0358 32.1097 21.8451 778.9459 27.9096 19.9938 376.8092
3 16 20 6555.5376 80.9663 75.5480 9468.3418 97.3054 93.4085 779.2415
3 16 30 1254.3915 35.4174 23.0273 733.8773 27.0902 18.6517 1189.4983
3 16 40 1015.5285 31.8674 21.3504 872.5764 29.5394 20.9425 1603.3826
3 16 50 984.6891 31.3798 22.6411 892.3263 29.8718 20.5884 2065.8919
2 16 10 1051.3169 32.4240 21.6973 786.5796 28.0460 19.8271 212.8883
2 16 20 1100.5430 33.1744 21.7411 734.0122 27.0927 18.7960 442.2047
2 16 30 1854.9745 43.0694 34.8938 1331.5276 36.4901 30.3015 725.7830
2 16 40 984.7316 31.3804 20.8187 803.8667 28.3525 20.9327 1080.9957
2 16 50 1006.7289 31.7290 21.1893 846.4849 29.0944 21.3891 1346.3720
3 32 10 787.5522 28.0634 20.2811 852.4590 29.1969 20.1759 306.4265
3 32 20 816.3383 28.5716 20.2925 1199.1475 34.6287 23.9940 636.0178
3 32 30 908.5170 30.1416 20.8915 1850.9948 43.0232 30.6120 970.8293
3 32 40 844.3165 29.0571 20.1408 2720.0981 52.1546 32.7257 1291.5366
3 32 50 1057.6416 32.5214 21.6094 2061.0061 45.3983 29.4876 1356.4536
2 32 10 1117.4025 33.4276 22.2174 799.0801 28.2680 19.8247 454.6504
2 32 20 919.8626 30.3292 21.2240 751.9146 27.4211 19.1840 929.6708
2 32 30 1096.1162 33.1076 23.0584 2220.7078 47.1244 31.1358 1358.4529
2 32 40 1124.6395 33.5356 23.5911 1125.7322 33.5519 25.2733 1385.7139
2 32 50 1442.5688 37.9812 29.5802 1449.2459 38.0690 29.8898 1497.0255
*e number of epochs is 1000, learning rate is 0.001, and the activation function is tanh.

Table 3: Learning results of PCA-LSTM.

Number of
layers

Number of
neurons

Look-back
value Train MSE Train

RMSE
Train
MAE Test MSE Test

RMSE TestMAE Train time

3 8 10 1690.9171 41.1208 28.1397 10971.7773 104.7463 72.8242 94.6602
3 8 20 2939.5332 54.2175 36.5242 42278.7188 205.6179 176.8455 198.6585
3 8 30 3896.0701 62.4185 50.7139 5464.5537 73.9226 54.9697 286.6041
3 8 40 2811.6401 53.0249 35.2591 37730.9688 194.2446 160.7494 410.7228
3 8 50 2484.0608 49.8404 38.5345 30902.8711 175.7921 154.2262 541.6164
2 8 10 1619.0308 40.2372 27.5215 19627.638 140.0987 116.2432 60.6061
2 8 20 2298.5891 47.9436 34.5403 17482.4219 132.2211 102.2909 128.5815
2 8 30 2054.7803 45.3297 32.6867 24208.5762 155.5911 125.7793 191.2626
2 8 40 2300.3635 47.9621 34.4281 27250.1621 165.0762 143.2569 252.3014
2 8 50 1614.6926 40.1832 26.5031 27625.6934 166.2098 140.6607 313.6309
3 16 10 1022.4178 31.9753 23.6002 19104.1875 138.2179 105.8687 278.2536
3 16 20 1744.8813 41.7718 31.4407 100281.7656 316.6730 261.6820 543.4168
3 16 30 932.1148 30.5306 23.0709 5806.1943 76.1984 58.5185 846.4980
3 16 40 1688.8053 41.0951 31.0483 72460.7422 269.1853 225.7833 1090.1818
3 16 50 1101.5414 33.1895 25.5879 4054.6895 63.6764 42.8904 1654.7813
2 16 10 755.3936 27.4844 19.6168 7201.1304 84.8595 50.9353 93.1576
2 16 20 642.6140 25.3498 18.2508 3843.0637 61.9924 48.0259 207.6672
2 16 30 734.1151 27.0946 19.6506 13394.8955 115.7363 89.6245 311.5668
2 16 40 737.1022 27.1496 19.1860 5955.7412 77.1734 59.1523 427.4087
2 16 50 941.9175 30.6907 21.1289 4154.1406 64.4526 50.9237 666.0416
3 32 10 599.8295 24.4914 19.4298 35741.8242 189.0551 124.2747 514.5233
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Table 3: Continued.

Number of
layers

Number of
neurons

Look-back
value Train MSE Train

RMSE
Train
MAE Test MSE Test

RMSE TestMAE Train time

3 32 20 594.4351 24.3810 18.6597 45484.7734 213.2716 169.4778 1064.2589
3 32 30 455.7460 21.3482 16.1783 17365.6328 131.7787 94.3915 1647.6020
3 32 40 805.4067 28.3797 23.0945 7770.9268 88.1529 58.4716 2789.5281
3 32 50 672.4887 25.9324 19.2775 91975.9453 303.2754 242.9042 2610.5209
2 32 10 495.8636 22.2680 16.6603 15152.0000 123.0935 90.1184 347.5115
2 32 20 627.7170 25.0543 18.4374 6696.0894 81.8296 50.5065 721.5676
2 32 30 454.6801 21.3232 15.7141 5454.8228 73.8568 51.7249 1089.6257
2 32 40 548.5927 23.4221 17.2341 17594.1758 132.6430 105.7155 1437.5246
2 32 50 407.0175 20.1747 14.6608 8100.0464 90.0003 66.1121 1808.6861
*e number of epochs is 1000, learning rate is 0.001, and the activation function is tanh.

Table 4: Learning results of LASSO-GRU.

Number of
layers

Number of
neurons

Look-back
value Train MSE Train

RMSE
Train
MAE Test MSE Test

RMSE
Test
MAE Train time

3 8 10 1293.7802 35.9692 23.8084 831.7062 28.8393 20.3225 117.7369
3 8 20 1444.4125 38.0054 25.5757 910.9886 30.1826 21.6005 249.3114
3 8 30 1123.8232 33.5235 22.7495 826.1986 28.7437 20.0954 402.0947
3 8 40 1482.5836 38.5043 27.8070 943.8668 30.7224 20.9493 508.5391
3 8 50 1280.0657 35.7780 24.5826 978.3127 31.2780 24.1942 657.0113
2 8 10 1377.2985 37.1120 24.9828 834.2753 28.8838 20.0803 90.3936
2 8 20 1136.9731 33.7190 22.8381 799.1834 28.2698 19.5676 200.8435
2 8 30 1245.3809 35.2900 23.5962 864.6091 29.4042 20.8457 276.3479
2 8 40 1500.8726 38.7411 26.3263 1093.2498 33.0643 23.7652 350.2043
2 8 50 1239.8575 35.2116 23.4242 845.8825 29.0841 20.5453 431.4074
3 16 10 1138.9615 33.7485 22.0896 753.7004 27.4536 19.1470 378.2382
3 16 20 1192.8514 34.5377 24.7956 1015.7639 31.8711 23.3095 783.4717
3 16 30 985.8597 31.3984 21.1888 883.4285 29.7225 22.0179 1198.1594
3 16 40 1038.7191 32.2292 21.6453 802.5121 28.3286 19.8618 1622.0595
3 16 50 1116.0420 33.4072 22.7048 792.4473 28.1504 20.0095 2032.0963
2 16 10 1233.5467 35.1219 23.9346 833.0342 28.8623 19.9071 207.6725
2 16 20 1104.4722 33.2336 23.2089 869.4269 29.4860 21.8385 433.1125
2 16 30 1114.1602 33.3790 22.0850 796.8630 28.2288 20.7113 668.5479
2 16 40 1072.4717 32.7486 23.0368 802.4998 28.3284 19.7236 1073.6516
2 16 50 979.3882 31.2952 21.5892 844.8095 29.0656 19.7065 1373.0419
3 32 10 924.5891 30.4071 20.6728 831.0146 28.8273 20.2939 277.7194
3 32 20 862.2056 29.3633 20.4895 1081.1123 32.8803 24.4835 526.1457
3 32 30 907.1031 30.1182 21.2814 1127.4957 33.5782 23.5790 797.8424
3 32 40 847.7834 29.1167 21.0260 1012.2365 31.8157 21.7214 1066.6936
3 32 50 810.5232 28.4697 20.3346 1196.4927 34.5904 24.4721 1349.8547
2 32 10 969.9576 31.1441 20.7674 777.3851 27.8816 19.5336 367.9321
2 32 20 985.3215 31.3898 21.8014 829.0216 28.7927 20.1274 890.5871
2 32 30 861.6357 29.3536 20.5396 952.9534 30.8699 22.5985 1362.8664
2 32 40 1149.7027 33.9073 24.3771 821.3757 28.6597 20.0752 1392.1843
2 32 50 883.3071 29.7205 20.3320 833.8439 28.8764 20.4838 1596.1727
*e number of epochs is 1000, learning rate is 0.001, and the activation function is tanh.

Table 5: Learning results of PCA-GRU.

Number of
layers

Number of
neurons

Look-back
value Train MSE Train

RMSE
Train
MAE Test MSE Test

RMSE Test MAE Train time

3 8 10 1369.6727 37.0091 27.3800 29235.9590 170.9853 152.2538 72.1253
3 8 20 2434.9895 49.3456 35.6683 12723.6592 112.7992 93.6385 168.9686
3 8 30 2101.9541 45.8471 33.8847 34108.7148 184.6854 166.6717 254.5802
3 8 40 2574.5256 50.7398 37.5205 21786.1641 147.6014 127.3568 333.7451
3 8 50 1194.8505 34.5666 25.1312 29938.3730 173.0271 151.4763 458.2760
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the prediction results of the two neural network models
using LASSO dimension reduction are mostly better than
those using PCA dimension reduction data. In other words,
under the same network model, the prediction performance
of LASSO-LSTM model is better than PCA-LSTM and the
prediction performance of LASSO-GRU is better than PCA-
GRU.

4. Conclusion

*is study innovatively integrates a variety of technical
indicators such as investor sentiment indicators and fi-
nancial data and carries out dimension reduction on the
multiple influencing factors of the extracted stock price
through LASSO and PCA analysis approaches. *is work
carries out a comparison on the performances of LSTM
and GRU for stock market forecasting under the different
parameters. Our experimental results show that (1) both
LSTM and GRU models can be used to predict stock
prices effectively and (2) for different dimension re-
duction methods, the prediction results of the two neural
network models using LASSO dimension reduction are
mostly better than those using PCA dimension reduction
data.
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-e evaluation of clustering algorithms is intrinsically difficult because of the lack of objective measures. On the basis of the DIFI
and China’s Provincial Panel data, this study aims to test the poverty reduction effect of digital inclusive finance in three di-
mensions of income, education, and healthcare and further look at the transmission mechanism of digital inclusive finance in
poverty alleviation. -e results indicated that digital inclusive finance exerts a poverty reduction effect in three dimen-
sions—medical poverty, income poverty, and education poverty. Of these, the coverage breadth significantly affects the alleviation
of medical poverty, the use depth significantly affects the alleviation of income poverty and education poverty, and the digitization
level affects the alleviation of poverty in three dimensions. -e level of regional economic development plays an intermediary role
in the poverty alleviation effect of digital inclusive finance. Compared with the western region, which is relatively backward in
development, the poverty reduction effect of digital inclusive finance in the eastern region is more significant.

1. Introduction

Poverty alleviation has been placed in the important po-
sition of governing the country in China, and poverty
eradication has become one of the fundamental tasks of
building a moderately prosperous society in 2020. Over the
past 40 years, people’s living standards have continuously
improved, and poverty alleviation has also attained re-
markable results. When counting the number of poor
people from 2015 to 2019, the score dropped from 55.75
million to 5.51 million, while poverty declined from 5.7% to
0.6%. Nevertheless, the work on poverty reduction in deep
poverty-stricken areas still faces significant challenges. Per
the endogenous growth theory, it is challenging for
impoverished areas to get out of poverty because of the lack
of funds and talents, which lead to economic activities
producing low benefits. Financial support is an essential

factor in poverty alleviation, and financial exclusion is
predominantly evident in rural areas. Serious financing
constraints have become a vital factor affecting poverty
alleviation. -e government work report in 2018 empha-
sized “supporting financial institutions to expand the in-
clusive financial business and increase efforts to get rid of
poverty precisely.” In 2019, the People’s Bank of China
issued guidance on carrying out a job effectively in financial
targeted poverty alleviation from 2019 to 2020. In addition,
it put forth specific requirements on optimizing the allo-
cation of financial resources, innovating financial products
and services, and enhancing the financial support for
targeted poverty alleviation. Of note, alleviation of financial
poverty plays a crucial role in targeted poverty alleviation.
By constructing the financial system, financial services can
be supplied for vulnerable groups and attain inclusive
economic growth.
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Owing to the limitation of the region or economic status,
the poor groups have been unable to obtain sufficient fi-
nancial services and have been in financial exclusion for a
long time. Inclusive finance entails providing financial
services to the excluded vulnerable groups and poor groups
at an affordable cost, thereby ensuring that all social strata,
including vulnerable and marginalized groups, can equally
obtain the opportunities and it eventually benefits all people.
With the improvement of financial inclusiveness, on the one
hand, low-income groups will have access to financial ser-
vices such that their consumption can be more stable and
their production activities can be executed smoothly. Be-
sides, insurance services can provide corresponding pro-
tection for them, decrease the risk of adverse impact, and
thereby attain poverty alleviation. On the other hand,
providing apposite financial services for low-income groups
can promote an increase in their income and decrease the
degree of income inequality.

Before the emergence of digital inclusive finance (DIF),
customers could only handle business in the physical outlets
of financial institutions. Owing to the limitation of geo-
graphical location or the level of economic development,
financial institutions in poor areas set up very few outlets,
and the financial products and services that residents could
access were also minimal. To understand inclusive finance,
that is, to increase financial availability, it is essential to
enlarge the coverage of financial services. Under the tra-
ditional business model, the expansion of coverage certainly
warrants the expansion of financial institutions’ outlets,
which requires considerable capital investment, which un-
doubtedly increases the operating cost of financial institu-
tions, which would eventually be transformed into financial
services. Although the expansion of financial institutions has
accomplished geographical coverage, the enormous cost can
completely offset the benefits of regional coverage. Digital
inclusive finance can resolve this contradiction and decrease
the increase in cost caused by the expansion of financial
institutions’ physical outlets to some extent and fill the gap in
financial infrastructure. Digital inclusive finance overcomes
the limitation of geographical location, shortens the distance
between residents in poverty-stricken areas and finance, and
improves access to financial services that were not available
before. With the progress of information and communi-
cation technology, the internet penetration rate in China has
been increasing year by year. It is estimated that the pen-
etration rate of internet will reach 70.4% by the end of 2020,
and the scale of mobile internet users will reach 989 million.
Internet and smartphones have become an indispensable
part of people’s lives, and their high popularity strongly
supports the development of digital inclusive finance. People
can handle most of their financial businesses through the use
of the internet and smartphones, which also provides the
opportunity for the groups who are unable or inconvenient
to handle financial business in the physical outlets of fi-
nancial institutions to enjoy financial products and services.
Speaking on a comparative basis, digital inclusive finance has
the characteristics of a relatively lower operating cost and
wide coverage, which means it can provide low-income
groups with lower-cost financial products and services.

-e blood transfusion poverty alleviation model is just
like drinking poison to quench thirst; it can alleviate poverty
in a short period, but is not conducive to the sustainable
development of the region. Does the digital inclusive finance
with wide coverage, fast information transmission, and low
transaction cost support the regional economic growth? Has
poverty alleviation been promoted?-is study discusses and
examines these problems.

2. Literature Review and Research Hypothesis

2.1. Literature Review. When the United Nations designated
2005 as the “International Year of Microcredit,” it formally
proposed the concept of inclusive finance, which aims to
promote microcredit services, augment financial inclusive-
ness, and provide suitable financial services for the poor and
vulnerable groups, which will help improve the status quo of
the poor and vulnerable groups who have been in financial
exclusion for a long time that will help alleviate and
eventually eliminate poverty.

-e demand for financial services of vulnerable groups
cannot be met and also cannot match the financial services
provided by financial institutions, which makes some groups
and individuals incapable of entering the formal financial
system [1] and acquire safe, appropriate, fair, and low-cost
financial products and services from formal financial in-
stitutions [2]. To alter the status quo of financial exclusion,
we need to promote the growth of inclusive finance. In-
clusive finance can ensure that all groups can easily enjoy
formal financial services [3] and also that the vulnerable
groups have access to financial services and acquire adequate
credit timely at an affordable cost [4]. Regarding the stan-
dards and methods of inclusive finance measurement,
Honohan [5] developed a measurement index based on the
proportion of access of the adult population to formal fi-
nancial services [6] and created a comprehensive index to
measure inclusive finance from multiple dimensions. Most
scholars systematically created the inclusive finance index
system from the aspects of geographical penetration,
availability, and utility of financial services that will reflect
the development level of inclusive finance.

With the proposal of the concept of “inclusive finance”
and the expansion of inclusive finance practice, many
scholars explored the economic impact of inclusive finance.
Inclusive finance has a certain positive effect on finance
stability. During the whole financial crisis, poor depositors
and borrowers tended to maintain moderate financial be-
havior, pay off their loans on time, and deposit their deposits
in a safe place [7]. Brune et al. [8] investigated the correlation
between the expansion of bank branches and poverty re-
duction in India and reported that the expansion of rural
bank branches helped cut down poverty, especially in rural
areas without banks, and the decline in the poverty rate was
more prominent. Beck et al. [9] claimed that, in the de-
veloped financial system, the income of the low-income
group increases faster, the Gini coefficient declines faster, the
proportion of the poor population decreases faster, and the
cash flow constraints of enterprises are easier to resolve.
Demirgüç-Kunt and Levine [10] deemed that financial
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development could promote economic activities, stimulate
the labor demand, increase income, and provide more
prosperous economic opportunities. In comparison to the
higher-income groups and large companies, financial de-
velopment exerted a greater positive impact on low-income
groups, low-income families, and small enterprises. Allen
et al. [11] found that the increase in commercial bank
penetration positively and significantly affected the use of
bank accounts and bank credit by Kenyan households, es-
pecially for families with no income or low income, and low
education level. -e increase in banking activities, especially
the penetration of the microfinance business, would affect
poverty and income inequality. Alvarez de la Campa [12]
demonstrated that it is hard for the poor to accumulate
savings to pay for health and education, and the lack of
financing channels has gravely restricted the economic
growth and poverty alleviation in the Middle East and North
Africa. Pearce [13] highlighted that, despite the expansion of
bank branches and microfinance institutions in some
Middle East and North African countries, a large part of the
population still has no access to financial services. Emara
andMohieldin [14] suggested that when people are included
in the financial system, they could better improve their
health, invest in education and business, and make choices
beneficial to their entire family.

In addition, the crucial role of the development of in-
formation technology has been recognized in inclusive fi-
nance. Andrianaivo and Kpodar [15] utilized African
countries as samples to explore the impact of ICT, especially
the emergence of mobile phones, on economic growth. -e
research demonstrated that the growth of ICT, including
mobile phones, promoted the development of inclusive fi-
nance and consolidated the impact on economic growth.-e
M-PESA system, designed and put to use in Kenya, allows
money to flow electronically, thus letting the money flow to
penetrate rural areas, thereby increasing income inflows for
many rural residents. -e G20 advanced principles of digital
inclusive finance were proposed in 2016, which aimed to
promote the growth of DIF, provided services for those who
did not enjoy enough financial services, and resolved the
“last mile” problem of financial services. Klapper et al. [16]
claimed that digital payment—whether its healthcare, ed-
ucation, or other social safety nets—has crucial benefits for
individuals. Moreover, it can enhance the efficiency of the
government and aid agencies by decreasing transaction costs
and leakage. Beck et al. [17] illustrated that the availability of
mobile currency reduced the incidence of theft, thereby
decreasing the output loss; however, it also alleviated the
transaction friction between enterprises and suppliers, im-
proved the value of trade credit, and had a positive impact on
the growth of enterprises.

2.2. ResearchHypothesis. -e development of DIF decreases
the degree of financial exclusion, provides various financial
services, such as savings, insurance, credit, and payment, for
the poor, expands the availability and payment convenience
of financial services for the low-income groups, and en-
hances the ability of poor groups to resist risks. Poor groups

are unable to get sufficient funds to support their labor
production and venture capital in the environment of fi-
nancial exclusion, which also bounds consumption growth
[18]. In remote areas with poor conditions, there is generally
a lack of financial institutions; this makes it hard for people
in these areas to enjoy financial services. Digital inclusive
finance overcomes the limitation of geographical conditions,
provides convenient information transmission and financial
transaction platform for the capital supplier and demander,
breaks the barrier of financial exclusion, provides the poor
groups with the funds needed for production and life, fulfills
the investment needs of some poor groups, stimulates the
innovation and entrepreneurship vitality of reform groups,
and promotes the growth of the local economy. With the
improvement in economic development, the employment
situation and the level of income of the poor groups will be
improved, which would drive the local consumption, and
the improvement in the level of consumption would further
drive the economic growth. In addition, low antirisk ability
is a major feature of poor groups. Digital inclusive finance
enhances the ability of poor groups to resist risks through
credit, insurance, and other financial services. When poor
groups fall into various unexpected challenging situations,
such as diseases and disasters, the services offered by digital
inclusive finance can help poor groups come out of such
situations.

Digital inclusive finance not only overcomes geo-
graphical limitations but also decreases the cost of financial
services. In China’s poverty-stricken areas, with the con-
tinuous development of communication infrastructure, the
application scope of digital technology continues to expand,
which provides technical support for poverty-stricken areas
to decrease the cost of various financial services and enjoy
appropriate services. For one thing, it decreases the
threshold of financial services by taking advantage of the
wide coverage of the internet, as well as decreases the cost of
construction and operation of financial institutions by
combining face recognition, identity authentication, and
other technologies. For another, the application of big data,
cloud computing, and other technologies in the financial
field accelerates information transmission and decreases
market information asymmetry. Financial institutions can
offer more accurate financial services for the poor, resolve
the problem of financial mismatch to some extent, and
enhance the efficiency of resource allocation. -e estab-
lishment and improvement of the credit reference system
improve the impact of risk control on financial institutions
and decrease the cost of risk control. Moreover, DIF in-
creases the transparency of information, intensifies the
competition between financial institutions, promotes the
reform of financial institutions, and is conducive to the
innovation of financial products and the improvement of the
service level. Furthermore, digital inclusive finance not only
provides financial services to poor groups but also provides
people with a channel to understand finance, which con-
tributes to the improvement of financial literacy of poor
groups.

-e digital inclusive finance makes the poor people, who
are separated from finance, avail the opportunity to enjoy
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the appropriate financial products and services. -e poor
areas can obtain low-cost credit funds, provide financial
support for the industrial development of the poor areas,
advance the economic growth of the area, and eventually
abolish poverty. In addition, digital inclusive finance can
facilitate more people to enjoy financial services, especially
in remote rural areas, accumulate funds through savings and
invest in poor areas, promote economic growth, create more
employment opportunities, and improve the income level of
people in poor areas. -e increase in the level of income
among people will lead to an increase in consumption,
which will further promote the expansion of the local
economy.-e sustained economic growth not only increases
people’s income but also increases the education funds in the
region, as well as provides student loans for poor families,
thus helping to improve the education level of the children of
poor families and amplifying their employment opportu-
nities and work income. Likewise, sustained economic
growth can increase medical and health expenditure, in-
crease the investment in medical institutions and medical
funds, and alleviate the medical poverty in the region.
Furthermore, poor groups can use mobile terminals and
internet platforms to choose the appropriate insurance or
crowdfunding and other mutual aid ways to resist risks and
alleviate medical poverty.

Accordingly, the following research hypotheses are
proposed:

H1: the level of DIF is conducive to the alleviation of
income poverty
H2: the level of DIF is conducive to alleviating edu-
cational poverty
H3: the level of DIF is conducive to the alleviation of
medical poverty

3. Materials and Methods

3.1. Sample Selection and Data Sources. -e DIF index is
published by the Digital Finance Research Center of Peking
University [19]. Since 2001, the Digital Finance Research
Center of Peking University and Ant Financial Group have
estimated the DIF index every year. Ant Financial Group
provides inclusive financial services to the world. Based on
the hundreds of millions of transaction account, DIF index
reflects the overall development and trend of digital finance
[20]. Other data were obtained from China’s economic and
social development (C/E/S/D) database, and other indicators
were calculated through source data. -e DIFI covered the
period from 2011 to 2018; therefore, the selected samples
were from 2011 to 2018.

3.2. Model Specifications and Variable Selection

3.2.1. Model Specifications. To validate hypotheses H1, H2,
and H3, we employ fixed-effect models to examine the DIF
effects on poverty reduction. Let POVi,t indicate poverty
indicators for province i in year t. -e detailed model
specifications are given as follows:

POVi,t � β0 + β1DIFIi,t + δi + θt + εi,t, (1)

where DIFIi,t denotes the overall DIF index for province i in
year t. For the estimations, we control for the fixed effects of
the province and year, δi and θt in equation (1).

3.2.2. Variable Selection. -e explained variable POV de-
notes income poverty, education poverty, and medical
poverty, respectively, and is reflected by rural per capita
disposable income, average number of junior high school
students per 1,00,000 population, and diagnosis and
treatment rate of township hospitals. -e explanatory
variable DIFI denotes the digital inclusive finance index.
Based on the existing literature, income gap (THEIL),
degree of opening up (IE), financial expenditure (FE),
urbanization (UR), and inflation rate (CPI) were selected as
control variables. -is study further controlled the pro-
vincial fixed effect and year fixed effect. ε represents the
random error. Table 1 shows the main variables and their
definitions selected in this study.

3.3. Results and Analysis

3.3.1. Descriptive Statistical Analysis. -e descriptive sta-
tistical results of the sample are shown in Table 2. -e
average values of POV1, POV2, and POV3 were
11,334.090, 3309.706, and 436.829, respectively, and their
standard deviations were 4729.642, 936.138, and 151.169,
respectively. -e distributions of other variables were in a
reasonable range.

3.3.2. 2e Impact of DIF on Poverty Alleviation. -is study
regressed the model and tested the impact of DIF on poverty
alleviation. In order to ensure the robustness of the esti-
mation results, the clustering robust standard error was
used. Table 3 shows the specific results; columns (1) and (2)
take income poverty (POV1) as the dependent variable, and
column (1) only adds the independent variable digital in-
clusive finance index (DIFI) for regression, with the coef-
ficient of 61.359 that is significant at the 1% level.-is reveals
that the higher the DIFI, the higher the per capita disposable
income of farmers in this region, which alleviates the income
poverty. Based on column (1), column (2) further adds other
factors that affect poverty alleviation. -e coefficient of the
DIFI decreases to 50.467, but it is still significant at the 1%
level. Columns (3) and (4) take education poverty (POV2) as
the dependent variable, and column (1) only adds the in-
dependent variable digital inclusive finance index (DIFI) for
regression, with a coefficient of 6.319 that is significant at the
5% level; this illustrates that the higher the DIFI, the more
the average number of students per 100,000 junior high
schools in the region; that is, the education poverty is al-
leviated. Based on column (3), column (4) further adds other
factors affecting poverty alleviation. -e coefficient of the
DIFI becomes 7.823, which is still significant at the 5% level.
Columns (5) and (6) take medical poverty (POV3) as the
dependent variable, and column (5) only adds the
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independent variable digital inclusive finance index (DIFI)
for regression, with the coefficient of 2.117 that is significant
at the 1% level. -is demonstrates that the higher the DIFI,
the higher the diagnosis and treatment rate of township
hospitals in this region; that is, the medical poverty is al-
leviated. Based on column (5), column (6) further adds other
factors affecting poverty alleviation. -e coefficient of the
DIFI drops to 1.979, but it is still significant at the 1% level.

3.3.3. Robustness Test. To enhance the reliability of previous
empirical results, we tested the robustness from several aspects.

(1) In the benchmark regression of DIF on poverty
alleviation, the impact variables of poverty allevia-
tion were added one by one [21]. -e direction and
significance of the coefficient did not change, and the
results were consistent with the existing conclusions.

Table 1: Definition of main variables.

Variable Definitions
POV1 Rural per capita disposable income
POV2 Average number of junior high school students per 100000 population
POV3 Number of patients in township hospitals/rural population ∗ 100
DIFI Digital inclusive finance index
THEIL -eil index
IE Total import and export/GDP ∗ 100
FE Fiscal revenue/total DGP ∗ 100
UR Urban population/total population ∗ 100
CPI Consumer price index

Table 2: Descriptive statistical analysis.

Variable Sample size Mean value Median Standard deviation Minimum value Maximum value
POV1 248 11334.090 10478.960 4729.642 3909.400 30374.730
POV2 248 3309.706 3292.000 936.138 1226.000 6146.000
POV3 232 436.829 413.743 151.169 146.163 827.775
DIFI 248 187.175 203.935 85.079 16.220 377.730
THEIL 248 5.091 4.435 2.691 2.660 21.168
IE 248 26.998 14.157 30.856 1.679 154.816
FE 248 28.082 22.705 21.215 11.027 137.916
UR 248 56.132 54.615 13.249 22.727 89.607
CPI 248 102.500 102.100 1.288 100.600 106.300

Table 3: Impact of the DIFI on poverty alleviation.

Variable
POV1 POV2 POV3

(1) (2) (3) (4) (5) (6)

DIFI 61.359∗∗∗ 50.467∗∗∗ 6.319∗∗ 7.823∗∗ 2.117∗∗∗ 1.979∗∗∗
(3.66) (3.70) (2.15) (2.72) (3.04) (2.67)

THEIL 406.567∗∗∗ 73.660∗∗∗ 3.211
(5.72) (2.94) (1.09)

IE −41.880∗∗∗ 0.642 −1.785∗∗∗
(−5.93) (0.32) (−3.12)

FE −8.589 −2.580 −1.651
(−0.36) (−0.26) (−1.25)

UR 103.430∗∗∗ −23.665 1.322
(2.85) (−1.35) (0.64)

CPI 395.344∗∗∗ 130.801∗∗∗ 6.462
(3.34) (4.15) (1.01)

Constant 12734.97∗∗∗ −28055.880∗∗ 1606.206∗∗∗ −11809.76∗∗∗ 253.974∗∗∗ −432.588
(7.64) (−2.41) (5.31) (−3.41) (11.84) (−0.60)

Year fixed effect Yes
Province fixed effect Yes
Number of samples 248 248 248 248 232 232
F 261.18 488.09 361.61 278.19 239.64 220.93
R2 0.979 0.987 0.955 0.960 0.961 0.964
∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% significance levels.
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(2) Considering the endogenous problem, two-stage
least squares (2SLS) estimation was performed, and
we used Li Muchen’s method for reference [22],
multiplied the spherical distance between each
province and Zhejiang province with the corre-
sponding digital inclusive finance index, and took
the product as an instrumental variable. DIFI is
based on the data provided by Ant Group. Although
DIF plays a vital role in promoting financial services
and financial products, its development is still
influenced by the geographical space to some extent.
Guo Feng and research from other people revealed
that the development level of DIF reduces with the
increase in distance from Hangzhou and, hence,
slower is the development speed. Although distance
affects the income level, education status, and
medical conditions of each region, distance does not
change with the change in the level of income, ed-
ucation status, and medical conditions. -e distance
between each province and Zhejiang province meets
the two conditions of the instrumental variable;
however, the distance variable does not change with
time. -us, the product of distance and the corre-
sponding index was taken as an instrumental vari-
able, and the control variable was added to the
regression model, which also controlled the province
and year. Table 4 shows the regression results. Using
instrumental variables to control endogeneity, the
coefficients of the digital inclusive finance index were
statistically significant at the 1% level, and the results
were consistent with the conclusions presented.
Instrumental variables pass the test of unrec-
ognizability and weak instrumental variables.

3.4. Transmission Mechanism of DIF. -e development of
DIF realizes the poverty alleviation path by endorsing
economic development. With the growth of digital tech-
nology, more residents have the opportunity to enjoy fi-
nancial services [23]. -e reduction in the cost of various
services and the introduction of differentiated products

help customers to participate in financial activities, select
their own financial products and services, enhance trans-
action efficiency, and provide strong support for economic
development. Digital inclusive finance has altered the
payment habits of residents, decreased the demand for
cash, increased savings, and is advantageous to the accu-
mulation of small savings of residents. -e accumulated
savings are used for investment, which can further promote
economic development and increase regional economic
development. Per the “trickle-down effect” theory, with the
improvement in the economic development level, the
consumption expenditure will also increase. Simulta-
neously, it will provide more employment opportunities for
low-income groups, improve the employment situation of
the region, understand the income growth of low-income
groups, and eventually eliminate poverty.

Based on the mediating effect test procedure of [24], the
path model was set as follows:

POVi,t � a0 + a1DIFIi,t + CTRLi,t + δi + θt + εi,t (path a),

EDLi,t � b0 + b1DIFIi,t + CTRLi,t + δi + θt + εi,t (path b),

POVi,t+1 � c0 + c1DIFIi,t + c2EDLi,t + CTRLi,t + δi + θt + εi,t (path c).

(2)

Among them, EDL denotes the intermediary variable,
which represents the level of regional economic devel-
opment, respectively. -is study measured using per
capita GDP. First, path “a” was used to analyze the impact
of the DIFI on poverty alleviation without adding the
intermediary variable EDL. If the coefficient a1 was sig-
nificant, it suggested that the total effect of the DIFI on
poverty alleviation existed, which could be further

analyzed. Second, path b was used to analyze the impact of
the DIFI on the intermediary variable EDL. -ird, path c
was used to analyze the impact of the DIFI on the in-
termediary variable EDL on poverty alleviation. If the
coefficient b1 of path b and the coefficient c2 of path c were
significant, it implied that the mediating effect existed. If
the coefficient c1 was nonsignificant, it implied that the
mediator played a complete mediating role. If the

Table 4: Impact of DIF on poverty alleviation.

Variable POV1 POV2 POV3
(2) (4) (6)

DIFI 228.349∗∗∗ 28.666∗∗ 11.126∗∗∗
(4.46) (2.41) (3.51)

THEIL 486.967∗∗∗ 83.080∗∗∗ 10.027∗
(4.16) (2.83) (1.92)

IE −2.538 5.252 −0.835
(−0.14) (1.40) (−0.92)

FE 101.069∗ 10.270 4.179
(1.79) (0.75) (1.27)

UR 82.914 −26.069 1.359
(1.48) (−1.31) (0.39)

CPI 720.340∗∗∗ 168.882∗∗∗ 19.157∗
(3.27) (4.39) (1.65)

Constant −86714.71∗∗∗ −21812.69∗∗ −432.588
(−3.11) (−2.34) (−0.60)

Year fixed effect Yes
Province fixed effect Yes
Number of samples 248 248 232
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coefficient c1 was significant, it suggested that the medi-
ator played a partial mediating role. If at least one of the
coefficient b1 of path b and the coefficient c2 of path c was
not significant, Sobel test was conducted to determine
whether a mediating effect existed.

Table 5 presents the results of the intermediary test of
the economic development level. Path a test showed that
the DIFI coefficients were 50.467, 7.823, and 1.979, re-
spectively, which were statistically significant at the 1%
level. Path b test showed that digital inclusive finance was
significantly positively correlated with economic devel-
opment at the 1% statistical level. Path c test demonstrated
that, after adding the mediating factor EDL, the coefficients
of mediating factor EDL were significant at the 1% sta-
tistical level and also passed the Sobel test. For the three
dimensions of poverty alleviation, DIFI’s regression coef-
ficient values declined. In addition, the impact of the digital
inclusive finance index on income poverty alleviation was
only significant at the 5% statistical level, while the impact
on education poverty alleviation and medical poverty al-
leviation was not significant, suggesting that the level of
economic development played a partial intermediary role
in the impact of DIF on income poverty alleviation, and it
has a complete mediating effect in the impact of digital
inclusive finance on education poverty alleviation and
medical poverty alleviation.

4. Additional Analysis

4.1. 2e Impact of Various Dimensions of Digital Inclusive
Finance on Poverty Alleviation. Digital inclusive finance
index includes three dimensions—coverage breadth, use
depth, and digitization degree [25].-e coverage breadth of
DIF is reflected in the coverage of financial services, in-
cluding the number and scope of users who conduct fi-
nancial transactions through digital means such as internet
and mobile terminals. -e wider coverage of digital in-
clusive finance illustrates that more groups benefit from
digital finance, alleviates financial exclusion, and gives the
groups, who cannot enjoy financial services owing to
geographical restrictions, the opportunity to avail appro-
priate financial services [26]. Specifically, in terms of
coverage areas, traditional financial services need to im-
prove coverage by setting up institutional outlets, but the
high cost of institutional outlets makes it difficult for
traditional financial services to penetrate into economically
backward areas [27]. -e cross-border integration of digital
technology and financial services overcomes this disad-
vantage. Even without bank outlets, ATM, and other
hardware facilities in some areas, customers can still obtain
the required financial services through computers, mobile
phones, and other terminal devices. Compared with the
situation that traditional financial institutions distribute
their main resources in densely populated and commercial
areas, digital finance makes financial services more direct
and customer coverage wider. -e product innovation of
digital finance reduces the customer access threshold and
makes the trend of popularization of financial services
more obvious. -e use depth of DIF is reflected in the types
of financial services, including payment services, monetary
fund services, credit services, insurance services, and in-
vestment services. Deeper the use of DIF, the more di-
versified the financial activities of digital financial service
users through digital means. -e digital degree of DIF
depicts the influencing factors of users’ use of digital fi-
nancial services, including the degree of mobility, degree of
affordability, degree of credit, and degree of convenience.
-e higher the digital degree of DIF, the lower the cost and
higher the convenience of digital financial services.

We further tested the impact of the coverage, depth, and
digitization degree of DIF on poverty alleviation. Table 6
shows the specific results.-e results explain that the coverage
breadth of DIF exerts no significant impact on the alleviation
of income poverty and education poverty; however, the re-
gression coefficient for the alleviation of medical poverty is
2.011, which is significantly positive at the 1% statistical level,
suggesting that the higher the coverage breadth of DIF, the
higher the diagnosis and treatment rate of township health
centers, which affects the alleviation of medical poverty. -e
regression coefficients of the use depth of DIF to income
poverty and education poverty were 18.625 and 3.750, re-
spectively, which were significantly positive at the 1% sta-
tistical level, suggesting that the deeper the use depth of DIF,
the greater the impact on the alleviation of income poverty
and education poverty, while the impact on the alleviation of
medical poverty was not significant. -e regression

Table 5: Impact of various financial services of digital inclusive
finance on poverty alleviation: transmission mechanism test.

Path a (without mediators) POV1 POV2 POV3
(1) (2) (3)

DIFI 50.467∗∗∗ 7.823∗∗∗ 1.979∗∗∗
(6.03) (2.70) (3.92)

Control variable Control Control Control
Year fixed effect Control Control Control
Province fixed effect Control Control Control
Number of samples 248 248 232
R2 0.987 0.960 0.964

Path b (mediator) EDL EDL EDL
(4) (5) (6)

DIFI 324.893∗∗∗ 324.893∗∗∗ 324.893∗∗∗
(7.03) (7.03) (7.03)

Control variable Control Control Control
Year fixed effect Control Control Control
Province fixed effect Control Control Control
Number of samples 248 248 248
R2 0.986 0.986 0.986
Path c (including
mediators)

POV1 POV2 POV3
(7) (8) (9)

DIFI 16.693∗∗ 4.771 0.804
(2.18) (1.49) (1.50)

EDL 0.104∗∗∗ 0.009∗∗ 0.004∗∗∗
(9.99) (2.16) (4.81)

Control variable Control Control Control
Year fixed effect Control Control Control
Province fixed effect Control Control Control
Number of samples 248 248 232
R2 0.991 0.961 0.968
P value of the Sobel test ≤0.001 0.039 ≤0.001
∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% significance levels.
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coefficients of digital inclusive finance on income poverty and
education poverty were 16.801 and 2.542, respectively, which
were significantly positive at the 1% statistical level, suggesting
that the deeper the digital degree of digital inclusive finance,
the greater the impact on alleviating income poverty and
education poverty, while the regression coefficient of medical
poverty was 0.370, which was significantly positive at the 10%
statistical level, suggesting that the digital inclusive finance
positively affects alleviating income poverty and education
poverty, while digital inclusive finance positively affects the
alleviation of medical poverty.

4.2. 2e Impact of Various Financial Services of Digital In-
clusive Finance on Poverty Alleviation. Currently, the types
of financial services covered by China’s digital inclusive
finance primarily include payment business, insurance
business, monetary fund business, investment business, and
credit business [28]. Different types of service industries
reflect the development of the use depth of digital inclusive
finance business, and different depths exert different impacts
on poverty alleviation.

-is study further tested the impact of different types of
financial services of digital inclusive finance on poverty
alleviation. Tables 7–9 show specific results. -e results
indicate that payment business and insurance business have
played a role in alleviating income, education, and medical
poverty; monetary fund business affects alleviating educa-
tion poverty, investment business affects alleviating income
poverty and medical poverty, while credit business has no
significant impact on alleviating poverty.

4.3. Regional Heterogeneity Test of Digital Inclusive Finance.
-ere are great differences in the level of economic and
social development in different regions of China. -e
economic development in the eastern region is relatively
high, while economic development in the western region is
relatively low [29]. -us, per the division standard of the
three zones of the International Bureau of Statistics, the
sample was divided into three parts—the eastern part, the
central part, and the western part. Table 10 shows the test
results of regional heterogeneity of DIF. From the per-
spective of the alleviation effect of DIF on income poverty,
the coefficients of the DIFI were 88.634 and 34.954 in the
eastern and central regions, respectively, and were sig-
nificant at the 1% statistical level, but in the western region,
it is not significant, suggesting that the alleviation effect of
DIF on income poverty was most obvious in the eastern
region, whereas the impact on the central region was
marginally decreased, with no significant effect on the
western region. From the perspective of the alleviation
effect of DIF on education poverty, the coefficient of the
DIFI was 88.634 in the east, which was significant at the 1%
statistical level, but in the central and western regions, it is
not significant, suggesting that the alleviation effect of DIF
on education poverty was obvious in the east, with no
significant effect on the central and western regions. From
the perspective of the alleviation effect of DIF on medical
poverty, the coefficients of the digital inclusive finance
index were 4.479 and 3.389 in the eastern and central
regions, respectively, which were significant at the 1%
statistical level, but not significant in the western region,
suggesting that the alleviation effect of DIF on medical

Table 6: Impact of coverage breadth, use depth, and digitization degree of DIF on poverty alleviation.

Variable
POV1 POV2 POV3

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Breadth −8.640 −4.240 2.011∗∗∗
(−0.72) (−1.01) (3.42)

Depth 18.625∗∗∗ 3.750∗∗∗ 0.549
(2.59) (2.65) (1.43)

Digit 16.801∗∗∗ 2.542∗∗∗ 0.370∗
(4.49) (2.95) (1.77)

THEIL 365.257∗∗∗ 389.543∗∗∗ 301.995∗∗∗ 61.044∗∗∗ 71.289∗∗∗ 57.753∗∗ 6.006∗ 2.101 0.383
(5.20) (5.59) (4.80) (2.63) (2.97) (2.37) (1.88) (0.67) (0.12)

IE 53.59∗∗∗ 43.402∗∗∗ −49.662∗∗∗ −1.360 0.853 −0.577 −1.919∗∗∗ −1.721∗∗∗ −2.131∗∗∗
(−6.88) (−5.89) (−7.57) (−0.64) (0.040) (−0.28) (−3.23) (−2.82) (−3.58)

FE −42.076∗ −31.479 −5.057 −8.568 −5.747 −2.160 −2.397∗ −2.666∗∗ −2.084
(−1.87) (−1.47) (−0.22) (−0.85) (−0.58) (−0.22) (−1.94) (−2.09) (−1.53)

UR 104.369∗∗ 92.853∗∗ 92.876∗∗∗ −25.159 −26.064 −25.240 2.510 1.050 0.918
(2.37) (2.41) (2.87) (−1.41) (−1.50) (−1.45) (1.13) (0.52) (0.46)

CPI 289.168∗∗ 396.017∗∗∗ 249.008∗∗ 109.651∗∗∗ 135.208∗∗∗ 108.317∗∗∗ 7.723 6.281 1.278
(2.14) (3.19) (2.16) (3.48) (2.65) (3.68) (1.25) (0.99) (0.22)

Constant 8699.576 24432.14∗ −6546.353 −7897.916∗∗ −11851.1∗∗∗ −8493.508∗∗∗ −589.443 −330.177 208.435
(−0.58) (−1.81) (−0.52) (−2.23) (−3.34) (−2.72) (−0.84) (−0.47) (0.33)

Year fixed effect Yes
Province fixed effect Yes
Number of samples 248 248 248 248 248 248 232 232 232
F 664.58 455.27 494.23 284.45 312.09 252.82 198.91 174.00 163.28
R2 0.985 0.986 0.988 0.959 0.960 0.961 0.963 0.962 0.962
∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% significance levels.
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Table 7: Impact of various financial services of digital inclusive finance on poverty alleviation: income poverty.

Variable (1) (2) (3) (4) (5) (6)

Payment 29.10∗∗∗
(4.81)

Insurance 4.651∗∗
(2.33)

Monetary 7.529
(1.03)

Investment 21.440∗∗∗
(6.14)

Credit −2.12
(−0.33)

Credit investigation −0.400
(−1.30)

Control variable Control Control Control Control Control Control
Year fixed effect Yes
Province fixed effect Yes
Number of samples 248 248 186 155 248 124
F 417.58 353.21 221.76 201.38 344.98 106.12
R2 0.988 0.983 0.988 0.994 0.985 0.993
∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% significance levels.

Table 8: Impact of various financial services of digital inclusive finance on poverty alleviation: education poverty.

Variable (1) (2) (3) (4) (5) (6)

Payment 5.25∗∗∗
(4.20)

Insurance 1.157∗∗∗
(2.85)

Monetary 7.251∗∗∗
(4.62)

Investment 0.997
(0.90)

Credit −0.320
(−0.16)

Credit investigation 0.429
(1.09)

Control variable Yes
Year fixed effect Yes
Province fixed effect Yes
Number of samples 248 248 186 155 248 124
F 19.21 16.55 8.43 5.40 16.04 5.01
R2 0.962 0.960 0.981 0.985 0.959 0.990
∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% significance levels.

Table 9: Impact of various financial services of digital inclusive finance on poverty alleviation: medical poverty.

Variable (1) (2) (3) (4) (5) (6)

Payment 0.855∗∗
(2.52)

Insurance 0.219∗∗
(2.16)

Monetary 0.088
(0.28)

Investment 0.559∗∗
(2.09)

Credit −0.400
(−1.30)

Credit investigation −0.007
(−0.06)

Control variable Yes

Scientific Programming 9



poverty should be the most notable in the eastern region,
with a marginal decline in the central region and no
significant effect on the western region. Generally
speaking, the groups with a higher education level are
more eager and need to use digital information means to
obtain more useful information and have corresponding
information retrieval ability, information acquisition
ability, and absorption and digestion ability, while the
groups with a lower education level will appear poorer at
the information level, resulting in the phenomenon of
digital divide. -e digital divide also leads to the difference
of residents’ utilization of digital inclusive finance in
different regions.

5. Conclusions

-e findings of this study are as follows: (1) digital inclusive
finance exerts a poverty reduction effect in three dimen-
sions of income, education, and healthcare. (2) -e level of
economic development plays a partial mediating role in the

impact of DIF on income poverty alleviation, while it plays
a complete mediating role in the impact of DIF on edu-
cation poverty alleviation and medical poverty alleviation.
(3) -e coverage breadth of DIF exerts a significant impact
on the alleviation of medical poverty, the use depth of DIF
exerts a significant impact on the alleviation of income
poverty and education poverty, and the digital degree of
DIF exerts an impact on the alleviation of poverty in three
dimensions. (4) -e types of financial services also exert
different effects on poverty alleviation. Generally, payment
business and insurance business exert significant effects on
the three dimensions of poverty alleviation. (5)-e poverty
reduction effect of DIF is the most notable in the eastern
region, followed by the central region, but not significant in
the western region.

Digital inclusive finance plays an evident role in poverty
alleviation; however, from the perspective of use depth, the
impact of credit business and investment business on
poverty alleviation is not obvious. In future, we can ap-
propriately increase the development of such financial

Table 9: Continued.

Variable (1) (2) (3) (4) (5) (6)
Year fixed effect Yes
Province fixed effect Yes
Number of samples 232 232 174 145 232 124
F 11.81 13.91 4.81 5.43 12.54 3.72
R2 0.964 0.963 0.976 0.985 0.961 0.982
∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% significance levels.

Table 10: Regional heterogeneity test of digital inclusive finance.

Variable

POV1 POV2 POV3

East Central
section West East Central

section West East Central
section West

(1) (2) (3) (4) (5) (6) (7) (8) (9)

DIFI 88.634∗∗∗ 34.954∗∗∗ 12.140 12.133∗∗ 0.417 0.977 4.479∗∗∗ 3.389∗∗∗ −0.233
(3.55) (3.20) (1.51) (2.15) (0.04) (0.23) (2.80) (3.25) (−0.38)

THEIL
1755.41
∗∗∗ 178.769 101.900∗∗ −229.363 −258.627 41.259 29.129 −23.618 −7.139∗

(3.16) (0.52) (2.02) (−1.28) (−1.07) (1.36) (0.75) (−0.96) (−1.94)

IE −6.892 68.211∗ −5.332 7.816∗∗∗ −25.590 −2.733 1.613 6.569∗∗∗ −0.954
(−0.55) (1.88) (−0.56) (2.78) (−1.08) (−0.55) (1.53) (2.73) (−1.19)

FE 209.854∗∗ −16.837 −9.237 5.513 −42.219 −0.690 0.487 4.742∗∗ −1.425
(2.60) (−0.31) (−0.51) (0.31) (−0.89) (−0.06) (0.10) (1.32) (−1.23)

UR 163.098∗∗ −50.573 37.523 −6.198 26.581 −47.367∗∗ 1.19 −0.379 2.963
(2.38) (−1.34) (1.05) (−0.36) (0.78) (−2.29) (0.25) (−0.16) (0.94)

CPI 236.027 322.331∗∗ 15.814 22.940 293.12∗∗∗ 45.147 9.377 16.932∗∗ −14.542∗∗
(1.05) (2.30) (0.23) (0.37) (3.28) (0.95) (0.62) (2.03) (−2.35)

Constant −37912.99 −26949.51∗ 1010.995 380.371 −26054.78∗∗ 1613.986 −1029.237 −1561.111∗ 1832.745∗∗∗
(−1.53) (−1.76) (0.13) (0.06) (−2.66) (0.31) (−0.59) (−0.47) (2.84)

Year fixed effect Yes
Province fixed
effect Yes

Number of
samples 88 64 96 88 64 96 72 64 96

F 164.14 811.80 358.28 2.76 9.14 15.31 9.45 23.82 6.78
R2 0.987 0.994 0.990 0.960 0.950 0.959 0.938 0.989 0.951
∗, ∗∗, and ∗∗∗ indicate 10%, 5%, and 1% significance levels.
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business to alleviate the financial constraints of low-income
groups. -e economic development level of the western
region and the construction of network infrastructure are
relatively backward, which also affects the application of
digital inclusive finance. In future, we can accelerate the
construction and upgrading of communication network
hardware in remote areas such that the residents can enjoy
appropriate financial services and promote the expansion of
DIF in the western region.
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+e manufacture of raw materials to deliver the product to the consumer in a traditional supply chain system is a manual process
with insufficient data and transaction security. It also takes a significant amount of time, making the entire procedure lengthy.
Overall, the undivided process is ineffective and untrustworthy for consumers. If blockchain and smart contract technologies are
integrated into traditional supply chain management systems, data security, authenticity, time management, and transaction
processes will all be significantly improved. Blockchain is a revolutionary, decentralized technology that protects data from
unauthorized access. +e entire supply chain management (SCM) will be satisfied with the consumer once smart contracts are
implemented. +e plan becomes more trustworthy when the mediator is contracted, which is doable in these ways. +e tags
employed in the conventional SCM process are costly and have limited possibilities. As a result, it is difficult to maintain product
secrecy and accountability in the SCM scheme. It is also a common target for wireless attacks (reply attacks, eavesdropping, etc.).
In SCM, the phrase “product confidentiality” is very significant. It means that only those who have been validated have access to
the information. +is paper emphasizes reducing the involvement of third parties in the supply chain system and improving data
security. Traditional supply chain management systems have a number of significant flaws. Lack of traceability, difficulty
maintaining product safety and quality, failure to monitor and control inventory in warehouses and shops, rising supply chain
expenses, and so on, are some of them. +e focus of this paper is on minimizing third-party participation in the supply chain
system and enhancing data security. +is improves accessibility, efficiency, and timeliness throughout the whole process. +e
primary advantage is that individuals will feel safer throughout the payment process. However, in this study, a peer-to-peer
encrypted system was utilized in conjunction with a smart contract. Additionally, there are a few other features. Because this
document makes use of an immutable ledger, the hacker will be unable to get access to it. Even if they get access to the system, they
will be unable to modify any data. If the goods are defective, the transaction will be halted, and the customer will be reimbursed,
with the seller receiving the merchandise. By using cryptographic methods, transaction security will be a feasible alternative for
recasting these issues. Finally, this paper will demonstrate how to maintain the method with the maximum level of safety,
transparency, and efficiency.

1. Introduction

In today’s global market, supply chain management (SCM)
is critical. It has a significant influence on the global
economy. SCM is often defined as the movement of goods
from producer to consumer. It is divided into numerous

phases, starting with the supply of raw materials and ending
with the client, and includes the producer, distributor, and
retailer. It is a global process in which components are
sourced from a single location, packaged, and supplied
globally. Traditional supply chain management serves a
broad goal but falls short of full compliance. Giving the final
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customer the ability to reverse the transaction and assuring
the quality of the items supplied has several limits. It usually
corresponds to forward flows, or the flow of products from
the sender to the recipient [1, 2]. Supporting the reverse flow
of items and transactions for every consumer is also critical.
+e traditional supply chain management system might be
disrupted by blockchain and smart contracts. +e supply
chain can benefit from the blockchain’s transparency and
immutability [3]. By offering a secure mechanism for col-
lecting data and developing and running programmed
scripts or applications known as smart contracts, the
blockchain aids in the modernization of the supply chain [4].
Smart contracts can help supply chain managers track the
origin and security of their products.We discussed the issues
and came up with a solution.

+e approach of developing a conceptual framework for
a supply chain management system is included in this re-
search. Its main objective is to leverage blockchain and smart
contracts to provide safe transactions and high-quality
products. It will allow any client to return a product and
receive a refund for the money spent on it, resulting in a
trustworthy worldwide market. Most significantly, under
our paradigm, the whole SCM system will undergo a sig-
nificant transformation.

A blockchain is a continuously growing list of logs
known as cryptographically connected and secured blocks.
+e blocks are connected cryptographically. +e bulk of the
nodes check the blocks in the blockchain network.+e block
will then be added to the chain that all network nodes share
when it has been verified. Handling a single piece of data
necessitates thousands of instances, each of which requires a
significant amount of work and time to avoid. Access to
information is associated with higher quality in various
blockchain systems.+ere are a few qualities that distinguish
blockchain from other technologies. Data on the blockchain,
for example, is immutable, tamper-resistant, and based on a
decentralized network, and it can be hacked and encrypted.
In general, three forms of blockchain exist: public or un-
authorized, private or permitted, and consortium block-
chain. Each one has specific characteristics because of the
uniqueness of the network’s geographic area [5, 6].

According to Nick Szabo, smart contracts are “a com-
puterized transaction protocol that meets contract condi-
tions.” Smart contracts are pieces of code (software or
scripts) written in a high-level programming language [7]
like Java, C++, NodeJS, Python, Go, Solidity, and others. For
smart contracts, many blockchain systems employ various
high-level programming languages [7]. +e Hyperledger
manufacturing platform employs the programming lan-
guages NodeJS and Python. On the other hand, for their
smart contracts, Ethereum employs a sound programming
language [8]. Copies of intelligent contracts are available on
the blockchain-based network for each peer. Scripts for
smart contracts are run automatically, independently, and
openly. It is always executed in a secure environment to
guarantee that code and data integrity are maintained.
[9, 10].

+e essence of a cryptocurrency is that it may be ex-
changed through transactions and that it may be added to

new blocks and mined by miners in the most secure way
possible. +ere are three major levels in the crypto realm.
Technology, currency, and tokens are the three. +e coin is
bitcoin, and the technology is blockchain (bitcoin is not just
a currency). It is a set of rules. A protocol is a collection of
rules that govern how individuals interact on a network. It
determines how public keys and signatures should be used
for authentication in bitcoin, ethereum, and other crypto-
currencies. +e Coin is a built-in asset of the protocol that
allows player interaction and is used to reward individuals
for mining the blockchain and creating blocks. It is also used
to let users buy stuff from other people. Smart contracts are
used with tokens.+ere is a distinction to be made between a
token and a coin. When someone invests in a coin, they are
also investing in the underlying coin’s protocol. +ey are
investing in the concept behind what they are building if
they invest in a token.

With the passage of time, the supply chain has evolved.
As a result of the global market, SCM has become in-
creasingly important in the current world. However, there
are still some substantial challenges in supply chain man-
agement in numerous areas. Between the buyer and the
seller, there must be trust. A trusted environment is required
for transaction processing. However, in today’s commercial
world, there is no such thing as complete trust. In the
transaction process, the intermediaries in a supply chain
have a great deal of power. +ey can manipulate market
value without telling genuine supply chain members,
allowing them to benefit at the expense of the ultimate
consumer. In today’s supply chain, there is no encrypted
mechanism to store people’s private information in nu-
merous businesses, hospitals, and other locations. +is data
will be vulnerable to cyberattacks, exposing the sensitive
public and private information. Because of the supply
chain’s intermediaries, there is no price transparency. +is
will provide a direct link between the buyer and the vendor,
making the transaction more transparent and trustworthy.
Commodities flow in only one direction in today’s supply
chain management system. As a result, if a product is de-
fective, the customer must bear the repercussions. He had no
choice but to take the risk. +ere are several stages where
paperwork must be manually filled out. In a global trans-
action, the monitoring mechanism is also based on humans.
It is more susceptible to human mistakes, resulting in un-
justified price rises and less chance to track down the source
of the problem. As a result of the aforementioned factors,
supply chain management has a significant impact on the
worldwide market.+emarket is still shaky.+ere is no such
thing as a flawless competition.

In this paper [11], it was proposed to do research on
supply chain risk management finance using blockchain
technology. We analyze the causes of their operational risks,
trade authenticity risks, payback risks, and contingent risks
in conjunction with blockchain technical characteristics and
the supply chain finance business model and react to and
track data in real time using physical sensors to improve
supply chain risk control efficiency. Dwivedi et al. describe in
this article [12] how the blockchain mechanism works in
tandemwith the existing pharmaceutical system to provide a
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more efficient supply chain management method. In the
supply chain system, this paper offers a blockchain-based
information sharing scheme that is safe and uses intelligent
contracts and consensus methods. Using intelligent contract
technology, the proposal also includes a way of securely
providing the needed cryptographic keys to all parties.
Alfonso-Lizarazo et al. investigated the usefulness of reverse
logistics, or backward product flows and forward logistics, in
the palm oil supply chain [13]. +e authors presented a
closed-loop system that considers “green operations.” In
both forward and backward flow, it attempts to maintain the
environmental sustainability. +e report also explains how
statistical methods were used to perform mathematical
modeling that resulted in a positive output across the supply
chain. However, the implementation at the industrial level
and data security and administration are not shown. In this
essay, Yuan et al. looked at the supply chain management
information system method and blockchain as significant
technology [14]. From the perspective of blockchain, the
process and consensus collaborative management approach
is presented, which improves transaction process manage-
ment and blockchain system consensus, accounting, and so
on. Nehai and colleagues [15] present an innovative tech-
nique for smart contract validation. It uses a model-checking
approach. +e model investigates a number of rules for
converting smart contracts into model checks. +e method
works on three levels to display the nature, logic, and ex-
ecution of the smart contract. +e NuSMV tool is used to
develop and run programmed smart contract scripts. It is an
excellent technique for confirming smart contracts, but IoT
device interoperability and blockchain administration re-
main issues. Kshetri [16] discussed how blockchain may aid
supply chain objectives such as speed, cost, risk, and product
quality. It also looked into how IoT devices may be linked
into a supply chain system based on blockchain. +e ap-
plication of blockchain technology in well-known supply
chain use cases throughout the world, such as Alibaba and
Maersk, has been extensively researched. It does not,
however, provide the global oil supply chain with a full
framework. Chang et al. [17] looked at how the pursuit of
transparency and accountability across supply chain pro-
cesses can potentially influence decentralization and auto-
mation. A comparative analysis of the current and proposed
frameworks was conducted to support the core reasoning of
this study. Ahmed and Dixit [18] have shown that con-
sumers throughout India relied on these Kirana shops
during the COVID-19 epidemic, which forced the closure of
most other retail outlets. While COVID-19 created a new
consumer affiliation for Kirana shops and offered new op-
portunities for these businesses to increase their client bases
and product variety, it also exposed supply chain manage-
ment flaws. Kamran et al. [19] discussed how he makes
suggestions to key players in the logistics operations sector of
the logistics business that is interested in using blockchain
technology. Apart from the study’s methodological limita-
tions, system compatibility and layer configuration issues
may cause possible difficulties when scaling up the imple-
mentation. Liu and Guo [20] discussed Matlab about the
findings that indicate that blockchain technology may help

propel the fresh food e-commerce supply chain to a greater
level of management, coordination, and integration
throughout the whole industrial chain. Investing in the
blockchain system within a certain budget range may en-
hance not only product dependability but also the perfor-
mance of each major component of the fresh food
e-commerce supply chain, as well as overall performance.
Yoo and Won [21] talked about a system that applies
blockchain and smart contracts to the price-tracking
component of supply chain management systems to ensure
product distribution structure transparency. By increasing
transparency in the SCM, this method enables businesses to
monitor their transactions, preventing them from chasing
excessive profits. By using Ethereum technology, the sug-
gested reference model solves the shortcomings of current
models. Furthermore, the researchers used the model to
show its functionality in a real-time setting, which may serve
as a model for future study. Compared with others, this
paper progressively diminishes the participation of third
parties in the supply chain system and makes data more
secure. +is will make the entire process more accessible,
efficient, and time-efficient. Most importantly, individuals
will feel more secure during the payment process. +is paper
has its own cryptocurrency with smart contracts to enable
more secure dealings with products and put an end to their
trust issues.+is e-commerce website was secured in a highly
secure way in this paper. Many blockchain papers are
available on e-commerce websites. +ese are either peer-to-
peer encrypted systems or smart contract embedded sys-
tems. In this study, however, it utilized a peer-to-peer
encrypted system as well as a smart contract. +ere are a few
other features as well. Because this paper utilized an im-
mutable ledger, the hacker will be unable to get access to our
system. Even if they get access to the system, they will be
unable to alter any of the data. In the transaction procedure,
this paper also utilized blockchain. If the goods are defective,
the transaction will be halted and the customer will be re-
imbursed, with the merchandise being returned to the seller.
In addition, the contract will be revised. As a result, the
transaction process may be trusted. As a result, purchasers
will be less likely to fall prey to fraud or other financial
problems. As a result, our technology outperforms currently
available e-commerce websites. It is safer and more
dependable.

Blockchain and cryptocurrencies, as well as smart
contracts, are briefly discussed in the first section. Section 2
gives an overview of the approach and materials utilized and
a discussion of the concerns and a review of the literature.
Section 3 depicts the design and outcomes of our efforts. +e
influence of the design is discussed in four sections. Finally,
the work that can be done in the future and the conclusions
expressed in Section 4 are reviewed.

1.1. Problem Statement. On a daily basis, supply chain
management systems encounter problems, and nearly all of
them require immediate attention and action. +e degree
and intricacy of these issues may vary. Easy data access,
quality and sustainability, supplier management, and
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managing consumer expectations are just a few of them.+e
Supply Chain Management system confronts ever-increas-
ing challenges year after year. And, with the emphasis on
stability, these concerns are now front of mind. After all,
supply chains are at the heart of effective business opera-
tions, and problems will inevitably have an influence on a
company’s bottom line.

1.2. Motivation. Blockchain technology validates and stores
data using blockchain data structures, generates and updates
data using distributed node consensus methods, uses en-
cryption to guarantee data transmission and access security,
and employs intelligent script code. It is a novel computer
and distributed infrastructure paradigm for programming
and manipulating data.

+e transaction data produced by each participating
entity is packed into a data block, which is then organized in
chronological order to form a chain of data blocks in the
blockchain system. +e main body has the same data chain
and cannot be tampered with unilaterally. Any changes to
the information must be approved by a certain percentage of
the topic, and only new material may be added. +e old data
cannot be changed or removed. +e identification of each
subject and the transaction information between entities are
open and transparent and cannot be faked, thanks to in-
formation sharing and consistent decision-making.

2. Method and Methodology

+is section delves into the many methods and materials
used to achieve the goal. +e modeling approach is based on
the concept of the blockchain as a cyber SC chain of in-
formation services that represents the operational fulfillment
of the physical SC. When transaction activities begin and
conclude, the blockchain maintains an account of them. As a
result, the operations of logistics companies may be viewed
as information services that they provide to the blockchain
architecture. Smart contract design, in this sense, may be
thought of as the computation of start and completion
timings for information services in a blockchain-driven
cyber environment that mirrors real SC activities.

2.1. Outline of the Full System. +is system proposes an
abstract concept after briefly explaining and reflecting on
current definitions of smart contracts. Because of the con-
cept’s novelty and its sophisticated technological founda-
tion, there is no common definition of smart contracts at this
time. Given the lack of agreement on nomenclature, it
appears that providing an overview of existing techniques
and refining an appropriate description is of the highest
relevance.

In Figure 1, the whole structure of the blockchain and
smart contract working mechanism is depicted. A variety of
logistics service providers can take up some operations in the
SC that are progressively arranged as flow-oriented activities
(i.e., intermediates, carriers).

Different operations may be assigned to several logistics
service providers. Assigning operations to logistics firms will

result in a variety of work lead times and pricing because
different logistics service providers operate at different times
and at different rates.+e process of creating smart contracts
includes assigning logistics businesses to jobs and arranging
their activities in the contracts, which results in a Blockchain
design structure. +e start and finish of the execution of the
operations of the transaction will be recorded on the
blockchain. As a result, the operations of logistics firms
might be classified as information services provided by the
blockchain architecture. In this sense, smart contract design
may be described as the choice to start and stop information
services in a blockchain-driven cyberspace that replicates
physical SC activities.

For blockchain python, for smart contracts and cryp-
tocurrency purposes, solidity was used in this new supply
chain strategy. My ether wallet and Ganache were also used
since virtual transactions were performed here for a more
realistic outcome.+e Spider IDE for implementing Python,
the remix IDE for solidity, and nodejs for web pages are used
in this system. Figure 2 is the entire process of the system,
from the start of the seller’s transaction.

Whenever any seller intends to buy any product, he has
to do it on the website and there will be no involvement of
any third party which can manipulate the payment method.
After the buyer gets the product, he will unblock the pay-
ment that he has made and then the seller will get his
payment. +is transaction data will be autoupdated by the
website. If, anyhow, the buyer gets a damaged product or
becomes dissatisfied with the product he got, then he can
return the product and take back his payment through the
website. +is will not cost any extra money to anyone. After
they both make a clear statement review of the transaction,
only then will the payment be updated.

Figure 3 is the diagram of the whole mechanism of this
system. It will begin with the website receiving data from the
user. After the transaction, the customer must approve if the
goods are satisfactory or not. +e administrator will be able
to see the contents of this section.

It will expand in accordance with market circumstances.
Any announcement may be made from here. All sales,
customer information, and bounce rate data will bemanaged
via this admin panel. +e website will automatically update
the transaction details. If the customer receives damaged
goods or is unhappy with the product, he may return it and
get a refund via the website. Nobody will have to pay any
additional money as a result of this. Only when they have
both completed a thorough statement review of the trans-
action can the payment be adjusted. Figure 4 is shown. +is
is the login page for the seller. +e homepage features three
web pages, which lead to three additional pages.

Another one of them is the login page for the seller. In
order to log in, the seller will have to type in his e-mail
address and password into his personal account. +is page

User Database
Interface:
postman

Data Engine:
Spyder

Figure 1: A minimal overview of the complete system.
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Figure 2: +e flowchart demonstrating the algorithm used in this SCM.

A wants to send
money to B

The transaction is
represented online as

a block

The block is broadcast
to every party in the

network

Those in the network
approve the
transaction

is valid

The block can be
added to the chain, which

provides transparent
record of transaction

The money moves to
A to B

Figure 3: Block diagram of the whole system.

Figure 4: Login page for a seller account.
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allows you to create three different types of accounts. +is
page’s main features are the admin account, seller account,
and buyer account. If the user already has an account, the
username and password will be required. However, if
someone is creating one for the first time, they will need an
e-mail address and a password. Every activity may be
controlled and monitored by the admin account. +e system
requires that the seller and buyer accounts follow the same
set of rules. For the development of this website system, it
required Javascript, CSS, HTML, and PHP. In Figure 5, the
registration page for buyers is shown.

+e buyer will fill out the registration form with various
pieces of information, like their username, e-mail address,
and password. +ey will also type the password they used to
confirm it again. +e information will be typed and stored in
the local database. Using the administrative control panel, it
can be seen.

2.2. Data Security and Transaction in the Blockchain and
Smart Contract. Transactions are not born in the block.
When one transaction occurs, the list needs to be empty.
Otherwise, it will not get all the separate data. Blocks cannot
have the same data in each block. A transaction is put into a
block if it is authorized by a majority of the nodes. Each
block references the one before it, forming the blockchain. A
miner must examine if a transaction is eligible to be pro-
cessed according to the blockchain history before adding it
to their block. +e transaction is legitimate and can be
included in the block if the sender’s wallet balance has
sufficient funds according to the current blockchain history.
In Figure 6, it is shown that in the traditional system, if we
want to buy any big asset, we have to pay for it and, after
paying the amount, we get a deed that is the proof of the
asset.

If the deed is hacked or manipulated, then the asset
owner has no more of their own. It is a volatile way to have
ownership, which can be misleading at any time. Someone
erases just one line of information, and the asset can lose its
license. Client-server networks are used in traditional da-
tabases. A user (referred to as a client) may make changes to
data that is kept on a central server. +e database is still
controlled by a specified authority, which verifies a client’s
credentials before granting access. Because this authority is
in charge of database management, the data may be changed
or even destroyed if the authority’s security is breached. In
Figure 7, after using blockchain technology here, we can call
it an immutable ledger.

If anyone buys an asset here and keeps all the infor-
mation in the block, then it is impossible to change the data.
Because if any of the data is changed in the block, the whole
system gets an alarm as they are all connected with their
previous hash number. And it has its own transaction
system, which is very secure and trustable.+ese are the facts
that make any traditional ledger an immutable ledger. Public
verifiability, provided by integrity and transparency, is a
fundamental feature of blockchain technology that differ-
entiates it from conventional database technology.

2.3. Chain andDataComponent. +is section introduces the
basic notion of smart contracts by discussing the nature and
types of contracts. From a legal and economic standpoint, we
first outline the basic aspects of contracts and their various
roles throughout the relationship lifecycle. +en, after ex-
amining several ways of defining smart contracts, we offer a
broad definition. +is part concludes with a critical exam-
ination of the role of distributed ledger technology in the
idea of smart contracts. In Figure 8, it shows all the functions
which have been imported. +e date time function is used
for each block to have its own timestamp when the block is
created and mined. +e hashlib function will need to hash
the blocks because the hash function will be used here.

Here, using the json function, we will encode the blocks
before we hash them. +e flask function will be used by the
flask library. We will need a flask class because this will use a
web application and jsonify, which will take the message and
interact with the blockchain with the postman. In the
blockchain class, there is a genesis block, a chain function,
and a block function that will add a new block and will mine
a block. +e create_block function will take two arguments:
proof and the previous hash number. In Figure 9, proof_-
of_function has two arguments. One is self, which is for
using an instance object that will be created by the class. +e
other one is previous_proof, for creating a way for miners to
solve the problem.

Here, the new_proof value is 1 because after every it-
eration, it needs to increment by one until it gets the right
proof. check_proof will do the checking part to see if it is
correct proof or not. +e hash_operation contains four
leading zeros, which will make mining difficult for the
miners, and it is a string of 64 characters. +e encode
function will encode the string in the right format, which is
expected by the sha256 function. In Figure 10, the function
of the transaction has been declared. +is add_transaction
method will conduct the process through the self, sender,
and receiver keys of the argument.

+is will service the transaction before adding it to the
block. +is list of data will use the append function to add a
new transaction. For every new transaction, it is necessary to
add the previous data, which will be done by the pre-
vious_blockfunction. Before returning to the previous block
function, it will add +1. As a result, the number will au-
tomatically rise, the list will grow, and data will be stored.

Figure 5: Sign-up page for a buyer account.
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2.4. Transaction Component. After defining the version of
solidity, there will be some functions we need to add to
connect with my ether wallet and Ganache. We have de-
clared the total amount that people who will mine can use
from here. And after that, the coin value of our created coin
named “hadcoin.” In Figure 11, the transaction method has
been initiated. +ere will be two mining. One is for equity
hadcoins and the other is for equity USD, which is for
dollars.

Mapping is like a function, but this data will be stored in
an array. It is not like a function that takes a variable and
returns it. It is more like an array that will have an input
variable which will be the investor’s address. It will return
the equity in hadcoins and the other will be in USD. In
solidity, address is a type of work that works as a function.
Modifiers can check if the investor can buy or sell any

hadcoins or not. In Figure 12, the control panel for the entire
system is shown. All of the transactions that have occurred
will be added here automatically. It has the ability to monitor
and regulate the operations of miners as well as data.

+ere will also be information on the buyer and seller, as
well as data from Ganache containing transaction details.
Details about the buyer’s account, the seller’s account, and
the transaction will be logged here. +is section’s

Figure 9: Function for the proof of work in spider.

Figure 10: Function of transaction in spider.

Figure 11: Hadcoin creations and adjusting USD in remix.

Ownership of
any big asset

Third party
involvement
because of 

weak security
issue

Lost the
ownership

easily

Figure 6: Traditional ledger with an unwanted security issue.

Figure 7: Immutable ledger with high security.

Figure 8: Imported function for the blockchain in spider.
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information will be visible to the administrator. Its growth
will naturally reflect market conditions. From here, an
announcement may be issued.+is admin panel will manage
all sales, customer information, and bounce rate informa-
tion. New buyers will be able to see the past information of
any previous buyers, making this method extremely
trustworthy.

3. Result and Design Analysis

+is is the get_chain output. Here, index means the number
of the block, as this is the first block, so it has no previous
block. Proof indicates the proof of work, which is different
for every single block. A Timestamp indicates when the
block was created, the exact time, and date with a number.
As it is the first block, no transaction happens here. In
Figure 13, this is a random block from all the blocks created
for mining. Here the index number is different. It has a
previous hash which is the hash value of its previous block.

+e proof number is different from the first block, which
means mining is happening here. +e genesis block is the
initial block in any blockchain. As this is the first step in the
process, it has no prior hash number. It will include evidence
of labor, which will be the same for all blocks. Transactions
will be placed here using the “hadcoin” coin. As soon as all of
the blocks are added to the system, the length will grow and
the system will grow too. It will also contain a timestamp,
which is a record of the moment when it was first added to
the list. In Figure 14, the fourth block is mined. After mining,
it will automatically be added here and will show themessage
text. +e difficulty is always set at a certain time interval and
then modified every two weeks, such that a block may be
constructed at a predetermined time period. As a result, the
difficulty of the network sets a predetermined time period
between building two blocks, which is roughly 10 minutes
(in Bitcoin).

Previous_hash is the hash number of its immediate
previous hash and proof is the unique number of each block.
+e Timestamp function will show the exact time of when it
was mined. +e most crucial aspect of this system is mining.
+is mining is done using a fixed algorithm. Many blocks
may be mined at once, but only one will get the proper code
and be added to the list. +is block will get the prize, while

the others will not. +e procedure, with the exception of
mining, will not be particularly genuine. In Figure 15, a
block has been mined and this will be added to the main
chain. +e admin will get to know that with the message
“Congratulations, you just mined a block!,” this is a con-
firmation text for miners, and with this, it will ensure
mining. +e data is then “hashed” by the node, which
converts it into a hash value or “hash,” which must always
include a specific number of zeros. +e node determines if a
hash satisfies the difficulty requirements. +e hash must
begin with the appropriate number of zeroes. If the hash
satisfies the difficulty requirements, it is disseminated to the
rest of the network’s miners. +e first miner to discover a
valid hash converts the block into a new block and is paid for
the block reward and fees.

It will display the index number of 4 for this specific
block. A message text that confirms whether or not the block
has been mined. If mining does not take place, the output
will be negative. Every block has a unique number, which for
this block is 21391. +is system’s timestamp shows when it
was mined. +ere is no other way to control this system; it
has its own set of rules that it will adhere to throughout the
system. In Figure 16, in the transaction section, the amount
indicates how many times the sender sends and the sender
receives a separate unique number for each transaction. +e
first miner has a hexadecimal number of sixty-four digits (a
“hash”) that exceeds or equals the goal hash. It is pretty
much a deviation.

+is section depicts what the sender and recipient will
get once the virtual transaction is completed.+e sender and
receiver will be reconnected as a result of this procedure, and
since they are both unique, they will not be confused by any
other customers. For these two clients, both of these figures
are produced. Whenever a blockchain transaction flag is
raised, there must be a blockchain consensus to update it on
the blockchain. Installed on the blockchain network,
members nodes in a blockchain consensus protocol agree on
a ledger content and cryptographic hate and digital signa-
tures to guarantee the integrity of transactions instead of
depending on third parties to broker transactions. +ese
blockchain transactions, if validated, are deemed successful
and irrevocable. Transactions depend a lot on hash and hash
values. Figure 17 shows that if it is needed to check if the

Figure 12: Control panel of the website.
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blockchain is mining correctly or not, then with the is_valid
command, it can be checked. If it stops working, then it will
not be valid.

If any sort of unauthentic behavior is detected, the chain
will be immediately disrupted.+e validation text will not be
displayed if this is the case. It will display the phrase “+ere
must be a problem.” As a result, the system’s working
process must be halted, and data must be double checked. As
previously said, nothing can be altered manually, and each
piece of data will have its own unique identification. +is is

an advantage of the system. Figure 18 is fromGanache after a
transaction occurs in a smart contract.

Before the transaction happened, the balance of ether-
eum was 100 ETH and the TX COUNT was 0. After the
transaction occurs, it becomes 99.97 ETH and the TX
COUNT becomes 3 because we have mined three times.
Here we need to use its private key code, which is just right
after the index. In Figure 19, it is shown that all the
transaction data will be stored in the transactions section of
Ganache.

Figure 16: Transaction occurs in postman.

Figure 17: Valid or invalid checking in postman.

Figure 13: Genesis block and details.

Figure 14: Adding blocks in the list.

Figure 15: After mining text in postman.
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+e address of who has made the transaction, how much
he has used, and how many times will be stored in this
section. +e gas used value will be autogenerated by the
ganache website from the data of my_wallet account. +is is
the most secure way to the transaction by using your own
coin through ethereum, and the data are also safe and secure.
+ey all have their own distinct worth that cannot be du-
plicated.+e whole system will be separated and secured as a
result of this. Hadcoin’s approach provides greater security

than the conventional method. In Figure 20, it depicts all of
the transaction records.

+e image is only viewable by accessing the adminis-
trator panel. When a transaction between a seller and buyer
is successful, the data for the record will be updated in the
administration control panel. Additionally, the date and
time of the transaction are displayed. Every transaction is
recorded here, and the list will become larger as more
transactions are made. Only 5 transactions have been made

Figure 19: Adding the transaction data in Ganache.

Figure 18: Proof of the transaction data in Ganache.

Figure 20: Record of all the transactions.

Table 1: Comparison table between this paper and other papers.

Points of this paper Points of other papers
(1) +ird-party interventions are removed as a result of the
deployment of the SCM system described in this article, and strong
relationships between peers are formed.

(1) +ird-party interventions are frequent in SCM management
systems since not every paper proposes their own coin as a currency
[4].

(2) +e transaction procedure is transparent and highly secure. (2) +e transaction system is broken. Both the vendor and the
buyer’s trust are affected [5].

(3) +is paper contains the strongest immutable ledger technology
to prevent cyberattacks, which results in a safe website.

(3) Absence of an immutable ledger on this other paper. If there is
any, then it is not secure enough. As a result, the website was hacked
[7].

(4) Makes proper use of a smart contract. As a result, the system is
more dependable.

(4) +ere is no proper use of smart contracts. As a result, there’s a
risk that critical information will be tampered with [11].

(5) +is paper’s structured SCM is transparent, and refunds are easy
to get if a product is defective.

(5) +ey provide a very difficult refund procedure. Because of this,
many unwanted situations are faced by customers [14].
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thus far, according to this section. When the status is clear, it
indicates that both the buyer and the seller have completed
their transaction. +e Date now option will provide time
information. It contains all of the transaction information.

3.1. ComparisonwithOther Papers. Table 1 clearly shows the
comparison between this paper’s materials and the flaws of
other papers.

In this article, several very strong security measures have
been added, making the system very safe and trustworthy.
Other papers, on the other hand, have mostly overlooked
these problems, which is why their systems have grown
insecure and easy to hack. +is paper is up to par since it has
an immutable ledger, smart contracts, appropriate trans-
actions, and simple refund and return processes. Every point
in previous papers has a flaw. Some of them failed to cor-
rectly implement the smart contract, which is the primary
cause of the website’s failure.

4. Conclusion

+e goal of this article is to make supply chain management
more intelligent, current, and secure. +is framework is
immutable and tends to give total transaction transparency.
It protects our website from unauthorized access and data
manipulation. Furthermore, smart contracts cut the amount
of time spent on tedious paperwork. In conventional supply
chain management, a lot of documentation is usually nec-
essary. +e blockchain keeps the information as proof,
making smart contracts immutable. +e transaction, im-
mutability, and refundable processes in supply chain
management are primarily influenced by this paradigm.+is
study proposed an end-to-end product supply method. It
also allows all customers to return a product if they are
unhappy with it and receive a refund for their purchase.
Every actor’s function and role have been specified. It also
means that our framework may be used for a variety of
reasons. Smart contracts are also discussed in terms of their
structure. +e difficulties that individuals experienced with
old procedures will be permanently eliminated as a result of
the findings of this paper. Among its numerous benefits (the
most important of which is the capacity to keep data safe),
this research promises to speed up and decrease transaction
costs, as well as increase financial inclusion by offering more
possibilities for people who do not have easy access to fi-
nancial services.

+is paper is a small-scale and extremely particular
piece. However, if there is a large volume of data, the latency
may be affected. Blockchain transactions will be extremely
beneficial in terms of storage and computational costs.
Implementing decentralized databases like BigchainDB and
HBasechainDB is another way to boost throughput. Fur-
thermore, in the event of large-scale deployment, tracking
devices and more actors can be added to the framework. As
the amount of data grows, we may employ off-chain ar-
chitecture to store the original data, and the proof of ex-
istence may be retained on the blockchain itself. +is might
be a potential future research topic for this investigation.
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Cloud computing is a supercomputing that integrates large-scale and scalable computing, storage, data, applications, and other
distributed computing resources for collaborative work in the form of virtualization technology as the basis and the network as the
carrier to provide infrastructure, platform, software, and other service’s model. Green GDP (GGDP) is an assessment indicator for
regional sustainable development. Hence, the evaluation index on GGDP and greening of the national economic accounting
system (SNA) are the hotspots of current ecological and economic studies. In the recent years, Zhejiang’s economy has achieved
rapid development, and there are also problems of high input and high consumption of natural resources, thereby restricting its
sustainable development. Based on the statistical data of Zhejiang Province during 2000–2017, the GGDP within the sustainable
development context is calculated using the system of integrated environmental and economic accounting (SEEA). ,e results
indicated the following: (1) ,e GGDP accounted for 79.29%–96.78% of Zhejiang’s GDP during the study period, which showed
volatility upward trend, resulting from the significant environmental protection and conservation of natural resources in the study
area. But economic development was heavily dependent on resources, and the local government still strengthened the work of
improving resources and environment. (2) ,e proportion of secondary industry in Zhejiang Province fluctuated downwards
during the period of 2000–2017, and the tertiary industry showed a volatility upward trend, which exceeded the proportion of the
secondary industry, indicating that Zhejiang Province is from an industry-led economy to a service-oriented economy change. (3)
,e GGDP of Zhejiang Province accounted for the highest proportion of GDP in 2008, resulting from the result of a combination
of relevant national policies and international competitions.

1. Introduction

Gross domestic product (GDP) is an important index and
expounds sustainable development within economic, so-
cial, and environmental contexts. In his book Economics,
Samuelson stated that GDP is one of the greatest inven-
tions of the twentieth century [1], and it is the sum of the
values of all services and products which are produced by a
country or region in a certain period, and it is a key in-
dicator to evaluate the economic development level for a
country or region [2]. For a long time, people have
overestimated the positive effect of GDP on promoting
economic and social development. Blind pursuit of GDP
growth has caused great waste of natural resources and
environmental damage. Increasing environmental prob-
lems have aroused widespread concern in all countries

around the world. In order to achieve sustainable devel-
opment, governments have actively carried out green GDP
(GGDP) accounting projects to compensate for the
shortcomings of the original GDP accounting and to re-
flect more fully and truly the level of national development
[3]. GGDP refers to the remaining gross domestic product
after deducting the depletion value of ecological resources,
such as resource consumption and environmental pollu-
tion from traditional GDP [4], which is a compelling
method to combine various types of environmental impact
with growth within economic context. GGDP can be used
to reflect economic growth, to account for the natural
resources and environmental conditions, and to allow
comparison across countries [5]. GGDP is a compelling
approach for combining various types of environmental
impact with growth from the economic perspective, and it
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is an indicator of economic growth with the environmental
impacts on that growth factored into the traditional GDP.

Since the 1970s, governments, experts, and scholars have
noticed the importance of GGDP and conducted a lot of
researches [6]. In 1993, the United Nations Statistical In-
stitute firstly proposed the concept of GGDP in its the
System of Integrated Environmental and Economic Ac-
counting (SEEA), which included the integration of re-
sources and environmental costs into the production of the
national economy, as the cost of economic production to
achieve the adjustment of the original GDP [7]. In addition,
the internationally established GGDP accounting system
includes the European Statistical Office’s European Eco-
nomic Information Collection System (SERIEE) [8], the
Philippine Environmental and Natural Resources Ac-
counting System (ENRAP) [9], and the National Statistical
Office of the Netherlands, including the National Accounts
Matrix System for Environmental Accounts (NAMEA) [10].
Costanza et al. (1997) measured the service value of the
global natural environment for human beings, that is, the
ecological service index system (ESI) [11], and Dasily et al.
(2000) put forward to evaluate and effectively manage the
value of the natural ecosystem, which provides an effective
reference for the GGDP accounting [12].

Since the 1990s, Chinese scholars have achieved fruitful
results in GGDP theory [13, 14], system construction
[15, 16], accounting methods [17–20], and empirical studies
[21–23]. Lei (1998) took the lead in designing a resource-
economic integration accounting input-output table, taking
coal resources as an example tomeasure China’s 1992 GGDP
at the national and provincial levels [16]. Shen et al. (2017)
used the SEEA system to measure the GGDP of 31 provinces
(municipalities and autonomous regions) in China and
mainland China from 1997 to 2006 and analysed the spatial
pattern according to per capita GGDP and GGDP index
[23]. Zhang et al. (2010) used the energy value analysis
method to calculate the GGDP of Fujian Province from 2001
to 2006 and used some energy value evaluation indicators to
analyze the sustainable development [22]. Lei et al. (2009)
calculated the GGDP of Yulin City, Shaanxi Province, by
constructing a resource and environmental account index
system at the municipal level [21]. Based on the energy value
analysis method, Guo et al. (2015) carried out the GGDP
accounting of Shangluo city, Shaanxi Province, during the
period of 2003–2012 [24]. ,e GGDP accounting method is
mainly divided into two types, namely, direct measurement
algorithm and indirect measurement algorithm. ,e direct
measurement algorithm can be calculated by the production
method and the expenditure method [19, 20]. ,e indirect
measurement algorithm integrates the resource, environ-
ment, and economic factors on the basis of the traditional
GDP accounting and obtains the adjustment of the tradi-
tional GDP data [25]. It can be found that most accounting
studies on the current GGDP are concentrated on the re-
source-based city level, lacking studies on the GGDP of
Zhejiang Province.

Zhejiang Province is a province with the smallest dif-
ferences within economic development context in China.
For example, the GDP per capita in Zhejiang Province is

basically above the national level and the per capita dis-
posable income of rural and urban residents for decades is
the first among all provinces and cities in China. During the
period of 2000–2017, its economy has achieved rapid de-
velopment, and there are also problems of high input and
high consumption of natural resources, thereby restricting
Zhejiang’s sustainable development. At the same time, the
studies are mostly concentrated in a single year from the
time scale, or the time span is only 5–10a. Lack of long-term
researches may lead to insignificant trends in GGDP. From
the perspective of sustainable development, this study aims
to introduce a GGDP accounting index system for Zhejiang
Province by using the method of SEEA to calculate Zhe-
jiang’s GGDP from 2000 to 2017. Further, this study should
present a scientific basis for Zhejiang Province to formulate
some strategies on its social and economic development and
achieve the sustainable development of Zhejiang’s resources,
environment, economy, and society.

2. Methodology

2.1. Study Area. Zhejiang Province (27°03′∼31°11′N and
118°01′∼123°25′E) is located in the south wing of the
Yangtze River Delta on the southeast coast of China, with an
area of 105,500 km2 and a total population of 49,576,300
(2017). Zhejiang’s terrain is stepped from southwest to
northeast, with mountains in the southwest, hills in the
middle, and alluvial plains in the northeast, and it has a
subtropical monsoon climate with four distinct seasons with
the annual average temperature of 15–18°C and the annual
average rainfall of 980–2000mm. In the past 18 years,
Zhejiang’s economy has achieved rapid development, and
there are also problems of high input and high consumption
of natural resources. In 2017, its GDP achieved 517.768
billion yuan, 8.43 times in 2000, and its average annual GDP
growth is 12.1% during 2000–2017. In the same period, the
consumption of natural resources increased year by year. In
2000, the total energy consumption of the whole province
was 65.6037 million tons of standard coal. In 2017, it reached
210.3001 million tons of standard coal. In the past 18 years,
the consumption of energy increased by 3 times, and the
average annual growth of energy consumption increased by
7.4%. With the development of industry, the “three wastes”
produced by enterprises have a greater negative impact on
the environment. In 2017, the industrial exhaust emissions
were 3131 billion standard cubic meters, an increase of 4.8
times over 2000, and the industrial solid waste generated
48.28 million tons, an increase of 3.5 times over 2000. If
resources and environmental factors are incorporated into
the national economic accounting system, traditional GDP
will shrink significantly.

2.2. GGDP Accounting Methods. For the accounting of
GGDP, the SEEA [26] is commonly used to illustrate the
relationship among GDP, environment, and resources; that
is, the natural GDP depletion cost and environmental quality
degradation cost are subtracted from the gross domestic

2 Scientific Programming



product, and the resource environment is improved to
obtain GGDP as shown

GGDP � GDP − COSTResources − COSTEnvironment

+ SAVEResources−Environment,
(1)

where COSTResources represents the natural resource de-
pletion cost, COSTEnvironment represents the environmental
quality degradation cost, and SAVEResources-Environment rep-
resents the resource environment improvement benefit.

2.3. Indicator Selection of GGDP Accounting. Based on the
previous study results, this study combines the main types
of natural resource consumption in Zhejiang Province in
the past 18 years, classifies the accounts of GGDP ac-
counting into three categories, and selects 10 indicators.
,e accounting for the depletion of natural resources can
be divided into 5 major types of natural resource con-
sumption. ,e specific indicators are the value of culti-
vated land depletion, the value of depletion of forest
resources, the value of depletion of water resources, the
value of energy depletion, and the depletion of mineral
resources. ,e accounting for environmental quality
degradation costs is to select various indicators that have a
significant impact on the ecological environment of
Zhejiang Province, which can be divided into air pollution,
water pollution, solid waste pollution, and natural disaster
losses. Since the benefits of resource environment im-
provement are multifaceted and the data are limited, this
study only considers the benefits of garden green space,
which may have a low impact on the final accounting
results.

,e evaluation on the depletion value of cultivated land
is based on the income multiple method, namely, to cal-
culate the average output value of the first three years of
cultivated land and then multiply by the comprehensive
maximum multiple of the land compensation fee and
resettlement subsidy standard as stipulated in Article 47 of
the Land Administration Law, thereby getting the total
value of cultivated land, which is divided by the area of
cultivated land, and finally get the price of cultivated land
per unit area. Finally, by multiplying the obtained culti-
vated land price per unit area by the cultivated land change
area of each year, the value of cultivated land consumption
can be obtained [27].

,e international common experience method is often
used for the value of water resources depletion. ,e esti-
mation formula is as follows:

Pw �
F
Q
α, (2)

where Pw refers to the price of water resources, F refers to the
total value created by producers in the water industry
(considering the availability of data, F is roughly displaced
by the annual GDP increase of Zhejiang Province), Q refers
to the total amount of water used each year, and a refers to
the consumer’s willingness to pay factor. ,is study does not
distinguish between the water industries in the study area

and directly estimates the entire area as a whole. According
to the formula of the per capita water resources and the
empirical method of the willingness coefficient of payment
in Zhejiang and other cities from 2000 to 2017, the value is
3% [27].

For the energy depletion value in this study, we use the
price of standard coal in 2004, namely, 1,133 yuan/t [28], and
then revise through the historical energy price index to
obtain the unit energy price in Zhejiang Province over the
years from 2000 to 2017.

Exhaust gas, waste water, and solid waste are substances
that have a direct negative impact on environment in daily
production and life. Considering the availability of data, the
objects to be calculated in this study include sulfur dioxide in
exhaust gas, smoke dust, industrial wastewater and domestic
wastewater in wastewater, industrial solid waste, and do-
mestic waste in solid waste, of which the amount of in-
dustrial solid waste is obtained according to the Production
Amount-Comprehensive Utilization Amount, and the
amount of domestic garbage is obtained according to the
Clearance Amount-Harmless Treatment Amount [23]. For
the unit treatment cost of various pollutants, the unit cost of
sulfur dioxide treatment will be determined according to the
20000 yuan/t formulated by Jiaxing City in the imple-
mentation of emissions trading in 2007 [29]. Other gover-
nance costs are based on the current year’s parameters in the
existing study and adjusted according to the historical
consumer price index (CPI), so that the average unit cost of
smoke dust is 170 yuan/t [30]. When calculating the pol-
lution price, according to the Guidelines for China’s En-
vironmental Economic Accounting Technology, the unit
treatment cost of industrial wastewater is 4.02 yuan/t, and
the unit treatment cost of domestic wastewater is 0.6 yuan/t
[31]. ,e solid waste adopts the national unified standard
parameters in 2004; that is, the unit treatment cost of in-
dustrial solid waste is 20 yuan/t [32], and the domestic
garbage disposal cost is determined to be 110 yuan/t based
on the Hangzhou municipal garbage collection and treat-
ment cost report issued by theWorld Bank in 2002 [29]. Due
to the incomplete statistics of pollutants, the results are low.
Under the guidance of SEEA, through the above analysis, the
accounting method of green GDP in this paper is established
(Table 1).

2.4. Data Source. In this study, the data were mainly ob-
tained from the Chinese Statistical Yearbook (National
Bureau of Statistics of the People’s Republic of China
2001–2018), the Zhejiang Statistical Yearbook (Zhejiang
Province Bureau of Statistic 2001–2018), the China Land and
Resources Statistical Yearbook (Ministry of Land and Re-
sources of the People’s Republic of China 2001–2018), and
related literature.

A size of 150mm× 150mm× 550mm was used for pore
pressure tests. After casting, all the specimens were stored in
a standard curing room of concrete with molds for 24 hours;
thereafter they were demoded, subjected to water of 20°C,
and cured for 28 days. ,e initial moisture of the specimens
was between 4 and 5% by mass.
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3. Results and Discussion

3.1. Analysis of GGDP in Zhejiang Province from 2000 to 2017.
According to the GGDP accounting method, relevant data
analysis is carried out to obtain the proportion of GGDP and
GGDP in GDP of Zhejiang Province from 2000 to 2017
(Table 2). From Table 2, its GDP increased from 614.103
billion yuan in 2000 to 517.768 billion yuan in 2017. ,e
GGDP increased from 5,047.34 billion yuan in 2000 to
481.184 billion yuan in 2017. Moreover, GGDP and GDP
maintain a synchronous growth trend (Figure 1), and the
proportion of GGDP to GDP generally shows an upward
trend, with fluctuations in individual years. ,e proportion
of GGDP to GDP was between 79.29% and 96.78%, with the
lowest proportion in 2001, reaching 79.29%; in 2008 the
proportion reached the highest, at 96.78%.

From the accounting indicators that constitute GGDP,
natural resource depletion costs dominate the GGDP, from
94.214 billion yuan in 2000 to 371.168 billion yuan in 2017.
,e volatility directly determines the proportion of GGDP to
GDP. For example, in 2001, the natural resource depletion
cost was 128.344 billion yuan, accounting for the highest
value of 18.61% of GDP, making the proportion of GGDP to
GDP lower to the lowest point of 79.29%. On the contrary, in
2008, the natural resource consumption reduction cost was
reduced linearly to 53.35 billion yuan, accounting for 2.49%
of the lowest value in the history, making GGDP account for
96.78% of the highest value of GDP. It dominates the
proportion of GGDP to GDP. At the same time, the cost of

environmental quality degradation has shown a trend of
rising first and then falling, but its proportion of GDP has
been declining year by year. It has decreased from 3.00% of
GDP in 2000 to 0.21% in 2017, reaching the lowest level in
history, indicating research. ,e environmental quality of
the district is improving year by year, and environmental
protection work has achieved remarkable results. In addi-
tion, although the efficiency of resource and environment
improvement has increased year by year, from 3.297 billion
yuan in 2000 to 16.619 billion yuan in 2017, its proportion of
GDP has increased first and then decreased, indicating that
Zhejiang Province should pay attention to resource and
environmental improvement to enhance the efficiency of
resources and environment. It can be seen that, in
2000–2017, the resource conservation effect of Zhejiang
Province was remarkable, and the dependence of economic
development on natural resources was gradually weakening,
but it is still necessary to further promote the comprehensive
utilization of resources.

From the internal analysis of accounting indicators, in
the natural resource depletion cost, the energy consumption
reduction value accounted for the largest proportion,
reaching 62.01–85.83%, which shows that Zhejiang Province
has greater dependence on energy during the economic
development and should be reduced in the future. ,e
dependence on energy resources is a breakthrough to op-
timize sustainable development. Among the costs of envi-
ronmental quality degradation, the cost of SO2 treatment in
air pollution is the main factor. It can be seen that

Table 1: Accounting methods of GGDP.

Account type Index Calculation methods

Natural resource depletion cost

Cultivated land
depletion value Cultivated land depletion value� cultivated land consumption× unit price

Forest resource
depletion value Forest resource depletion value� forest land consumption× unit price

Water resource
depletion value

Water resource depletion value� total water use× unit volume consumers
willing to pay the price

Energy consumption
value Energy consumption value� total energy consumption× unit energy price

Mineral resource
depletion value

Mineral resource depletion value�mineral resource consumption
reduction× unit mineral price

Environmental quality
degradation cost

Air pollution
SO2 governance costs� SO2 emissions× unit SO2 management fee

Smoke dust treatment cost� smoke dust emissions× unit smoke dust treatment
costs

Water pollution

Industrial wastewater treatment cost� industrial wastewater discharge× unit
industrial wastewater treatment costs

Domestic wastewater treatment cost� domestic wastewater discharge× unit
domestic wastewater treatment costs

Solid waste pollution

Industrial solid waste treatment costs� industrial solid waste× unit solid waste
treatment costs

Domestic waste treatment cost� amount of domestic garbage× unit
management cost

Natural disaster loss Direct economic losses caused by natural disasters (geological disasters and
forest fires)

Resource and environment
improvement benefits

Garden green space
benefits

Carbon fixation and oxygen release efficiency� green
area× (328.5× 40.94× average dollar exchange rate for the year + 12× 400) [27]

Absorbing SO2 economic benefits� green area× 0.296× 600 [27]
Regulating climate economic benefits� green area× 0.9× 24×189× 0.7 [33]
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environmental pollution not only increases the cost of
pollution control, but also harms human health and eco-
logical environment.

3.2. Industrial Structure Analysis of Zhejiang Province from
2000 to 2017. With the development of social economy of
Zhejiang Province, the GDP during 2000–2017 has grown
substantially from 614.103 billion yuan in 2000 to 517.768
billion yuan in 2017. In the meantime, the industrial
structure has undergone tremendous changes. ,e GDP of
the primary industry (PI), which refers to the department
that uses natural forces primarily to produce consumable
products or industrial raw materials without further pro-
cessing, increased from 63.098 billion yuan in 2000 to
193.392 billion yuan in 2017, showing a slow growth phe-
nomenon, but the proportion of the PI in GDP began to
decrease from 10.27% in 2000 to that in 2017. ,e pro-
portion of GDP is only 3.74%, reaching the lowest value of
the PI in GDP from 2000 to 2017; the GDP of the secondary
industry (SI), which is defined as the mining industry
(excluding mining assistance activities), manufacturing
(excluding metal products, machinery and equipment re-
pair), electricity, heat, gas and water production and supply,
and construction, increased from 327.393 billion yuan in

2000 to 232.328 billion yuan in 2017, showing a slightly faster
growth than the PI (Figure 2).

However, the proportion of the SI in GDP has decreased
first, then increased, and then decreased year by year. ,e
trend of volatility fell from 53.31% of GDP in 2000 to 51.11%
in 2002 and then rose to 54.15% in 2006 and 2007, reaching
the highest value of the SI in GDP during the period of
2000–2017, and has since declined. By 2017, the SI will
account for 42.95% of GDP, the lowest value of the SI in
GDP in the study period; the GDP of tertiary industry (TI)
which referred to other industries except the PI and SI, such
as wholesale and retail trade, transportation, warehousing,
and postal services, increased rapidly from 226.612 billion
yuan in 2000 to 2.760226 billion yuan in 2017.With the GDP
growth of the TI, it accounts for GDP. Excluding the decline
in individual years, the overall growth trend is relatively fast.
,e proportion of TI in GDP increased from 36.41% in 2000
to 53.32% in 2017. In 2014, the proportion of TI in GDP
reached the first time in 15 years. Exceeding the SI’s share of
GDP, the TI has maintained a leading position in GDP since
then. It can be seen that Zhejiang Province vigorously
promoted the regulating of industrial structure and the
development mode transformation during the period of
2000–2017 and optimized the industrial structure of Zhe-
jiang Province.

Table 2: Value of Zhejiang GGDP accounting indicators and the proportion of GDP during 2000–2017.

Natural
resources
depletion
costs

(108yuan)

Natural
resources
depletion
costs

accounted
for % of
GDP

Environmental
quality

degradation
cost (108yuan)

Environmental
quality

degradation
costs accounted
for % of GDP

Resource and
environment
improvement

benefits
(108yuan)

Resource and
environment
improvement

benefits
accounted for
% of GDP

GDP
(108 yuan)

Green
GDP

(108yuan)

Green GDP
as a

percentage
of GDP

2000 942.14 15.34 184.52 3.00 32.97 0.54 6141.03 5047.34 82.19
2001 1283.44 18.61 182.87 2.65 37.80 0.55 6898.30 5469.80 79.29
2002 1189.02 14.86 193.79 2.42 45.22 0.56 8003.70 6666.11 83.29
2003 1400.19 14.43 218.19 2.25 53.51 0.55 9705.02 8140.15 83.88
2004 1576.11 13.53 234.42 2.01 59.92 0.51 11648.70 9898.09 84.97
2005 1601.94 11.94 254.48 1.90 68.66 0.51 13417.70 11629.94 86.68
2006 1992.66 12.68 256.50 1.63 70.53 0.45 15718.47 13539.84 86.14
2007 2193.52 11.70 246.81 1.32 75.06 0.40 18753.73 16388.45 87.39
2008 533.50 2.49 235.18 1.10 77.80 0.36 21462.69 20771.81 96.78
2009 2054.92 8.94 229.16 1.00 78.47 0.34 22998.58 20792.97 90.41
2010 2766.57 9.97 224.97 0.81 83.76 0.30 27747.65 24839.87 89.52
2011 2679.53 8.28 219.44 0.68 107.97 0.33 32363.38 29572.38 91.38
2012 3154.83 9.08 210.16 0.60 120.64 0.35 34739.13 31494.79 90.66
2013 3074.90 8.14 198.78 0.53 125.58 0.33 37756.58 34608.48 91.66
2014 3119.37 7.76 190.06 0.47 127.57 0.32 40173.03 36991.17 92.08
2015 3345.63 7.80 183.39 0.43 134.37 0.31 42886.49 39491.84 92.08
2016 3704.65 7.84 121.54 0.26 158.80 0.34 47251.36 43583.97 92.24
2017 3716.85 7.18 106.76 0.21 166.19 0.32 51768.26 48110.84 92.94
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4. Conclusions

Based on the data of Zhejiang Province from 2000 to 2017,
this study calculates the GGDP in the past 18 years by
constructing a GGDP accounting system and draws the
following conclusions:

(1) During the period of 2000–2017, the GGDP and GDP
of Zhejiang Province maintained a simultaneous
growth. ,e GGDP accounted for 79.29%–96.78% of
GDP which showed a volatility upward trend, resulting
from the significant environmental protection and
conservation of natural resources in the study area.
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However, the depletion of natural resources still oc-
cupied a dominant position in GGDP. Economic de-
velopment was particularly dependent on energy
resources, and comprehensive utilization of resources
had to be strengthened. In a word, the economic de-
velopment of Zhejiang Province has become less de-
pendent on resources and environment, and the
economic developmentmodel was gradually optimized.

(2) During the period of 2000–2017, the industrial
structure of Zhejiang Province experienced signifi-
cant changes. ,e proportion of the PI has been
decreasing, and the proportion of the SI fluctuated
and declined year by year. ,e TI showed volatility,
surpassing the second after 2014. ,e proportion of
industry and the proportion of the SI and TI were
gradually widening, indicating that the economy of
Zhejiang Province was transforming from an in-
dustry-led economy to a service-oriented economy.
,is trend was conducive to economic, social, and
environmental sustainability development of Zhe-
jiang Province.

(3) In 2008, the GGDP of Zhejiang Province
accounted for the highest proportion of GDP
during the period of 2000–2017 (Figure 1). ,e
reasons were as follows. First, by analysing the
Zhejiang Statistical Yearbook, it can be found that
the area of cultivated land has increased signifi-
cantly. It was the main reason. On the other hand,
Zhejiang Province promulgated a number of
policies on farmland protection around 2008,
implemented strict farmland protection systems
and land-saving systems, and adopted laws, eco-
nomics, science, technology, etc. ways to maintain
the red line of cultivated land protection and
increase the intensity of land construction and
land remediation. Second, due to the 2008 Beijing
Olympic Games, the country had increased its
focus on air quality, increased investment in en-
vironmental protection, improved environmental
quality, and reduced environmental quality deg-
radation costs. ,ird, scientific and technological
progress had reduced the unit cost of pollutants
and reduced the cost of environmental quality
degradation. In sum, the result of a combination
of relevant national policies and international
competitions resulted in that the GGDP of Zhe-
jiang Province accounted for the highest pro-
portion of GDP during the study period.
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'e method of multidimensional interaction in online teaching and learning requires teachers to harness the techniques of
omnimedia and have an overall course design to achieve similar results as offline learning. Supported by QQ, Lanmo Cloud Class,
and WeChat platforms, online English courses implement multidimensional interaction method to enhance language com-
munication. 'is method compensates for the inefficacy of online teaching and learning which falls short of face-to-face in-
teraction and considers the needs of students. 'e quasiexperimental study sampled 66 freshmen English major students in an
ordinary college via Integrated English Online Course for three months. By using T-test of SPSS 26.0, statistics showed that there
were significant differences between the experimental class (Number 35) and the control class (Number 31) in students’ feedback
(p � 0.044, < 0.05) and the results of their final examinations (p � 0.049, < 0.05). 'e results indicated that multidimensional
interaction in online English course under the assistance of omnimedia appeared effective. It also reflected that both teachers and
students should grasp the skills of using new technology and make good use of omnimedia network platform. Teachers need to
change traditional teaching concept to student-centered and create effective teaching design while students need to overcome the
discomfort and actively engage in online learning to achieve the goals.

1. Introduction

'e rapid development of science and technology has
provided unlimited possibilities for online teaching and
learning. 'e emergence of new technologies and concepts
such as “Internet Plus,” “Cloud Computing,” and “Big Data,”
for example, has made online learning more flexible and
convenient. New technologies have provided frontline
teachers with the resources and opportunities to integrate
new technology into English teaching. Liu et al. reported
that, in the “Internet Plus” environment supported by Adobe
Connect platform, Sino-US cross-culture EFL (English as a
foreign language) blended teaching class with real-time
technology made a positive impact on the Chinese students’
learning behaviours, increased their self-efficacy, and en-
hanced their understanding of the target culture. At the same
time, the unique and rich learning resources and new
perspectives they brought into the cyber class benefited
students in both countries [1]. “Cloud Computing” is a

model of paying by the amount of data using and follows the
learning principle of 5A (Anyone, Anytime, Anywhere, Any
device, Any form). Yang et al. created a model of smart
learning environment based on Cloud Computing. It has
been noticed to be of great significance to carry out related
research on Cloud Computing and smart learning envi-
ronment [2]. Although there is less empirical research on the
EFL field, some scholars tried to use “Cloud Computing”
perspective into college teaching and learning for translation
major [3]. In terms of “Big Data,” some believe that it is a
field that an overlarge and hypercomplex dataset is provided
for traditional data system application software to analyze,
withdraw, or manage [4]. Others consider that it is so large,
fast, or complex that it is difficult or impossible to process
using traditional methods [5]. In EFL field, researchers
explored many ways of using “Big Data” to design their
teaching and learning. It is verified that, by using Google
images to be a dataset, students created pictorial annotations
for them to remember the target words and integrated them
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into their prior knowledge [6]. In “Big Data” related English
teaching, students’ learning motivation level and learning
ability have increased by 16.6% and 14%, respectively [7, 8].
As a result, these physical changes flourish the way of in-
tegrating technology into English teaching and learning.

In addition, it has allowed for the change from teacher-
centered to student-centered methods, bringing student-
centered instruction into practice. Despite the variety of
research focused on online teaching and learning in recent
years [9, 10], with some spotlight on online interaction
strategies [11], there are only a small number of studies on
the topic of implementing online teaching with effective
interaction. In particular, there has been a lack of attention
on the relationship between high quality online teaching at
local colleges and the technologies that support the teacher-
student interactions. It is reported that teachers’ adaptation
is always required to find and solve problems during the
teaching practice in an online and offline blended program.
Students changed the attitudes gradually under the help of
teachers and gain improvement in writing quality [12].
Interaction plays the key role when teachers carry out
student-centered instruction. 'us, we need more cases to
show how technology integrates into English teaching and
learning. Along with the normalization of online or a
combination of online-offline teaching and learning,
implementing effective Internet-based teaching has become
a new challenge for college teachers. 'is challenge raises
some questions: how are we going to draw and maintain
students’ attention to make teaching and learning more
effective? What do students think of Internet-based learning
in central provinces of Chinese mainland? How does online
learning impact student results? Interaction strategies have
become the key of Internet-based teaching and learning. To
achieve student-centered online learning results, we use
multidimensional interaction strategies with the assistance
of omnimedia in designing the course. New thoughts and
ideas may arise during implementation.

1.1. Relevant Concepts

1.1.1. Interaction and Multidimensional Interaction.
Interaction is a back and forth activity between subjects and
objects. It is a form of communication [13]. Ancient Chinese
ideologies include interaction when teaching as a key part of
education. For example, during theWarring States Period of
ancient China, in Xueji of 'e Book of Rites, it included
“question-answer” and “analysis-explanation” teaching
strategies. While teaching, the teacher should not repeat
what the book said without first considering what the stu-
dent knew. Teachers should not give answers until students
had no more questions to ask [14]. In 1989, Moore classified
interaction and this classification included three types of
interaction: student-teacher interaction, student-student
interaction, and student-content interaction [15]. Teacher-
student interaction is based on the teacher’s hypothesis of
how much of the material the students have grasped. Stu-
dent-student interaction is based on the concept of equality
in which students feel free to discuss concepts and what they

have understood with their peers when teachers and au-
thority figures are absent. Student-content interaction has
been understood to be a unique interaction between students
and the content they are learning, including how students
understand the learning materials, the concepts from ma-
terial, and the cognitive structure in students’ minds. 'is
dialogue may also be called “an internal monologue” [15].
Multidimensional interaction stemmed from the context of
interaction. Palinscar and Brown put forward the concept of
multidimensional interaction in the 1970s last century under
the concept of constructivism. 'ey proposed that multi-
dimensional interaction method required teachers to keep
the idea of student-centered learning while teaching.
Teachers should enable students to shift from passively
receiving information to actively and autonomously pur-
suing information [16]. Evidently, multidimensional inter-
action method places the emphasis on student-centered
learning; by fully understanding the concept of interaction,
teachers can utilize multidimensional interaction method to
effectively design courses for their students.

Scholars often use online conference, online case anal-
ysis, video playback, and virtual activities to achieve mul-
tidimensional interaction. 'ey have tried to overcome the
limitations of the online learning facilities and optimize
online interaction. In addition, they have implemented the
multidimensional activities to make student-student,
teacher-student, and student-content types of interaction
apply in multiangle, multiaspect, and multilevel [17]. Other
scholars believe that implementation of multidimensional
online teaching or hybrid of online and offline teaching
needs teachers to analyze many factors such as students,
course contents, students’ learning strategies, and learning
environment until we reach the ideal result [10]. If we use
different Internet platforms effectively, we may achieve close
teacher-student relationship [18]. However, some scholars
hold a cautious attitude in how they regard online inter-
action, as they believe the positive influence for learners is
limited to the period of online interaction for the second
language vocabulary learning [19]. Consequently, in order to
realize online teaching and learning under the assistance of
omnimedia and achieve similar results as offline learning,
teachers need to not only be familiar with the different
online platforms, but also be well-versed about how to
design their online course and pay attention to their stu-
dents’ feedback and feelings. Multidimensional interaction
presents an inevitable question to both teachers and stu-
dents. If we wisely use computer and mobile phones, taking
care of those interaction, we will arouse the enthusiasm of
students’ motivation, pay attention to learning process, and
promote student-centered online teaching and learning.

1.1.2. Omnimedia and English Teaching. 'ere are different
explanations to omnimedia. Most of them tend to explain
that, by using different media (platform), combining dif-
ferent ways of spreading, and converting or transplanting
signals, people have more ways of acquiring information
[20]. 'ese ideas assist learners in achieving learning in
different places with methods that are less costly and more
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profitable. 'e features can be explained using pictures,
letters, sounds, light, images, etc., to sendmessages in certain
platforms. Learners may also use computers, mobile phones,
tablets, and smart TV sets to receive messages. Hence, ev-
eryone can access the learning systems at any time and place
by using available terminals to receive the learning content
they want and to fully utilize the service [21]. Based on the
statistics from the Ministry of Education of People’s Re-
public of China of 2018, China has 2.76 hundred million
students in all forms of education at all levels [22]. If we are
able to use the omnimedia resources to serve those students,
it will provide an opportunity to have a meaningful ex-
ploration while combining information technology with
education.

Language learning has its own special requirements. 'e
expression of teachers and the practice of students are highly
related to interaction. In offline in-person learning, inter-
action can be all-rounded with the teacher’s voice and
gestures, including eye contact, facial expression, hand
signals, posture, and so forth. 'ese all-rounded expressions
with rich emotions are signals to draw students’ attention
easily. In case that the student is slightly distracted, they may
miss the teacher’s instruction but still be able to interpret the
meaning from the teacher’s gestures and expressions. Online
learning is a unique situation in which the teachers and
students are physically separated making it difficult to fully
interact with one another. However, different kinds of In-
ternet platforms provide us another chance to manage this
shortcoming. By effectively utilizing pictures, letters, char-
acters, sounds, and images, etc., teachers and students can
exchange information attentively and even avoid some other
irrelevant distractions to realize a state of highly focused
teaching.

1.2. Design. It is not rare to integrate new technology into
teaching and learning design in recent years. 'e common
platforms include Facebook, Moodle, Google, Adobe
Connect, Tencent, Lanmo Cloud Class, and so forth. 'e
educational potential and advantages have been compared
between Facebook and Moodle platforms, Tencent and
Lanmo Cloud Class, and others [23, 24]. Currently, many
teachers try to use different platforms at the same time to
offset the shortage and promote the advantages. To realize
multidimensional interaction, English online teaching and
learning have mainly relied on QQ, Lanmo Cloud Class, and
WeChat platforms. It is called omnimedia as it combines
different ways of spreading and converting or transplanting
signals. No matter what platform it is, the supporting system
such as hardware, software, and Internet also plays an
important role. 'e design can be seen as shown in Figure 1.

1.3. Implementation. QQ platform is one of the application
products from Tencent Company. It is user friendly and is
also the most frequently used platform. Both teachers and
students can use it to perform many tasks such as lecturing,
group discussion, and conference, for example. It gives a
chance for students to set up their own discussions without
instructor interference. Lanmo Cloud Class has many

functions such as brainstorming, first-to-answer, light live
streaming, messaging, discussion, group discussion, voting,
questionnaire, reporting, displaying, debating, and testing.
In reality, QQ and Lanmo are synergistically providing
support to students. WeChat platform is also from Tencent
and is flexible and easy to be handled for teacher-student
interaction. It supplements the other two formal platforms
as students often communicate with teachers on WeChat
platform outside of class.

1.3.1. QQ Platform. QQplatform is themost commonly used
platform. It can be used as lecturing, conference, and dis-
cussion with multiple interactive functions. It is quite similar
to the offline classroom loved by teachers and students. In
addition, it contains a mentoring function, which strengthens
teacher-student relationship. Students often use this platform
to start discussions and complete group assignments. Here are
some examples of the QQ platform application (Figure 2).

1.3.2. Lanmo Cloud Class Platform. 'ere are many func-
tions in Lanmo Cloud Class. Teachers use the platform to
supplement lectures presented on QQ platform. During the
lecture of traditional teaching, teachers often talk by
themselves without giving the opportunity to communicate
with students. While with student-centered presenting,
teachers can cast questions using the Lanmo platform and
receive responses immediately. Depending on the content of
the lecture, teachers either set up questions for the language
learning or explore the supporting information. On the other
terminal, students can quickly pick the questions, express
their own ideas, and discuss with their peers. When they
become familiar with the platform, they will be able to fully
take advantage of the available applications. Not only do they
learn the technology, but students also develop their thinking,
expand their vocabulary, and practice their language skills.
Some typical interaction applications are shown as follows:

(1) Brainstorming block: it uses letters, words, and
symbols to stimulate interaction. When the teacher
posts a question, students can quickly cast their
ideas, thoughts, or answers. 'is mimics offline class
in which students present their own ideas to solve the
problems and inspire their peers to contribute as
well. 'e brain storming record is shown in Figure 3.

(2) First-to-answer block: it is a good way to draw
students’ attentions. First, when a question is posted
on the screen, students can click the icon to grab the
chance to answer. 'is is called the “raise-your-
hand” function. If the question is too difficult, the
teacher will give certain clues or delete an option to
lower the difficulty. Teachers can also use a specific
function to choose one student to answer the
question randomly, which is called the “shake-your-
phone” function. While using the first function, it is
the students who determine the results and in the
second available function, it is the teacher who de-
termines the results. Here are screenshots of first-to-
answer block (Figure 4)
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(3) Light live streaming block: it, similar to live audio clips,
allows teachers to provide short explanations of the
course content to students, which lightens their study
load and assists their understanding. Teachers are able
to explain bit by bit until the students understand.
'ese explanations can take the formof soundmessage,

pictures, or videos. Typed text is seldom used because it
is too slow. It can also be used as a discussion forum
allowing students to post their ideas in tandemwith the
explanations. 'is is a very effective way to involve
students in the discussion. Technically, it saves Internet
flow of data. Screenshot is as shown in Figure 5.

Figure 2: Screenshot of QQ platform interaction.

Figure 3: Screenshot of brainstorming on cellphone and computer screen.

Platforms/
Omnimedia

QQ

Cloud Class

WeChat

-Lecturing
-Conference
-Discussion
-Group activity
-Messaging
-…

-Attendance
-Brainstorming
-First-to-answer
-Light live streaming
-Messaging
-Assignments
-Testing
-Questionnaire
-…

-Questions and answer
-Messaging
-Group activity
-…

Application 
System

-Internet
-Hardware
-Software
-…

Supporting 
System

Multi-dimensional
Interaction

Reach the 
learning 

goals

Set up the 
learning 

goals 

Figure 1: Multidimensional interaction design of online learning.
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(4) Messaging block. it is another way to interact and is
mainly used outside of class. Teachers can post
messages in the online bulletin board and inform or
remind students when necessary. Words and text

are most frequently used in this form of interaction
and the important points can be also highlighted.
Here are some examples of messaging block
(Figure 6).

Figure 4: Screenshot of “first-to-answer” function.

Figure 5: Screenshot of light live streaming and discussion.
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1.3.3. WeChat Platform. WeChat plays an important role as
another form of connection between teachers and students
outside of class. Not only is it easy to access, but it also allows
students to ask questions or leave messages when needed.
Moreover, the various lively formats make students and
teachers express ideas quickly and effectively. 'e platform
provides letters, characters, words, sound, symbols, audio,
and videos and other mixed formats to enhance commu-
nication. Here is the WeChat screenshot (Figure 7).

Above are some typical multidimensional interaction
examples from QQ, Lanmo Cloud Class, and WeChat
platform. 'ere are also other functions that aid interaction.
Without any interruptions, words, pictures, sounds, audios,
and videos are the main forms of the three-type interactions.
It improves participation of teachers and students and
embodies the superiority of omnimedia in assistance of
online English teaching and learning.

1.4. Quasiexperiment Research. In order to understand and
investigate students’ feelings and attitudes toward online
multidimensional interaction under the assistance of
omnimedia, as well as its influence on online English
teaching and learning, a self-made questionnaire has been
designed. At the same time, we compared the results of
students’ final examination as a reference point. 'e ques-
tionnaire has been released by one of the most popular
online platforms in China, Wen Juan Xing, and the data has
been processed by SPSS 26.0.

1.4.1. Investigation of Questionnaire. 66 freshmen English
major students have been sampled by random in an ordinary
college of a central province in Chinese mainland. 'ese
students are English majors taking Integrated English
Online Course during research. Multidimensional interac-
tion under the assistance of omnimedia has been applied for
experimental group (No. 36) and traditional method under
the assistance of single platform for control group (No. 31).
'e students’ score of College Entrance Examination has no
significant differences. 'ey were not aware of the experi-
ment. 'e questionnaire has been designed by Likert clas-
sification of five levels with 16 questions in total. 'e
collection rate of the questionnaire for the two groups was
97.22% and 100%, respectively. 'e 16 questions with re-
sponses are shown in Table 1.

'e data above have been analyzed by the software of
SPSS 26.0. T-test showed that, within the answers “com-
pletely agree” and “agree,” experimental group (No. 35) has
significant differences (p � 0.44, < 0.05) compared with the
control group (No. 31). It indicated that multidimensional
interaction brought different feelings and attitudes toward
students’ online study. Experimental students showed more
acceptable attitudes toward this method. Students who held
the neutral attitudes also have significant difference
(p � 0.000, < 0.001), which means the control group stu-
dents had more tendency to not care about the interaction or
had no sense about interaction in online course. 'ere were
no significant differences between two groups in answering
“disagree” and “completely disagree.” It showed that very
few students do not have influences despite the multidi-
mensional interaction mode or traditional mode of online
learning (Table 2).

Taking some points as examples, 74.29% experimental
group students expressed that there were no big differences
but 45.16% expressed that it had differences; 68.57% ex-
perimental students believed that, in the online class of
multidimensional interaction mode, students can get more
chances to open their mouth, whereas only 48.39% control
group students feel they had chances to speak out; regarding
“shake-your phone” and “raise-your-hand” of interaction,
nearly 71.43% experimental group students expressed that
they love the portion as they felt like involved in the group,
while 54.84% control group had this feeling.

1.4.2. Final Examination Analysis. We used T-test to
compare the final examination results between experimental
group (No. 35) and control group (No. 31). Statistics showed
that the two groups had significant differences
(p � 0.049, < 0.05) (Tables 3 and 4).

It is clear that the final examination score of experi-
mental group was higher than that of control group and the
difference was significant (p � 0.049, < 0.05). It indicated
that multidimensional interaction had improved students’
learning results.

2. Discussion

'e above research results show that multidimensional
interaction with the assistance of omnimedia has a positive
effect on online English learning. In the beginning, students

Figure 6: Screenshot of messaging block.
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are more concentrated on online English learning as a
variety of functions in different platforms have been used.
'ese platforms, which provided words, sounds, pictures,
audios, videos, etc., play an important role in drawing
students to join various online activities. 'is increases
opportunities for student-teacher and student-student in-
teractions which is comparable to or even exceeded that of
offline learning. It also lets the individual students feel they
have received more attention. As a result, multidimensional
interaction arouses the students’ enthusiasm for online
learning. It also indicates that most students have a very
positive response to the benefits of using online learning
with the support of educators [25]. Furthermore, for shy
students who tend to be passive, online learning helps them
actively answer questions without worrying about other
interruptions such as their facial complexion. Overall, shy
students tend to speak out in online learning more than
offline. 'e results have coincided with Buelow’s et al. re-
search that students just felt that it was a great way for shy
students to speak up in online discussion [9]. Besides, online
interaction gives students’ deep impressions, for many
students expose their oral English drawbacks when
speaking. 'ey also receive feedback directly from online
interaction. When they send messages, they need to review
and check the message they have sent, which help them
realize their pronunciation drawbacks. Moreover, the final
examination results from experimental group and control
group have statistically significant differences, meaning that
online student engagement has strongly verified the dif-
ference of their online learning [11]. For language learning,
if students participate in the activities actively, they will have
more chances to practice and improve their language
competence, whereas those who do not take part in or have
limitations to join the multidimensional interactions

receive less chances to practice which resulted in lower
grades. Although there are significant differences between
experimental group and control group in the aspects of
questionnaire and final examination, we still need to pay
attention to those 30% experimental students who did not
feel any superiority of online learning. 'is could be
explained by the students adhering to their own methods to
acquire knowledge. Besides, we should not ignore the fact
that technology support is also one of the factors affecting
students’ online learning. As from previous WeChat con-
versation (Figure 7), students need to transfer from one
platform to the other while learning, which is not quite
convenient. As teachers, we need to pay more attention to
the students’ learning needs and learning process. Making
good use of online learning superiority, we will improve
students’ online learning results.

2.1. Reflection. Multidimensional interaction with the as-
sistance of omnimedia reasonably grasps the attention of
students in online English teaching and makes the teaching
more effective. In classes where multidimensional interac-
tion has been implemented, students rate online learning as
more favourable. Multidimensional interaction has a posi-
tive effect on the students’ study results. Still, we need to pay
attention to the following.

From technical aspect, Internet, hardware, and software
are the foundation to support the online learning. Easily
accessible human-technology interface will yield twice the
result with the half effort. Along with technology develop-
ment, both teachers and students should make good use of
omnimedia network platform, especially the commonly used
platforms to communicate interactively to improve teaching
and learning results.

Figure 7: Screenshot of WeChat interaction.
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From teaching aspect, teachers should diligently create
teaching plans to implement online interaction more ef-
fectively in order to match the effectiveness of offline
teaching. Online teaching should not be regarded as a
burden. Teaching with personal bias or strictly adhering to
conservative traditional teaching methods is not conducive
toward effective online teaching.

For students, overcoming the inner discomfort of online
learning and actively participating in the process of inter-
active learning will bring positive improvements to their
online learning experience. Investigation shows that as
long as students put enough passion into online learning,
actively engage in class activities, and take part in the

multidimensional interactions with teachers and classmates,
they will realize significant gains from online education
(Figure 8).

3. Conclusion

In summary, studying new technologies and conceptions,
changing the outdated ideas and habits, and adapting to
reformations in technology and education with open minds
ultimately facilitate the embodiment of student-oriented
teaching process for both students and teachers. 'is paper
explores the teaching modes of online multidimensional
interactive English teaching with the assistance of QQ,

Table 4: T-test of the final examination (95% confidence interval of the difference).

t Sig. Mean difference Std. error difference
Equal variances assumed 2.009 0.049∗ 4.723 2.351
Equal variances not assumed 2.025 0.047 4.723 2.332
∗p � 0.049, < 0.05.

Table 2: T-test of experimental group (No. 35) and control group (No. 31).

Items Groups Mean Std. deviation Sig.

Completely agree and agree Experimental group 22.94 4.250 0.044∗Control group 19.75 4.328

Neutral Experimental group 11.19 3.331 0.000∗∗Control group 15.94 3.473

Completely disagree and disagree Experimental group 0.88 1.455 0.331Control group 1.88 1.408
∗p � 0.44, < 0.05;∗∗p≤ 0.001.

Table 3: Data of the final examination.

Groups Numbers Mean Std. deviation Std. error mean
Experimental 35 67.40 10.094 1.706
Control 31 62.68 8.852 1.590

Multi-dimensional
Interaction

Supporting system
Application system

QQ
platform

Teaching 
design

Changing 
concept

Active 
engagement

Lanmuo Cloud 
Class platform

Wechat
platform

Overcome 
discomfort

Teacher 
side

Student 
side

Achieve the learning goals

Figure 8: Research results.
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Lanmo Cloud Class, and WeChat platforms and has shown
preliminary results. It helps students to actively engage in
online English learning and achieve the satisfactory results.
It perhaps opens a window for IT professionals to design
more accessible systems for teachers and students and reach
the goals of 5A. In the future, additional resources should be
dedicated to studying student learning behaviours and
processing and accumulating more experience for inte-
grating technology into online-offline hybrid education.
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With the rapid development of internet technology, the amount of data generated is also increasing day by day. As a kind of
distributed computing, cloud computing has been widely used in the analysis of massive data. With the development of China’s
economic construction, the integration of urban and rural areas is constantly improving, and the migrant children in the city are
also focused on. After moving into the city, migrant children not only face the pressure from the society but also face the pressure
from life, which inevitably affects the physical and mental health of urban migrant children. *e education of urban migrant
children is also a focus that needs attention. How to integrate into the education environment of urbanization and adjust the
learning pressure in the process of education is also worthy of our attention. *erefore, this article analyzes the current status of
urban migrant children’s mental health based on cloud computing and data mining algorithm models. Based on the current
research status of urban migrant children and the standards of mental health, this paper conducts a survey of middle and high
school students in a certain city through questionnaires, then builds a data mining algorithmmodel to analyze the survey data, and
explores the differences in the grades of students’ social identity and the differences inmental health betweenmigrant children and
urban children. According to the survey, most of the psychological performances of urban migrant children are very vague. At the
same time, there are also some phenomena such as poor adaptability, badmood, and inferiority complex. During the study period,
there are situations such as unwilling to communicate with others, weariness, sensitivity, anxiety, and hostility. *e overall
incidence of the situation is relatively high in big cities, while the situation of urban children is relatively small.

1. Introduction

Cloud computing is a kind of virtualization technology. In
addition to powerful computing power and scalability, it also
has the characteristics of high flexibility, high reliability, and
on-demand deployment. In recent years, the rapid devel-
opment of information technology has also promoted the
development of cloud computing by leaps and bounds. In
scientific research, building algorithm models based on
cloud computing can greatly improve research efficiency
[1, 2]. In the process of my country’s rapid transformation
from the traditional economic development model, labor
from rural areas has gradually poured into big cities, and
most of them are in the family model, bringing young
children to the city. According to the data of the sixth
national census, in the previous 10 years, the floating

population in the city increased greatly, compared with the
fifth national census, and there is a very obvious growth
trend [3, 4].*erefore, migrant children have become a huge
group in the city [5, 6].

Because there is a big difference between the daily life of
modern urban people and that of rural people in China,
mobile children, as the second generation of immigrants,
passively flow into the city. In daily life, learning, social
environment adaptation, and other aspects, mobile children
are constantly adjusting their own psychological environ-
ment, but in this process, they will experience some con-
fusion, frustration, and loss. Because of the change of the
education mode and the influence of bad family environ-
ment, it is easy to cause poor communication with peers
under the trend of communication and psychological state
[7, 8]. In recent years, the mental health problems of migrant
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children in China’s cities have gradually been concerned.
Some migrant children are in puberty, which is also out of
the rebellious stage. In the face of so many puzzles at this
critical moment, whether they can sort out their emotional
and psychological problems, bear the pressure brought by
the mobile life, and adapt to the environment will have a
great impact on the future development andmental health of
migrant children. *e formation of personality has an im-
portant impact [9, 10].

*e purpose of this article is to study the mental health of
urban migrant children, conduct a questionnaire survey of
middle and high school students in a certain city, and then
establish a data mining algorithm model in a cloud com-
puting environment, so as to analyze the survey data and
differentiate the students from their grades. Look at the
changes in the psychological status of urban migrant chil-
dren [11, 12].

2. Data Mining Algorithm Model Construction
Based on Cloud Computing

2.1. CloudComputing Platform. Cloud computing platforms
can be divided into three categories: cloud storage platforms
that focus on data storage, cloud computing platforms that
focus on data processing, and comprehensive cloud com-
puting platforms that take into account both computing and
data storage and processing [13, 14].

As a leading cloud service provider in China, Alibaba
Cloud has high stability and practicability and has been
widely recognized by users. Compared with international
competitors, Alibaba Cloud has a relatively strong price
advantage with almost the same computing power [15].
*erefore, this article chooses Alibaba Cloud as the cloud
computing platform for research.

2.2. K-Means Clustering Algorithm Model. *e number of
migrant children in cities is increasing year by year. Due
to many reasons such as environmental inadaptability,
their mental health problems deserve our attention [16].
Conducting research on urban migrant children to find
out the factors that cause their mental health problems can
provide parents, teachers, and functional departments
with a theoretical basis for solving their psychological
problems, so as to better protect this group and enable
urban migrant children to grow up healthily [17]. K-
means algorithm is a classic clustering algorithm for
unsupervised learning, which has the advantages of simple
thinking, good effect, and easy implementation. It is
scientific and practical to analyze the mental health of
urban migrant children through the K-means algorithm
model [18, 19].

(1) Algorithm idea:
Divide n samples into k clusters, and then according
to the distance formula or other similarity calcula-
tion formulas, the other points in the sample are
divided into the nearest cluster; then, calculate the
average of all objects in the cluster as the new center

point. Iterate repeatedly until the objective function
converges.

(2) Algorithm definition:

P � p1, p2 . . . , pn . (1)

f(pi, pj) �

�������������������������

pi1 − pj2 
2

+ · · · + pin − pjn 
2



. (2)

εi �
1
n


p∈wi

p. (3)

F � 
z

i�1


p∈wi

p − ni



2
. (4)

(3) Algorithm process:

Selection of the k value:
In the traditional K-means algorithm, the number
of clusters k is required to be determined in ad-
vance, but in practice, it is often difficult to de-
termine the value of k due to the large amount of
data and lack of experience. If the value of k is
selected too small, it will result in data objects to
vary greatly in the same cluster. If the value of k is
selected too large, the difference between different
clusters will be small. At the same time, improper
selection of the k value will also make the final
clustering result fall into the local optimum. *is
paper selects 10 factors that can reflect the mental
health of urbanmigrant children, such as obsessive-
compulsive disorder, depression, and anxiety, as a
clustered dataset.
Selection of cluster center c:
*e steps of selecting cluster centers: first, calculate
the maximum value a1 and minimum value b1 in
the sample set, and record where they appear, and
then calculate the average rounding to get the
cluster center c1.*en, remove the maximum value
a1 and minimum value b1, select the approximate
maximum value a2 and minimum value b2 to
obtain the cluster center c2, and so on; finally,
P � c1⊕c2⊕ · · ·⊕cn /n.
Calculate the distance between the sample and the
center: calculate the distance between the sample
P � p1, p2 . . . , pn  and the center c, and divide pi

closest to the center c into the corresponding
clusters.

(4) Model establishment:

(a) First, enter the survey data of urban migrant
children’s mental health problems, check the
validity of the data, and normalize the data to
ensure the accuracy and reliability of the data.
*e normalization formula is as follows:

H �
Hi − Hmin

Hmax − Hmin
. (5)
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(b) Classify the data to ensure that the classified data
have strong similarity.

(c) Add the classified 10 groups of data to LSTM for
training, and use the powerful time-series feature
extraction ability of the LSTM neural network to
obtain the feature data of urban migrant chil-
dren’s mental health.

(d) Use the improved K-means algorithm to per-
form clustering and output the classification
results.

Definition 1. Define the dataset that needs to be clustered, as
shown in the following formula:

Definition 2. (similarity calculation formula). Here, the
Euclidean distance formula is selected as the similarity
calculation formula, as shown in the following:

Definition 3. Cluster center point, as shown in the following
formula:

Definition 4. Convergence conditions, as shown in the
following formula:

3. Survey on the Mental Health of Urban
MigrantChildrenBasedonCloudComputing
and Data Mining Algorithms

*is article uses a questionnaire survey method to conduct
research.*e questionnaire surveymethodmainly refers to a
scientific exploratory research method that is generally used
to collect information by publishing questions to students in
writing. *e researcher lists the questions that need to be
discussed, fills in the content in the form of face-to-face
answers or follow-up interviews, and then collects, sorts out,
and comprehensively analyzes the questionnaire to obtain a
large amount of data which are closely related to this
question and information.

3.1. Research Purpose. It is of great significance to promote
the development and improvement of the mental health to
urban migrant children. Under the tense pace of life in the
city, different children will also face different psychological
pressures, which will change children’s cognition. How to
deal with the possible problems of peer discrimination,
inferiority complex, and communication difficulties between
families is particularly important. *ese problems also have
a great influence on the formation of children’s future
personality. From the perspective of social work, it is the
most important work to improve the mental health of
migrant children.

3.2. Questionnaire Design

3.2.1. Research Object. According to the survey of two
schools in a city, this paper randomly selected the reports of
two different grades in junior high school and senior high

school. According to the reports of these 352 students, the
questionnaire is made. After the link was generated, the head
teachers shared it with the class group, and the students filled
in it anonymously. A total of 330 valid questionnaires were
submitted by the two grades; there were 105 questionnaires
for migrant children and 95 questionnaires for urban
children; there were 65 questionnaires for migrant children
in senior one and 64 questionnaires for urban children.

3.2.2. Research Tools

(1) Social identity form:
*e social identity of children is investigated by
single topic selection. *e paper adopts the single
question: “you think you are: 1. Rural people. 2.
Urban people. 3. Don’t know,” and through such a
questionnaire, we investigate the status of urban
migrant children on their own identity.

(2) Self-rating scale of mental health of middle school
students in China:
*e method used in this scale is five-point scoring,
which is divided into 1–5 levels, each of which
represents the following: from scratch, occasionally,
sometimes, often, and always. It consists of 60 re-
search projects and 10 factors, each of which con-
tains 6 factors. *e 10 factors were compulsive
symptoms, depression, anxiety, paranoia, interper-
sonal tension and sensitivity, hostility, learning and
stress, psychological disorder, poor adaptability, and
out of control. Each factor reflects the following:

① Compulsive symptoms: these symptoms mainly
show whether the subjects repeatedly check and
count during the homework, always fear that
their test results pass, and other unnecessary
assumptions and unnecessary forced symptoms

② Depression: depression is mainly the subjects
feeling monotonous about life, disappointment,
and helplessness to their future and prone to
negative emotional experience such as crying and
psychological upset

③ Anxiety: anxiety is mainly reflected in the sub-
jects who often show emotional depression and
feel very upset, resulting in poor sleep, psycho-
logical imbalance, and anger

④ Paranoia: the main problems are feeling that
others often say their own bad words behind the
back, resulting in unwillingness to communicate
with others, feeling that others are wrong in
doing anything, others are always targeting
themselves because they are foreign people, and
they want to bully themselves

⑤ Deal with tension and sensitivity in relationships:
the main characteristics reflected by this factor
are that the subjects generally think that others do
not want to communicate with themselves and
despise themselves, and they are always not
understood, demanding and blaming others,
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believing that others are not friendly to them-
selves, and are easily hurt by them emotionally

⑥ Hostility: the main feature is that the subjects
cannot control their temper, and there is an
impulse to smash things, which can easily cause
the excitement and quarrel with others

⑦ Study pressure: it shows that the subjects cannot
adapt to the change of the learning mode and feel
the difficulty of learning, the pressure is great,
they are afraid of teachers, the situation of
weariness of learning, the dislike of doing
homework, and the fear and boredom of the test

⑧ Psychological imbalance: the main performance
is that the subjects think that teachers and parents
will look at themselves differently, and they will
feel that other children are better, often compare
themselves with other students, and other
problems

⑨ Poor adaptation: the main problems of this factor
are that the subjects cannot adapt to school life,
teachers’ teaching methods, and school envi-
ronment, contact with more new things, and are
unwilling to communicate with people and
participate in other extracurricular activities

⑩ Emotional imbalance: the emotional imbalance
mainly refers to the subject’s emotion which is
easy to fluctuate and unstable, which is reflected
in the study, which means that the students’
attitude towards teachers, classmates, and parents
is unstable and changeable

*e main evaluation indexes of the mental health self-
evaluation scale are as follows:*e average score of 10 factors
was below 2, indicating that the mental health was very good;
the mental health status was mild in 2–2.99; in 3–3.99, it
indicates that there are some problems in mental health
status; between 4 and 4.99, it indicates that mental health
problems are serious and need to be dealt with as soon as
possible; if it is 5 points, it means that mental health problems
are very serious and should be paid great attention to.

3.2.3. Data Processing. Use SPSS 13.0 for data management
and statistical analysis. First, use exploratory analysis to filter
the suspicious data so that the complex data can be kept true.
Second, analyze the variance of the remaining data, and
visually compare the data.

3.2.4. Reliability of the Questionnaire. In order to test the
reliability and stability of the questionnaire, firstly, the
variance of the questionnaire results was calculated, and
then the reliability of the returned questionnaire was tested
by the method of “half-half reliability.” Using formulas
(6)–(8) to calculate the reliability coefficient, the correlation
coefficient of the questionnaire is q� 0.883. According to the
theories and methods of modern scientific research, when
the reliability of a test reaches 0.80 or more, it can be
regarded as a test with higher reliability. *e test results
confirm that the questionnaire is reliable.
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C
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n
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q �
2q1

1 + q1
. (8)

4. Research Results and Discussion

4.1. Differences in Social Identity. In order to better under-
stand the real situation of urban migrant children in dif-
ferent grades, this paper analyzes the three levels of social
identity of urbanmigrant children, and the results are shown
in Table 1 and Figure 1: there are 65 junior high school
students who think they are rural people, accounting for
32.34% of the total number of junior high school students in
the survey, 41 junior high school students who think they are
urban people, accounting for 20.4% of the total number of
junior high school students in the survey, and 95 students
with vague identification, accounting for 47.26% of the total
number of junior high school students in the survey. *ere
are 24 senior high school students who think they are rural
people, accounting for 18.61% of the total number of senior
high school students. *ere are 37 senior high school stu-
dents who think they are urban people, accounting for
28.38% of the total number of senior high school students.
*ere are 68 senior high school students who have vague
identification, accounting for 53.1% of the total number of
senior high school students.

It can be seen that the level of social identity of migrant
children in different grades is different, as shown in Figure 1.
*e characteristics are as follows: the migrant children in the
first grade of junior high school think that they are rural
people more than those in the first grade of senior high
school; that is, with the growth of children’s age, this concept
will decline. *e migrant children in grade one are higher
than those in grade one in urban identity; that is, with the
growth of grade, the identity of urban people is on the rise. In
terms of unclear identity, the migrant children in grade one
of junior high school think that they are rural people, lower
than those in senior high school.

4.2. Differences in Mental Health between Migrant Children
and Urban Children. In order to study the difference in
mental health between urban children and migrant children,
the independent sample t-test method was used to
compare the total average mental health scores and ten
factors of urban migrant children and urban children. *e
results in Table 2 indicate the following: Migrant children
and urban children have differences in emotional pro-
cessing and interpersonal relationship processing, mi-
grant children will show sensitivity, anxiety, paranoia,
hostility, psychological imbalance, and learning pressure,
but there is no significant statistical difference between the
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total average score. It can be seen from Figure 2 that the
total average score of migrant children in maladjustment,
emotional imbalance, interpersonal tension and sensi-
tivity, anxiety, paranoia, hostility, psychological imbal-
ance, and learning pressure is higher than that of urban
children, which also shows that the mental health of
migrant children is lower than that of urban children to a
certain extent, and the mental health of urban children is
better.

4.3. Analysis of Migrant Children’s Mental Health

(1) Lower self-esteem level:
In actual life, migrant children have no way to express
their self-esteem clearly, but they will show a sense of
loss when their self-esteem is hurt. With the growth of
their age, it is possible that those acts of discrimination
and hurting their self-esteem will make their body and
mind suffer a great deal, leading to the increase of their
sense of inferiority and the emergence of psychological
problems. Migrant children, because they are still young
and immature, tend to imagine themselves as they say,
which is easy to confuse their own positioning and has a
great impact on the correct self-cognition [20, 21]. To
sum up, self-esteem is the basic component of self-
cognition to urban migrant children, which reflects a
correct positioning and cognition of the individual. Self-
esteem refers to the individual itself, which does not
include the individual’s sensory and evaluation of others,
but may be affected by the evaluation from others. Self-
esteem is an important form of the development of good

mental health. People with strong self-esteem tend to
show their own advantages and can naturally accept
their owndisadvantages.Maintaining high self-esteem is
more conducive to the formation of good self-worth,
and they can live a positive and enthusiastic life.

(2) Social maladjustment:
Migrant children move from the countryside to the
city, especially in the first-tier cities such as Beijing
and Shanghai. As the economic level and lifestyle of
cities are very different from those of rural areas,
differences in living environment will affect migrant
children.*ey will affect them in a subtle way. When
migrant children are deeply influenced by the ma-
terial life of the city, they will imagine a real city
person to live like that and learn to accept all this,
and their thoughts will become urbanized. Due to the
differences in culture, lifestyle, values, and so on,
migrant children will need to adapt to these changes
through self-regulation when they feel these changes
and constantly change their behavior, ideas, and so
on, so as to make them better adapt to the rhythm of
the city. *is process can be defined as the process of
adapting to the society. When migrant children
perceive the impact of urban culture, theymay have a
sense of frustration and inferiority, such as being
excluded and loneliness rising. *en, they will have
psychological discomfort, and their social adaptation
will also be biased one after another.

(3) Sensitive discrimination:
From the perspective of the discriminated, dis-
crimination is mainly a phenomenon produced by

Table 1: Grade differences in social identity.

Rural identity City people identity Not clear
Frequency Percentage Frequency Percentage Frequency Percentage

First grade 66 33.15 45 22.38 89 44.47
High school 27 20.77 33 25.38 70 53.85
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Figure 1: Grade differences in social identity.
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perception. *e discriminated can obviously feel the
negative impact and the harm brought by discrim-
ination. It is very unfair to treat a person with this
perception of discrimination. It is a very unrea-
sonable social system. *e manifestation of dis-
crimination may be expressed by actual action,
which is very harmful to a person. If urban migrant
children encounter discrimination or exclusion, it
will cause great harm to them physically and
mentally.

5. Conclusions

After the above research, we can draw the following con-
clusions. From the questionnaire survey, it is found that the
problem of unclear social identity of migrant children in this
city is universal and ambiguous. *ere is no significant
difference in the ten factors of mental health between urban
migrant children and urban children. However, urban mi-
grant children will have sensitivity, anxiety, paranoia,

hostility, psychological imbalance, learning pressure, and
other problems in adaptability, emotional processing, and
interpersonal relationship, and the total average score will be
greater than that of urban children, which indicates that the
mental health of urban children is better than that of migrant
children. We need to help migrant children adapt to the new
environment from the heart and accept the new environ-
ment, including new culture, new customs, new campus, and
new life. Only when they accept the new environment from
the heart can they better adapt to the environment and
develop better in the city.
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Table 2: Differences in mental health between migrant children and urban children.

Migrant children City children t pM± SD M± SD
Maladaptation 1.97± 0.63 1.86± 0.57 1.932 0.057
Emotional imbalance 2.09± 0.66 2.05± 0.75 0.568 0.571
Obsessive-compulsive symptoms 2.02± 0.58 2.04± 0.61 −1.031 0.312
Interpersonal tension and sensitivity 1.91± 0.61 1.85± 0.63 1.049 0.301
Depression 1.82± 0.62 1.83± 0.63 −0.198 0.837
Anxiety 1.92± 0.76 1.91± 0.73 0.382 0.707
Paranoia 1.83± 0.65 1.82± 0.61 0.601 0.562
Hostility 1.77± 0.67 1.76± 0.68 0.468 0.641
Psychological imbalance 1.73± 0.64 1.69± 0.59 0.858 0.387
Study-induced stress 1.91± 0.51 2.12± 0.82 0.049 0.958
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+e sudden outbreak of COVID-19 has a great impact on human life security and global economic development. To deal with the
rampant pandemic, many countries have taken strict control measures, including restricting gathering in public places and
stopping the production of enterprises; as a result, many enterprises suffered great challenges in survival and development during
the pandemic. In order to help enterprises monitor their own financial situation and realize their healthy development under the
pandemic, this paper constructs an Enterprise Financial Early Warning Model, in which Quantum Rotation Gate is used to
optimize four algorithms, namely, Fruit Fly Optimization Algorithm (QFOA), Bee Colony Optimization Algorithm (QABC),
Particle Swarm Optimization (QPSO), and Ant Colony Optimization (QACO). +e results show that the ability of the prediction
model can be greatly improved by using the Quantum Rotation Gate to optimize these four algorithms.

1. Preface

At present, under the influence of the epidemic, many
enterprises have experienced management problems.
+erefore, financial early warning has become an important
mean for companies to make risk predictions. In order to
solve the problem of the lack of effective early warning
measures and means for corporate financial risk manage-
ment, Liu [1] analyzed the basic connotation and causes of
marine corporate financial risk and proposed a marine
corporate financial risk prevention and control strategy
based on the marine economy. Tang [2] put forward some
suggestions to better strengthen risk warning based on the
forecast of Qingdao marine economy and pointed out that
by developing future financial risk assessment models and
establishing a sound financial warning mechanism, com-
panies can effectively provide early warning.

Affected by COVID-19, the whole economic market has
a tendency to stagnate, and many enterprises face the

pressure of tight cash flow, supply chain interruption, and
general decline of market supply and demand. Under the
background of global economy facing deep recession crisis,
the role of financial early warning is particularly important.
First, the financial data of 250 enterprises in 2018 and 2019
are collected, and then Quantum Rotation Gate is used to
optimize four algorithms, namely, Fruit Fly Optimization
Algorithm [3], Bee Colony Optimization Algorithm [4],
Particle Swarm Optimization [5], and Ant Colony Opti-
mization [6]. +en, the parameters of SVR neural network
are optimized by these optimized algorithms. Afterward, the
Financial Early Warning Model is constructed. Finally, the
error convergence trend chart and ROC curve of the four
models are generated, and the first group of data formed an
error narrative statistical table obtained by tests repeated 100
times. +e results show that the four algorithms combined
with Quantum Rotation Gate can effectively reduce the
prediction errors and improve the accuracy and effectiveness
of financial early warning.
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So far, there are many relevant studies on Quantum
Rotation Gate Optimization Swarm Intelligence Algorithm.
Mao et al. [7] proposed a hybrid algorithm of Quantum
Particle Swarm Optimization and Ant Colony Optimization
through the study of glass cutting problem. +e research
results show that the APSO-ACO algorithm is an effective
method to solve glass cutting problems because of its strong
optimization ability. Zhao [8] proposed a cloud computing
resource scheduling method based on the improved
Quantum Particle Swarm Optimization. +rough the
analysis of its performance through simulation experiments,
it is shown that the method can effectively improve the
utilization rate of cloud computing resources. Wang [9]
proposed an improved multipopulation quantum genetic
algorithm and introduced a new Quantum Rotation Gate in
the evolution of the algorithm. +e research results show
that the algorithm has better optimization performance than
conventional quantum genetic algorithm and multi-
population genetic algorithm. Wu et al. [10] proposed a
quantum genetic algorithm to optimize the extreme learning
machine. +ey compared the simulation results of ELM and
QGA-ELM on datasets, which showed that QGA-ELM can
effectively improve the classification accuracy of ELM net-
works. Yan and Ye [11] proposed a Hybrid Grasshopper
Optimization Algorithm based on quantum computing and
carried out simulation experiments, computational com-
plexity analysis, and global convergence proof of the algo-
rithm. +e research shows that the Hybrid Grasshopper
Optimization Algorithm has stronger global search ability
and better convergence accuracy. Guo et al. [12] proposed
Quantum Particle Swarm Optimization Based Patch-Graph
Sparse Optimization for Large Array. +is method is
combined with QPSO algorithm. Compared with the tra-
ditional Patch-Graph Sparse Optimization, the global search
ability is improved and the convergence speed is accelerated.
+eir simulation results show that the method is effective.

+e structure of this paper is as follows: the first section
briefly introduces the background and literature review; the
second section describes the research methods of this paper;
the third section analyzes the verification process and re-
search findings; and the fourth section provides conclusions
and suggestions.

2. Research Methods

2.1. Quantum-Optimized Fruit Fly Optimization Algorithm
(QFOA). In terms of Quantum Coding Optimization of
FOA, the fly position dimension is 3L ∗ 2, in which 3
represents the three parameters of the SVR model, L rep-
resents the number of bits that each parameter needs to be
expressed as a binary code, and 2 means two of the quantum
gates. +e position of Drosophila is the [0,1] range of the
zone coordinates.

(1) Fruit fly position initialization: Randomly set a fly
position p0 within the defined domain, and use a
uniform distribution method to randomly generate
popsize fruit fly positions.

(2) Move: Find the current optimal fruit fly position “p,”
and set p0� p.

(3) Release: Take p0 as the center and use a uniform
distribution method to randomly generate new
popsize positions of fruit flies.

(4) Measure the position of the fruit fly code:
In the quantum spin gate, qubits |0> and |1> rep-
resent the two base states of tiny particles. According
to the principle of superposition, the superposition
state of quantum information can be expressed as a
linear combination of these two fundamental states;
namely, |ψ ≥ a|0〉+ß|1〉, where a and ß are com-
plex numbers, representing the probability ampli-
tude of the qubit state, which, respectively, represent
the probability that the quantum state |ψ> collapses
to the |0> state and |1> state due tomeasurement and
meet the normalization conditions.
In the Quantum Fruit Fly Algorithm, fruit flies use
the probability amplitude of qubits for encoding.+e
encoding scheme is as follows:

Pi �
cos θi1( 

sin θi1( 





cos θi2( 

sin θi2( 





Λ

Λ

cos θik( 

sin θik( 




 ,

θij � 2π × RAND, i � 1, 2, . . . n, j � 1, 2, . . . k.

(1)

θ is the phase of the qubit, n is the number of fruit
flies, k is the number of qubits, which means the
dimension of the solution space, and RAND is a
random number in the range [0,1]. Each qubit is
divided into upper and lower rows, corresponding to
the probability amplitudes of the two quantum basic
states and satisfying the normalization condition.
+erefore, each individual contains two upper and
lower cultural coding chains, each of which is a
candidate solution to the optimization problem. It
can be seen that the Quantum Fruit Fly Algorithm
has twice the number of candidate solutions of the
Fruit Fly Algorithm when the population size re-
mains unchanged, which increases the diversity of
the understanding space and improves the proba-
bility of successful optimization.
When measuring the code of fruit flies, the square of
each bit of the code is calculated so as to get its binary
code.

tid �
1, if xid( 

2 <RAND,

0, if xid( 
2 ≥RAND.

⎧⎨

⎩ (2)

(5) Convert binary code to decimal decision variable,
which means converting the binary code of each
decision variable to get the decimal value of the
decision variable we need.

(6) Calculate the value of the objective function: Cal-
culate the objective function of the fruit fly position.

(7) Quantum Rotation Gate: +e Quantum Rotation
Gate is used to change the phase of the qubit to
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update the probability range of the qubit, so as to
achieve the effect of fruit fly codingmutation. For the
operation mode of quantum revolving gate, please
refer to [13].

αi
′

βi
′

⎡⎣ ⎤⎦ �
cosθi − sinθi

sinθi cosθi

 
αi

βi

 . (3)

2.2. Quantum-Optimized Bee Colony Algorithm (QABC).
In terms of Quantum Coding Optimization of Bee Colony
Algorithm, the bee position dimension is 3L ∗ 2, in which 3
represents the three parameters of the SVR model, L rep-
resents the number of bits that each parameter needs to be
expressed as a binary code, and 2 means two quantum gates.
Each dimension range of bee position is the [0,1] range
interval of regional coordinates.

(1) Initialization of bee position: Use random initiali-
zation of bee position.

(2) Employment stage: A honey bee corresponds to a
honey source.+e honey bee corresponding to the ith
honey source searches for a new nectar source
according to the following formula:

xid′ � xid′ + φid xid − xkd( . (4)

(3) Selection and wait-and-see phase:
+e newly generated possible solutions are

xi
′ � xi
′, xi
′, . . . , xi D

′ . (5)

+e original solutions are xi � xi1, xi2, . . . , xi D .
Make comparisons, and use a greedy selection
strategy to retain better solutions. Each observation
bee selects a nectar source based on probability, and
the probability formula is

Pi �
fiti


SN
j�1fitj

. (6)

Among them, fiti is the fitness value of the possible
solution Xi. For the selected nectar source, the ob-
servation bee searches for new possible solutions
according to the above probability formula.

(4) Investigation phase: When all honey bees and ob-
server bees have searched the entire search space,
and if the fitness value of a nectar source is not
increased within a given step (defined as the control
parameter “limit”), then the nectar source is dis-
carded, and the honey bee corresponding to the
nectar source becomes a scout bee to search for new
possible solutions using the following formula:

xid � x
min
d + r x

max
d − x

min
d . (7)

(5) Measuring the position of the bee code: In quantum
computing, qubits |0〉and |1〉represent the two
basic states of microscopic particles. According to

the Principle of Superposition, the superposition
state of quantum information can be expressed as the
linear combination of two basic states; namely,
|ψ〉� a〉e0〉+ß〉e1〉, where a and ß are com-
plex numbers, representing the probability ampli-
tudes of the qubit state, in which the sum,
respectively, represents the probability that quantum
state |ψ〉collapses t |o0〉and |1〉state due to
measurement and satisfies the normalization
conditions.
In the Quantum Bee Colony Algorithm, bees use the
probability amplitude of qubits for encoding. +e
encoding scheme is as follows:

Pi �
cos θi1( 

sin θi1( 
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 ,

θij � 2π × RAND, i � 1, 2, . . . n, j � 1, 2, . . . k.

(8)

Θ is the phase of the qubit, n is the number of bees, k
is the number of qubits, which means the dimension
of the solution space, and RAND is the random
number in the range of [0,1]. Each qubit is divided
into two lines, up line and down line, corresponding
to the probability amplitudes of the two quantum
fundamental states, and satisfies the normalization
condition. +erefore, each individual contains two
cultural coding chains, each of which is a candidate
solution to the optimization problem. +e results
show that the number of candidate solutions of
Quantum Bee Colony Algorithm is twice as large as
that of Swarm Algorithm, which can increase the
diversity of solution space and improve the proba-
bility of success.
When measuring the code of honey bee, the square
of each bit of the code of Xi is calculated.

tid �
1, if xid( 

2 <RAND,

0, if xid( 
2 ≥RAND,

⎧⎨

⎩ (9)

so as to get its binary code.
(6) Binary code conversion to decimal decision variable:

Convert the binary code of each decision variable to
obtain the decimal value of the decision variable we
need.

(7) Quantum Rotation Gate: +e Quantum Rotation
Gate is used to change the phase of the qubit to
update the probability range of the qubit, so as to
achieve the effect of bee encoding mutation.

αi
′

βi
′

⎡⎣ ⎤⎦ �
cosθi − sinθi

sinθi cosθi

 
αi

βi

 . (10)

2.3. Quantum-Optimized Particle Swarm Optimization
(QPSO). +e steps of Quantum Coding Optimization of
Particle Swarm are as follows:
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(1) Set quantum particle algorithm parameters.
(2) Initialize the particle swarm position.
(3) Because the position and velocity of the particle

cannot be determined together in quantum space,
the wave function f(x,t) is used to describe the state of
the particle.

(4) Get the probability density function of particles
appearing at a certain point in space by solving
Schrodinger equation.

(5) +e position equation of the particles is obtained by
random simulation of Monte Carlo method:

x(t) � P ±
L

2
ln

1
u

 , (11)

where u obeys a uniformly distributed random
number on [0,1]; L(t+ 1)� 2β|mbest−X(t)| is de-
termined. Finally, the evolution equation of the
Quantum Particle Algorithm is

mbest �
1

M


M

i�1
Pi

�
1

M


M

i�1
Pi1 · · ·

1
M



M

i�1
Pi D

⎛⎝ ⎞⎠,

Pid � ϕ∗Pid +(1 − ϕ)
∗
Pg d.

(12)

2.4. Quantum-Optimized Ant Colony Algorithm (QACO)

(1) Initialize pheromone and heuristic values: Initialize
the pheromone intensity of each side and the taboo
table of each ant in advance.+e pheromone on each
edge is initialized to a smaller value r0; for each ant, a
taboo table is needed to record the nodes that it has
passed, and its taboo table is initialized to the node
where the ant is located.+e length of taboo table is I,
and the amount of pheromone released by the ants
on each side is initialized to 0.

(2) Initialize quantum gate: In quantum computing,
qubits |0> and |1> represent the two basic states of
microscopic particles. According to the principle of
superposition, the superposition state of quantum
information can be expressed as a linear combi-
nation of these two basic states; namely, |ψ〉 � a〉|
0〉+ß|1〉, in which a and ß are complex numbers
representing the probability amplitude of the qubit
state and the sum, respectively, represents the
probability that the quantum state |ψ〉collapses to
|0〉and |1〉states due to measurement and sat-
isfies the normalization condition. Assign values to
a and ß of each qubit 1/

�
2

√
to complete the

initialization.
(3) Construct a path: Each ant selects the next node to

reach under the constraint of the taboo table
according to certain probability rules until a legal

path is finally formed. +e ant determines the city to
be reached next according to a certain probability.
+e probability is calculated as follows:

Pij(t) �
τij

(t)
 

α
ηij 

β
μj 

k∈allowed τik(t) 
α ηik 

β μk 
if j ∈ allowed 0,

⎧⎪⎨

⎪⎩

(13)

where the pheromone intensity between node i and
node j is [τij(t)]α, the heuristic value intensity
between node i and node j is ηij, and μj is the
quantum information intensity of node j, which is
defined as

μj �
1

αj




2, (14)

where αj is the amplitude of the jth quantum gate.
+e formula of (1) represents the probability that the
ant chooses city j from city i at time t. a is the weight
of the pheromone in the probability calculation, and
the greater its value, the more important the role the
pheromone will play in choosing the next city to be
visited by the ant. ß is the weight of the heuristic
factor (usually expressed as the reciprocal of d in the
TSP problem) in the probability calculation, and the
greater its value, the more important the role of the
heuristic factor in the process of choosing cities by
ants. allowed is a collection of cities that are not in the
ant taboo list.
+e formula of (1) shows that the ants will not choose
the cities in the taboo list, so as to ensure the legality
of understanding.

(4) Calculate the intensity of quantum information:

μj �
1

αj




2 (15)

where j is the quantum information intensity node
and αj is the amplitude of the jth quantum gate.

(5) Calculate the path length generated by each ant,
which is the sum of the length of each side in the
path.

(6) Quantum Rotation Gate.
(7) Update pheromone: +e pheromone is volatilized

from each side, and then the pheromone released by
the ants is obtained according to the length of the
path produced by each ant. After all ants have
completed the pheromone update, record the cur-
rent shortest path, initialize the taboo table and the
pheromone increment value △T(t, t+ l), and pro-
ceed to step 2. Repeat this cycle until the final
condition of the Algorithm is satisfied; for example,
the solution cannot be further improved or the
specified number of cycles is reached.
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τij(t + 1) � ρτij(t) + Δτij(t, t + 1), (16)

where τij(t + 1) represents the pheromone on the
edge ij during t iterations. ρ is the pheromone
maintenance factor, and 1−ρ is the pheromone
volatilization factor. Δτij(t, t + 1) is the sum of the
pheromones released by all ants on the edge ij, as in
(16).

Δτij(t, t + 1) � 

m

k�1
Δτk

ij(t, t + 1), (17)

where ij belongs to all feasible paths.

Finally, this research uses the same four algorithms,
QPSO, QFOA, QABC, and QACO, to optimize the pa-
rameter gamma and C of the SVR, which greatly improves
the predictive ability of the Financial Early Warning Model.

3. Empirical Analysis

3.1. Sample Data and Variables. Considering the demand of
sample size, the impact of various factors in 2018 and 2019
on 250 companies in different industries (including 75 crisis
companies and 175 normal companies) is studied in this
paper. +ere are nine influencing factors: return on net
assets (X1), net profit margin (X2), gross profit margin (X3),
shareholder equity growth rate (X4), net profit growth rate
(X5), net asset growth rate (X6), current ratio (X7), quick
ratio (X8), and asset-liability ratio (X9). Taking into account
the diversity of data, the maximum, minimum, average, and
variance of each influencing factor are calculated for the 250
sets of data in 2019 and 2018 in Table 1, so as to compare the
differences in financial warning data in the past two years
more visually.

3.2. Using Quantum Swarm Intelligence to Optimize SVR
Steps. First, in the QFOA optimization of SVR, select the
financial early warning data and set the Fruit Fly Optimi-
zation Algorithm parameters; then, initialize the position of
the fruit fly swarm, taking p0 as the center, and the method of
uniform distribution is applied, randomly generating new
popsize positions of fruit flies. +e positions of fruit flies code

are measured, and the binary code is converted into a decimal
decision variable. +en, the objective function value is cal-
culated, and the qubit phase is changed by Quantum Rotation
Gate. Finally, the error is calculated by SVR. In terms of
quantum swarm SVR optimization SVR, by employing bees,
greedy selection, wait-and-see, reconnaissance, and other
stages, the quantum revolving gate is used to change the phase
of the qubit and measure the fitness of the swarm. Please refer
to relevant literature for details. In the aspect of Quantum
Particle Swarm Optimization SVR using SVR, the particle
probability density function is obtained by solving the
Schrodinger equation, and finally the error is obtained by
SVR. Please refer to the relevant literature for details. In the
aspect of quantum ant colony using SVR to optimize SVR,
each ant constructs a legal path according to a certain
probability rule, then calculates the quantum information
intensity, calculates the transition probability, and updates the
path, that is, calculates the length of the path generated by
each ant. +en, use the Quantum Rotating Gate to measure
whether the ant colony search is completed. Please refer to the
relevant literature for details.

3.3. Result Analysis. According to the convergence trend
graph of the four model errors calculated by ESM in Fig-
ure 1, QFOA-SVR converges earlier than the other three
algorithms, indicating that the algorithm has reached the
optimal algorithm. After reaching the optimal algorithm, it
can be seen from the trend graph that the QFOA is better
than the other three algorithms. +e algorithm is more
stable, indicating that the QFOA is highly stable. Using
Matlab software, the last 50 sets of data in 2018 and 2019 are,
respectively, fixed as test data, and the first 200 sets of data
are sample; then, repeatedly run QFOA, QABC, and QABC
100 times. After running the four algorithms of QACO and
QPSO, count the maximum, minimum, average, variance,
and total running time of five indicators of absolute errors,
and get the error table that has repeated 100 times, Table 2. It
can be seen in the table that the average value of QFOA is
smaller than the average of the other three algorithms, in-
dicating that the neural network of QFOA has smaller fi-
nancial forecast errors than the other three algorithms, and
the predicted results are more accurate.

Table 1: Descriptive statistics of sample data in 2019 and 2018.
2019

Var X1 X2 X3 X4 X5 X6 X7 X8 X9
N 250 250 250 250 250 250 250 250 250
Max 207.50 398.12 96.43 1217.11 3335.51 1126.42 18.49 17.95 3983
Min −1909.0 −10472 −220.8 −118.87 −17362.4 −473.82 0.03 0.03 4.26
Avg −36.81 −114.05 31.12 −4.58 −110.23 4.26 2.32 1.87 79.04
Std 422.41 7166.78 7.34 210.31 13580.29 110.99 0.09 0.07 991.44

2018
Var X1 X2 X3 X4 X5 X6 X7 X8 X9
N 250 250 250 250 250 250 250 250 250
Max 169.34 157.28 94.30 876.30 3108.42 1000.28 18.70 17.18 1879.04
Min −922.79 −890.59 −72.85 −1419.9 −348922.74 −1419.9 0.07 0.04 4.74
Avg −9.89 −12.84 27.21 −2.62 −2019.64 0.28 2.19 1.81 54.61
Std 90.32 87.30 4.87 141.52 4941745.15 144.56 0.06 0.05 140.41
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Figure 1: Convergence trend diagram of the four models.
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It can be seen from Table 3 that the variance of QFOA is
smaller than that of the other three algorithms, indicating
that the QFOA is the most stable among the four algo-
rithms. In terms of the total time, it can be seen that the
QFOA runs for less time compared with the other three
algorithms, which indicates that the responsiveness of the
Fruit Fly Optimization Algorithm is more sensitive, but the
five indicators calculated by the four algorithms are rel-
atively small, and the difference is slight, because we use
quantum optimization of four algorithms at the same time;
the stability, accuracy, and sensitivity of the optimized
algorithm have been greatly improved.+e ROC curve and

table for 2018 and 2019 are drawn with the SPSS software.
Figure 2 is the ROC curve circle, and Table 3 is the ROC
table. +e ROC table includes clarity, sensitivity, area
under the curve, and Gini Coefficient. From the ROC curve
and ROC table in 2018, it can be seen that the area, AUC
value (0.677), and Gini Coefficient (0.354) of the QFOA are
large, indicating that the QFOA is the most accurate of the
four algorithms. +e sensitivity (0.43) and specificity
(0.924) are the highest in QFOA, indicating that the QFOA
is more sensitive and responds faster. Moreover, from the
ROC curve and ROC table in 2019, the conclusions are the
same. Based on the ROC curve of two years, it can be

Table 2: Descriptive statistics repeated one hundred times.

QABC
Particular year Max Min Avg Std Total time (s)

2018 1.071907 0.000052 0.273969 0.066597 24.7
2019 1.054144 0.000044 0.295520 0.062692 23.9

QACO
Particular year Max Min Avg Std Total time (s)

2018 1.065305 0.000037 0.232538 0.058119 21.8
2019 0.979081 0.000364 0.274045 0.046896 20.7

QPSO
Particular year Max Min Avg Std Total time (s)

2018 1.065305 0.000037 0.229276 0.059667 15.4
2019 0.866827 0.001849 0.275428 0.045227 13.9

QFOA
Particular year Max Min Avg Std Total time (s)

2018 1.048369 0.001652 0.228247 0.057383 14.9
2019 0.946589 0.000247 0.274033 0.048588 13.6

Table 3: ROC curve analysis results.

2019 QFOA QPSO QACO QABC 2018 QFOA QPSO QACO QABC
AUC 0.677 0.671 0.623 0.648 AUC 0.701 0.699 0.661 0.664
Gini 0.354 0.342 0.246 0.296 Gini 0.402 0.398 0.322 0.328
Sens 0.43 0.418 0.304 0.43 Sens 0.447 0.461 0.368 0.408
Spec 0.924 0.924 0.942 0.865 Spec 0.954 0.937 0.954 0.92
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Figure 2: ROC curves of the four models.
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concluded that the QFOA is the one with the most accurate
prediction and most sensitive response among the four
algorithms.

4. Conclusions and Recommendations

+e main contribution of this paper lies in the use of a
relatively new Quantum Rotation Gate to optimize algo-
rithms, namely, Fruit Fly Optimization Algorithm, Particle
Swarm Optimization, Swarm Optimization Algorithm, and
Ant Colony Optimization Algorithm. +e results of the
study show that the ROC curve is obtained by iterative trend
graphs, repeated test data, and ROC curves. In this paper, we
find that the Quantum Fruit Fly Optimization Algorithm
and the optimized SVR Financial Early Warning Model are
superior to the other three algorithms in convergence speed,
optimization stability, and financial early warning stability.
In addition, it is found that the four models are very close to
each other in terms of convergence rate, model stability, and
prediction error. +erefore, the Quantum Rotation Gate is
superior in the ability to optimize the four algorithms.
+erefore, it is suggested that Fruit Fly Optimization Al-
gorithm can be used to optimize SVR to construct Financial
Early Warning Model in the future. In this paper, we use
Quantum Rotation Gate to optimize the four algorithms,
and propose other methods to optimize the four algorithms
in the future, such as chaos theory or wavelet theory.
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)e unbalanced economic development results in the difference in operating efficiency of the non-life insurance industry in
China’s provinces; based on the DEA-Malmquist indexmethod, this paper investigates the provincial differences, dynamic change
characteristics, and causes of non-life insurance productivity in 31 provinces of China from 2004 to 2017. )e results show that in
the sample period, there are significant differences between provinces and regions in China’s non-life insurance efficiency, which
generally shows the echelon spatial characteristics of “strong in the west and weak in the east”. Technological progress in the
western region promotes the rapid growth of total factor productivity, while the low efficiency of technological progress in the
eastern region restrains the improvement of total factor productivity. )e overall total factor productivity of China’s provincial
non-life insurance industry is on the rise, mainly due to the improvement of pure technical efficiency and scale efficiency, while
technological progress has an inhibiting effect on the contrary. )ese conclusions are of reference value for relevant stakeholders
in China’s provincial non-life insurance market to formulate development strategies and business strategies.

1. Introduction

With the rapid development of China’s economy, the
deepening of financial reform and opening up in recent years
has brought substantial changes to the insurance market.
)e development of the non-life insurance market is par-
ticularly rapid. From 2000 to 2019, the non-life insurance
premium grows at an annual rate of 206.37%, reaching
287.967 billion US dollars. At present, it is the second-largest
non-life insurance market in the world [1]. However, due to
China’s huge land area, the imbalance of provincial eco-
nomic development has resulted in differences in the de-
velopment of the non-life insurance market. According to
statistics, the non-life insurance depth (non-life insurance
premium/GDP) of China’s eastern, central, and western
regions in 2019 will be 1.81%, 2.40%, and 1.95%, respectively.
)en, is there any obvious regional difference in the effi-
ciency of China’s non-life insurance market? At the same
time, what are the basic characteristics and dynamic trends?
)ese problems need to be discussed in detail.

)e evaluation of insurance market efficiency has always
been a hot topic in the academic and industry. Whether it
was the efficiency of life insurance, non-life insurance, or the
whole insurance market, the vast majority of literature were
based on the investigation of insurance companies [2–14];.
Only a few researchers took an international perspective to
compare the insurance markets of different countries or
regions [15–18]. Few studies compared the efficiency of the
regional insurance market in a country, especially the non-
life insurance market, which was highly related to the de-
velopment level of the real economy. )ere were good
reasons for this. In addition to the significant imbalance of
regional economic development as a prerequisite for the
study, it was also very difficult to collect reliable data.
)erefore, this paper attempts to use the DEA-Malmquist
index method [19–23] to analyze the spatial differentiation
characteristics, dynamic trends, and determinants of the
efficiency of total factor productivity of non-life insurance
market in 31 provinces of China during 2004–2017. It
provides important support for China to solve the problem
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of high-quality and balanced development of the regional
non-life insurance market.

)is paper has two main contributions to the literature.
First, as far as we know, this is the first study focusing on the
efficiency of China’s provincial non-life insurance market.
)erefore, our paper expands the insurance literature of
efficiency comparison by comparing the total factor pro-
ductivity and segmentation efficiency of the developing non-
life insurance markets in China. Second, the provincial
comparison not only provides the regional distribution
characteristics of relative efficiency but also shows the dy-
namic trend of non-life insurance market efficiency, which
increases our understanding of the reasons for the efficiency
differences of the provincial non-life insurance market.
Evaluating the evolution of provincial-level non-life insur-
ance efficiency in China has important reference significance
for relevant stakeholders to formulate development strate-
gies and business strategies.

)e remaining part of the paper is organized as follows.
In Section 2, the existing relevant studies are summarized. In
Section 3, we introduce the principle of measuring the total
factor productivity and the DEA-Malmquist index method
and describe the selected evaluation index. Section 4 is the
result of efficiency analysis and discussion.)e conclusion is
presented in Section 5.

2. Literature Review

Since the 1990s, the research focus of efficiency evaluation of
non-life insurance market has continued till now. Cummins
and Weiss [24] analyzed the cost efficiency levels and dif-
ferences of property-liability insurance companies of dif-
ferent sizes; the results showed that the average efficiency of
the large, medium, and small insurance companies were
about 90%, 80%, and 88%, respectively, and medium and
small insurance companies had more potential to reduce
costs. Worthington and Hurley [25] calculated the pure
technical efficiency, scale efficiency, allocation efficiency, and
cost efficiency of 46 non-life insurance companies in Aus-
tralia and found that the main cause of inefficiency was
allocation inefficiency rather than technical inefficiency.
Cummins and Xie [20] investigated the productivity and
efficiency effects of mergers and acquisitions in the property-
liability insurance industry in the United States. Luhnen [8]
made a comprehensive analysis of the efficiency and pro-
ductivity of the German property-liability insurance in-
dustry. It was found that the total factor productivity growth
was moderate, the efficiency growth was low, and the market
had the potential to improve the technical efficiency by about
20 percentage points and the cost efficiency by about 50
percentage points. Chen et al. [3] discussed whether the
efficiency of American property-liability insurance compa-
nies has improved before and after the conversion. Sun et al.
[26] evaluated the comprehensive technical efficiency, pure
technical efficiency, and scale efficiency of 34 Chinese
property insurance companies. Cummins and Xie [27] ex-
amined the efficiency, productivity, and economies of scale
of the property-liability insurance industry in the United
States. Yaisawarng et al. [28] examined whether there were

economies of scale and technological changes in )ailand’s
non-life insurance market. Alhassan and Biekpe [19] con-
ducted a comprehensive analysis on the efficiency, pro-
ductivity, and returns to scale of South Africa’s non-life
insurance market; the results showed that the inefficiency of
non-life insurance companies was about 50%, while about
20% of insurance companies operate at optimal size. Ferro
and León [5] evaluated the technical efficiency of non-life
insurance companies in Argentina. Venkateswarlu and Rao
[23] measured and compared the efficiency change, tech-
nology change, and total factor productivity index of Indian
public and private non-life insurance companies.

Some scholars have also investigated the different
characteristics of the operating efficiency of non-life in-
surance markets in different countries. For example, Weiss
[18] studied the productivity of property-liability insurance
companies in the United States,West Germany, Switzerland,
France, and Japan during the period 1975–1987. Huang and
Eling [16] used the multistage DEA method to analyze the
efficiency of non-life insurance companies in BRIC coun-
tries. )ey found that Brazil, Russia, China, and India de-
clined in order and that the environment affected the
operating efficiency of non-life insurers in the BRIC
countries.

)e methods used in the existing insurance efficiency
evaluation literature are mainly divided into two categories:
one is the parametric method based on stochastic frontier
analysis [5, 18, 24, 27], and the other is nonparametric
methods based on DEA [8, 16, 25, 26]. Currently, the newly
popular DEA-Malmquist index method based on the tra-
ditional DEA method is improved [3, 19, 20, 23, 27, 29]. )e
nonparametric methods can better track the evolution of
non-life insurance market efficiency and overcome the
prominent problems that the parametric method relies too
much on the parametric hypothesis, and the traditional DEA
method is not enough to describe the dynamic
characteristics.

From the above literature, we can see that although the
existing research compares the operating efficiency of the
non-life insurance market with the non-life insurance
companies in one country or different countries, few studies
intend to consider from the perspective of the regional
market, especially for the special situation of the large re-
gional difference of non-life insurance.

3. The Measuring Total Factor Productivity of
Provincial Non-Life Insurance
Market Framework

3.1. "e Principle. We investigated the operating efficiency
of non-life insurance in China’s provinces, mainly based on
the following principle. First, an index system of input and
output is constructed as a quantitative objective standard for
evaluating the operating efficiency of the provincial non-life
insurance market. Second, with the help of the DEA-
Malmquist index method, the evaluation model of pro-
vincial non-life insurance efficiency is constructed. Finally,
the data of non-life insurance operations in 31 provinces in
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China from 2004 to 2017 were collected for empirical
analysis to estimate the total factor productivity and its
segmentation efficiency (see Figure 1 for details).

3.2. Input-Output Index. In this paper, the DEA-Malmquist
technique is used to measure and analyze the changes and
causes of the provincial non-life insurance market efficiency
in China. First, the input index and output index should be
determined. According to the operating characteristics of
China’s provincial non-life insurance market, we have de-
termined an evaluation index system, as shown in Table 1. In
terms of input index, considering the four basic elements of
non-life insurance industry operation, namely “resources,
capital, institutions, andmanpower”, we selected six indexes,
including GDP, household consumption level, permanent
resident population, total fixed assets of non-life insurance
institutions, number of non-life insurance institutions, and
non-life insurance practitioners. GDP, household con-
sumption level, and permanent resident population are the
input of external resources for the development of the
provincial non-life insurance market.)e total fixed assets of
non-life insurance institutions reflect the investment of
capital. )e number of non-life insurance institutions refers
to the total number of branches in each province, which
reflects the density of non-life insurance institutions in the
province and reflects the physical input. Non-life insurance
practitioners refer to the number of all staff of non-life
insurance of province area, including companymanagement
personnel, business personnel, and other personnel,
reflecting the input of manpower. In terms of output index,
we selected three indicators: the premium, insurance in-
demnity, and underwriting profit. )e index of premium
reflects the total output capacity of insurance. Insurance
indemnity reflects the level of insurance claims. Under-
writing profit reflects the benefits of non-life insurance
business in the province.

3.3. DEA-Malmquist Index Model. In this paper, the DEA-
Malmquist index method [21] is applied to analyze the
dynamic changes and causes of operational efficiency in
China’s provincial non-life insurance market. )ere are two
main reasons to choose the DEA-Malmquist index method.
First, it is a nonparametric method, which can avoid the
problem that stochastic frontier analysis and other methods
rely too much on parameter hypothesis. Second, the overall
efficiency can be further subdivided into different seed ef-
ficiencies to better understand the dynamic evolution of
efficiency and the main reasons.

Since it is difficult to satisfy the constant return to scale in
reality, we adopt the BCC-DEA model based on the as-
sumption that the return to scale is variable. )e expression
is as follows:

min θ − ε 
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(1)

)e above model measures the efficiency of each DMU
from the perspective of input, and the objective function
represents the comprehensive efficiency from the per-
spective of minimizing input, where xij is the i-th input of a
decision unit j, xij ≥ 0, xi is the i-th input, xi ≥ 0, yrj is the r-
th output of a decision unit j, yrj ≥ 0, yr is the r-th output,
yr ≥ 0, θ is the target programming value, K is the goal of
decision-making unit, λj is the planning decision variable,
ε is non-Archimedean infinitesimal, and si− and sr+ are
slack variables. If θ� 1, s− � 0, and s+ � 0, then the DEA of
the decision-making unit is valid; if θ< 1, DMU is DEA
invalid; and if θ� 1 and s−≠ 0 or s+ ≠ 0, DMU is weakly
efficient.

BCC-DEA model can only compare the efficiency values
of different decision-making units in the same period and
cannot measure the changes of efficiency values in different
periods. For this purpose, we also need to use the Malmquist
index [33], whose expression is as follows:
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1/2

,
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where (xt, yt) represents the input and output of the period t,
respectively; (xt+1, yt+1) represents the input and output of
the period t+ 1, respectively; Dt(xt, yt) and Dt(xt+1, yt+1),
respectively, refer to the distance function of decision unit in
t period and t+ 1 period with data in t period as reference set;
and Dt+1(xt, yt) and Dt+1(xt+1, yt+1), respectively, refer to the
distance function of decision units in the t period and t+ 1
period with the data in the t+ 1 period as the reference set.
When the Malmquist index of >1 indicates efficiency im-
provement, the Malmquist index� 1 indicates that the ef-
ficiency remains unchanged, and the Malmquist index <1
indicates reduced efficiency.

In this paper, the efficiency of total factor productivity is
replaced by Tfpch for short. Tfpch can be further decom-
posed into the technical efficiency change index (Effch) and
technical progress index (Tech) as follows:
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In addition, by introducing variable returns into the scale
distance function, the technical efficiency change index
(Effch) in equation (4) can be subdivided into pure technical

efficiency index (Pech) and scale efficiency index (Sech),
which can be expressed as follows:
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where the subscriptsV andC refer to variable returns to scale
technology and constant return to scale technology,
respectively.
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)erefore, the calculation formula of Tfpch is as follows:

Tfpch � Effch × Tech � Pech × Sech × Tech, (8)

where Tfpch represents total factor productivity, Effch rep-
resents technical efficiency index, Tech represents techno-
logical progress index, Sech represents scale efficiency index,
and Pech represents pure technical efficiency index. Effch
measures whether the input of each factor is wasted. Tech
reflects the innovation and improvement of science, tech-
nology, and activities in the business operation process to
adapt to the future market environment. Sech reflects the
influence of scale factors on total factor productivity. Pech is
the production efficiency of an enterprise affected by man-
agement and technology factors. DEA-Malmquist technology

Input

index

Output 

index

DEA-Malmquist index

31 Provincial non-life insurance 
market

Total factor 
productivity

(Tfpch)

Effch

Tech

Pech

Sech

Figure 1: )e principle of measuring total factor productivity of China provincial non-life insurance market.

Table 1: Input and output index.

Detailed indicators Reference source

Input index

GDP [16]
Household consumption level
Permanent resident population

Total fixed assets of non-life insurance institutions [10, 16]
Number of non-life insurance institutions

Non-life insurance practitioners [16, 25]

Output index
)e premium [10, 16, 30]

Insurance indemnity [5, 31, 32]
Underwriting profit
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can help obtain more dynamic and comprehensive conno-
tation information in the process of evaluating the efficiency
of China’s provincial non-life insurance market.

4. Experimental Results and Analysis

4.1. Data. In this paper, the efficiency of the non-life in-
surance industry in 31 provinces of mainland China (ex-
cluding Hong Kong, Macao, and Taiwan) during 2004–2017
was studied. )e input-output index data used in the
evaluation are from the China Insurance Statistical Year-
book and the website of the National Bureau of Statistics of
China. Since the input and output indexes in the BCC-DEA
model are required to be non-negative, this paper converts
the original data of underwriting profit into the data falling
within a positive range. It is mainly achieved by the following
function [16]:

zij � 0.1 + 0.9 ×
xij − mj

Mj − mj

, (9)

where mj � min(xij); Mj � max(xij); i � 1, 2, 3..., n; zij �

[0.1, 1].
)e basic statistics are shown in Table 2. According to

the statistics of minimum, maximum, and mean, there is an
obvious gap between the input-output indicators of 31
provinces in China during 2004–2017.

4.2. "e Evaluation Outcomes. Figures 2–6 show the basic
situation of non-life insurance Tfpch and decomposition
efficiency in provinces of China. During the sample period,
China’s non-life insurance market efficiency showed sig-
nificant differences among provinces and regions. From the
microscopic perspective of specific provinces, the charac-
teristics of non-life insurance efficiency are different. )e
Tfpch is less than 1 in 15 provinces, including Beijing, Hebei,
Shanxi, Inner Mongolia, Liaoning, Shanghai, Jiangsu,
Zhejiang, Anhui, Shandong, Guangdong, Chongqing,
Sichuan, Ningxia, and Xinjiang. However, Tfpch is greater
than 1 in 16 other provinces, which are Tianjin, Jilin,

Heilongjiang, Fujian, Jiangxi, Henan, Hubei, Hunan,
Guangxi, Hainan, Guizhou, Yunnan, Xizang, Shanxi, Gansu,
and Qinghai. In terms of motivation, the 15 provinces with
Tfpch of <1 are mainly caused by the low Tech, which in-
dicates that the innovation and improvement of science and
technology and activities in the process of enterprise op-
eration have not adapted to the future market environment.
In the 16 provinces with Tfpch of >1, it is mainly caused by
the improvement of Effch, which indicates that the input of
each factor in these provinces has less waste and a high
utilization rate. In Tianjin, Heilongjiang, Jiangxi, Henan,
Hubei, Hunan, Guangxi, Guizhou, Xizang, Gansu, Qinghai,
and other provinces, Effch and Tech play a synergistic role.

From the perspective of geographical space, the effi-
ciency of provincial non-life insurance also presents dif-
ferent characteristics. Tfpch and Tech show the spatial
echelon characteristics of “weak in the west and strong in the
east”. In terms of Effch, Hubei, Shanxi, and other provinces
in Central China are relatively high. )e Pech shows the
spatial echelon characteristic of “strong in the west and weak
in the east”, and the eastern provinces such as Shandong and
Liaoning are relatively high. )e Sech is balanced in the
whole country, and there is no obvious difference between
provinces and regions.

Furthermore, it can be seen from Table 3 that the average
non-life insurance Tfpch of eastern, western, and central
regions of China is 0.980, 1.027, and 1.013 respectively, and
the comprehensive ranking is: western region> central
region> eastern region. )e non-life insurance total factor
productivity in western China grew rapidly, mainly due to
technological progress. On the contrary, the low tech in-
hibits the improvement of Tfpch in the eastern region.

5. Discussion

)e dynamic change characteristics of the overall total factor
productivity of China’s provincial non-life insurance market
and its decomposition efficiency are shown in Figure 7. From
2004 to 2017, the average value of the Tfpch was 1.003,
showing a general upward trend, but the fluctuation was

Table 2: Input and output index basic statistics of 31 provinces during 2004–2017.

Input index Output index

GDP
(100

million
yuan)

Household
consumption
level (yuan per
person per

year)

Permanent
resident

population
(10

thousand)

Total fixed
assets of
non-life
insurance
institutions

(10
thousand
yuan)

Number of
non-life
insurance
institutions

Non-life
insurance

practitioners

)e
premium

(10
thousand
yuan)

Insurance
indemnity

(10
thousand
yuan)

Underwriting
profit (10
thousand
yuan)

Minimum 220.34 2,723 276 4,304.74 8 147 14,597 5,351 0.1
Maximum 89,879.23 53,617 11,169 2,987,307 3,263 55,423 11,766,073 5,849,341 1
Mean 15,475.1 12,738.4 4,307.4 427,003.3 933.4 11,714.6 1,553,754.5 821,156.7 0.5
Standard
deviation 14,988.9 8,724.8 2,723.6 491,075.3 739.2 10,321.8 1,737,778.4 931,706.8 0.1

Skewness 2.1 1.7 0.6 2.2 0.9 1.7 2.3 2.3 1.2
Kurtosis 5.0 3.9 0.5 6.0 0.2 3.0 6.5 6.0 4.8
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Figure 2: Tfpch.

Table 3: Average non-life insurance efficiency of the three regions in China during the sample period.

Area Tfpch Tech Effch Pech Sech
Eastern 0.980 0.977 1.004 1.003 1.002
Western 1.027 1.015 1.001 1.001 1.000
Central 1.013 1.007 1.005 1.006 1.004
Note.)e provinces in the eastern region include Beijing, Tianjin, Hebei, Liaoning, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Guangdong, and Hainan.
)e provinces in the central region include Shanxi, Jilin, Heilongjiang, Anhui, Jiangxi, Henan, Hubei, and Hunan.)e provinces in the western region include
Chongqing, Sichuan, Yunnan, Guizhou, Xizang, Ningxia, Xinjiang, Qinghai, Shanxi, Gansu, Guangxi, and Neimenggu.
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large. To be specific, the average annual increase of the Effch
was 0.4%, and the average annual decrease of the Tech was
0.1%. Among them, the Sech and Pech increased by 0.1% and
0.3% on average, respectively. )is fully shows that the
overall management and technical level of the provincial
non-life insurance market play a major role in improving the
overall efficiency, while the driving effect of technological
progress presents a negative effect. In fact, from 2004 to

2017, the development of China’s non-life insurance market
is mainly driven by costs, manpower, and management and
is still in the extensive development stage. It is worth
pointing out that during the period of 2013/2014 to 2016/
2017, technical efficiency still showed the characteristics of
the shock. But the pure technical efficiency index showed a
significant upward trend, which promoted the improvement
of the overall efficiency.
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Figure 7: Provincial efficiency during the sample period.
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6. Conclusion

Based on the empirical analysis of the differences, evolu-
tionary characteristics, and drivers of non-life insurance
market efficiency in 31 provinces of China during
2004–2017, the following conclusions are drawn: (1) from
the perspective of provincial efficiency change, total factor
productivity of half of the provinces in China has increased.
)e improvement of total factor productivity in Beijing,
Hebei, Shanxi, and other provinces is mainly due to the
improvement of technical efficiency index. )e improve-
ment of total factor productivity in Neimenggu, Jilin,
Hainan, and other provinces is mainly due to the im-
provement of technological progress. )e improvement of
total factor productivity in Tianjin, Heilongjiang, Jiangxi,
and other provinces is mainly due to the synergistic driving
effect of technological efficiency and technological progress.
(2) From the perspective of spatial distribution, total factor
productivity: western region> central region> eastern re-
gion. Total factor productivity in the western region grew
rapidly, mainly due to technological progress and im-
provement of pure technological efficiency. Technological
progress in the eastern region shows a downward trend,
which indicates that technological progress is the main
restriction factor for the improvement of total factor pro-
ductivity. (3) From the analysis of overall efficiency change,
it can be seen that China’s non-life insurance total factor
productivity is on the rise on the whole, but it is still in an
unstable stage. )e change of technical efficiency plays a
major role in the improvement of total factor productivity,
while the driving effect of technological progress is not
significant. It reflects that the scale of China’s non-life in-
surance market continues to expand, but the technical level
still needs to be improved. )ere is still much room to
improve non-life total factor productivity by improving the
technical level. In conclusion, Chinese insurance policy-
makers and non-life insurance operators should take tar-
geted measures to effectively improve operating efficiency
according to the constraints.

Data Availability

Some of the data involved commercial secrets.)erefore, the
data in this paper are only used for scientific research and
should not be shared.

Additional Points

(i) We investigated originally the provincial differences,
dynamic change characteristics, and causes of non-life in-
surance productivity in 31 provinces of China from 2004 to
2017 using the DEA-Malmquist index method. (ii) )e
results show that China’s non-life insurance efficiency has
been on the rise, and there were significant differences
between provinces and regions, and the echelon spatial
characteristics of “strong in the west and weak in the east”.
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Quadrotor UAV has a strong mobility and flexibility in flight and has been widely used in military and civil fields in recent years.
An adaptive backstepping sliding mode control (ABSMC) method is proposed to address the trajectory tracking control problem
of quadrotor UAV based on actuator fault and external disturbance. In the proposed method, the switching gain of adaptive
sliding mode control is constructed in the backstepping design process in order to suppress the chattering effect of sliding mode
control effectively by differential iteration. Firstly, the dynamic model of quadrotor UAV with actuator fault and external
disturbance is proposed, and then the controllers are designed based on the ABSMCmethod. Finally, the comparison experiments
between sliding mode control (SMC) method and ABSMC method show that the ABSMC method can not only effectively
suppress the chattering problem for the SMC method but also perform a perfect control effect.

1. Introduction

In recent years, UAVs have been widely used in military and
civilian applications, such as environmental supervision,
geological analysis, agricultural operations, search and
rescue, and mail delivery [1, 2]. In particular, due to its
simple mechanical structure and good maneuverability, the
quadrotor UAV can take off vertically, land vertically, hover,
or move in a small and disorderly area, which has been
developed rapidly [3, 4].

'e control problems of a quadrotor UAV are com-
plicated, which contain some parts: its own highly coupled
nonlinear problems, unstable and multivariable nature,
possibly nonminimum phase, underactuated, existence
parameter uncertainties and external disturbances, and the
actuator fault [5, 6]. Aiming at the external disturbance
encountered during the flight of quadrotor UAV, a double
closed-loop active disturbance rejection control scheme was
proposed and the extended state observer was used to es-
timate the external disturbance online and in real time [7].
However, if the observer was used to obtain the external
disturbance information in the high-order system, noises

can always be introduced. 'e sliding mode control method
[8] was often used to control the nonlinear system with
random noise because it was insensitive to noise and did not
need to estimate the disturbance online.

And the sliding mode control (SMC) method is widely
used in the field of UAV control because it has a strong
robustness to disturbance and unmodeled dynamics and
good control effect to nonlinear systems [9–12]; however,
the setting of its switching gain often causes severe chat-
tering on the control input signal, which often generates a
huge burden on the operation of the actuator [13–15].
Usually, setting a small gain can reduce the chattering of the
control signal, but it can weaken the robustness of the sliding
mode control method under disturbance. 'erefore, it is
necessary to make the switching gain follow the disturbance
or adjust it adaptively according to the corresponding cri-
teria so that it can select the switching gain adaptively under
different disturbances. To construct an adaptive switching
gain method, the sliding surface was used as a benchmark
[16]. 'e size of the switching gain changes following the
change of the sliding surface to ensure that there is an
appropriate switching gain corresponding to the tracking
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error when the tracking error is large or small, which can
avoid over adaptation of the gain. In addition, with the help
of the neural network model, the switching gain can be
considered as a dynamic model approximation value, and
the tracking error can be reduced. Neural network was used
to estimate unknown dynamics and disturbances [17].

As a kind of controller design method, the backstepping
method is widely used because of its brief design process.
'e designed controller can guarantee the system conver-
gence in finite time, and the convergence time can be proved.
Moreover, the combination of the backstepping method and
other methods can organically integrate the advantages of
the two methods. Accordingly, the backstepping method
and sliding mode method were combined to ensure the
system convergence [18], where the fuzzy control method
combined with the backsteppingmethod was used to control
a multi input multi output nonlinear input saturation system
[19] so that the controller can make the system converge to
the expected value in finite time within a given range. In
addition, there are a lot of research studies on controller
design [20–25].

Considering that the traditional sliding mode control
method is insensitive to the nonlinear problems such as
disturbance and failure in the flight of the quadrotor UAV
system and the setting of its switching gain can cause huge
chattering of input, an adaptive backstepping sliding mode
control (ABSMC) method is proposed in this paper, which
can estimate the upper bound of the sliding mode switching
gain in real time and modify the sliding mode controller in
combination with the backstepping method to suppress the
chattering of the sliding mode control. 'e switching gain
adaptive method proposed in this paper can update the
switching gain adaptively when the upper bound of dis-
turbance is unknown so as to ensure the robustness of
sliding mode control as well as the control tracking accuracy.
Finally, the effectiveness of the proposed method is verified
by comparing the control effect of the ABSMC method with
the SMC method.

2. Dynamics Model of Quadrotor UAV

'e motion of a quadrotor UAV in space has six degrees of
freedom, which are roll, pitch, and yaw around its center of
mass and its translational motion in three-dimensional
space with two horizontal and one vertical direction. 'e
quadrotor UAV can be regarded as an underactuated rigid
body with four inputs. Its thrust is generated by four pro-
pellers, which can be controlled by command to keep the
UAV in a certain attitude and follow the desired trajectory.
Figure 1 shows the structural diagram of the quadrotor

UAV. According to reference [20, 21], the expression of its
dynamic equation is shown in equation (1) based on the
actuator fault and external disturbance.
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Figure 1: A structure diagram of quadrotor UAV.
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ux � cos(ϕ)sin(θ)cos(ψ) + sin(ϕ)sin(ψ),

uy � cos(ϕ)sin(θ)cos(ψ) − sin(ϕ)sin(ψ),
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(2)

where U1−U4 are the control input of UAV; εU1−εU4
denote the unknown actuator fault; f1−f6 are defined as
the unknown external interference; Ix, Iy, and Iz present
the inertia matrix; b and d are the drag coefficient and lift
coefficient, respectively; m is the mass of the quadrotor
UAV; g is the gravity acceleration; l represents the length
of the quadrotor UAV from the end of each rotor to the
center of gravity; Jr is the moment of inertia of the motor
rotor; [ϕ, θ,ψ] represent the roll angle, pitch angle, and
yaw angle, respectively; [x, y, z] are the position coor-
dinates of the center of mass of the quadrotor UAV
relative to the fixed coordinate system; and
ωi(i � 1, 2, 3, 4) are the rotation speed of four propellers of
quadrotor UAV.

3. Adaptive Backstepping Sliding Mode
Control for Quadrotor UAV

3.1. Control Strategy. 'e quadrotor UAV is a nonlinear
system with strong coupling and is an underactuated
system. As an underactuated system, it has only four
control inputs, but it has to control six states. 'e control
strategy adopted in this paper is double loop control, and
the outer loop is position control, which is composed of
altitude and horizontal position.'e difference between the
real value and the expected value is calculated, and then the
altitude and level control of the ABSMCmethod are used to
design control input terms, the desired attitude angle is
obtained by inverse solution, and then the inner loop is
used for attitude control, which mainly controls the pitch,
yaw, and roll motion of UAV. 'e specific control flow is
shown in Figure 2.

3.2. Controller Design. Firstly, the design process of the
controller U1 is given based on the ABSMC method, and
then the controllers ux, uy, U2, U3, and U4 are obtained
based on the same design process.

3.2.1. -e Design of the Altitude Controller. Firstly,
the controller for quadrotor UAVs’ height based on
the adaptive backstepping sliding mode method is
designed.

In equation (1), the second-order system controlling
the height of quadrotor UAV can be equivalent as
follows:

€z �
1
m

(cos(ϕ) cos(θ))U1 − g + Δz. (3)

In equation (3), z represents the height of quadrotor
UAV and Δz � cos(ϕ)cos(θ)εU1 + f3. Let z1 � z and
z2 � _z, equation (3) can be rewritten as follows:

_z1 � z2,

_z2 �
1
m

(cos(ϕ) cos(θ))U1 − g.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

Firstly, an integral sliding surface is defined as follows:

sz1 �  ez + kz _ez( . (5)

In equation (5), kz is a positive constant and ez � z − zd,
where zd is the reference height. 'e first and second de-
rivatives of equation (5) are defined as follows:

sz2 � _sz1

� ez + kz _ez,
(6)

sz3 � _sz2

� _ez + kz€ez.
(7)

In particular, we use the sliding mode differentiator to
obtain the differential value of the state as follows:

z � v + k1|z − z|
2/3sign(z − z),

_v � k2|z − z|
1/2sign(z − z),

⎧⎨

⎩ (8)

where k1 and k2 are normal numbers, and the differentiator
can ensure that v converges to _z in finite time. In the fol-
lowing controller design process, v is used instead of _z to
construct the sliding surface and related error terms.

It can be obtained by combining equations (3), (6), and
(7):

_sz1 � sz2,

_sz2 � sz3,

_sz3 �
d
dt

_ez + kz

1
m

(cos(ϕ)cos(θ))U1 − g + Δz − €zd  .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)
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'en, according to the backstepping method, combine
equations (5)–(7), with following transformation:

σz1 � sz1, (10)

σz2 � sz2 − α1, (11)

σz3 � sz3 − α2, (12)

where α1 and α2 are the virtual controllers to be designed.
Combining equation (11) and deriving equation (10), we

can get

_σz1 � _sz1

� σz2 + α1.
(13)

A Lyapunov function is defined as V1 � 1/2σ2z1. Let the
virtual controller α1 � −ξ1σz1, and we can get the derivative
of V1 as follows:

_V1 � σz1 σz2 + α1( 

� σz1σz2 − ξ1σ
2
z1.

(14)

In equation (14), ξ1 is a positive constant. When σz2 � 0
and _V1 � −ξ1σ2z1 ≤ 0, σz1 can be asymptotically stable.

Similar to equation (13), by combining equations (11)
and (12) with derivation, we can get the following equation:

_σz2 � _sz2 − _α1
� σz3 + α2 − _α1
� σz3 + α2 + ξ1sz2.

(15)

A Lyapunov function is defined as follows:

V2 � V1 +
1
2
σ2z2. (16)

According to equation (15), the virtual controller α2 can
be defined as the following equation:

α2 � −ξ2σz2 − σz1 − ξ1sz2. (17)

In equation (17), ξ2 is a positive constant. Combined
with equation (17), we can get equation (18) through the

differential of equation (16), which is the Lyapunov function
V2 as follows:

_V2 � _V1 + σz2 _σz2

� −ξ1σ
2
z1 + σz1σz2 + σz2 σz3 − ξ2σz2 − σz1( 

� −ξ1σ
2
z1 − ξ2σ

2
z2 + σz2σz3.

(18)

Similar to equation (14), when σz3 � 0 and
_V2 � −ξ1σ2z1 − ξ2σ2z2 ≤ 0, σz1 and σz2 can be asymptotically
stable.

According to the above derivation, we define a Lyapunov
function with the following equation:

V3 � V2 +
1
2
σ2z3. (19)

'en, combining equations (9) and (19), we obtain the
following equation by deriving equation (19):

_V3 � _V2 + σz3 _σz3

� −ξ1σ
2
z1 − ξ2σ

2
z2 + σz2σz3

+ σz3
d
dt

_ez + kz

1
m

(cos(ϕ) cos(θ))U1 − g + Δz − €zd   − _α2 .

(20)

'us, the controller U1 can be designed as follows:

U1 �
m

kz(cos(ϕ) cos(θ))
u1n − u1s( . (21)

In equation (21), u1n and u1s can be given as equations
(22) and (23), respectively.

u1n � −kz(−g − €z d) − _ez + α2 −  ξ3σz3 + σz2( , (22)

u1s �  Λz + ςz( sign σz3( ( . (23)

In equations (22) and (23), ξ3 and ςz are positive con-
stant and Λz is the gain of sliding mode switching.
Substituting equation (21) into equation (20) yields the
following:

Desired
trajectory

Altitude
Controller Q

uadrotor UAV

Horizontal
Controller

Attitude
Controller

Expected
pitch

and roll
Angle

zd

Z

U1

U2,U3,U4xd,yd ϕd,θdux,uy

x,y

ψd

ϕ,θ,ψ

Figure 2: Control flow chart.
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_V3 � −ξ1σ
2
z1 − ξ2σ

2
z2 − ξ3σ

2
z3 + σz3

d
dt

−u1s + kzΔz( 

≤ − ξ1σ
2
z1 − ξ2σ

2
z2 − ξ3σ

2
z3 − Λz + ςz(  σz3


 + Γ σz3


.

(24)

In particular, it can be seen from equation (24) that if no
switching gain is set to counteract the influence of inter-
ference, equation (24) needs to be rewritten as follows:

_V3 ≤ − ξ1σ
2
z1 − ξ2σ

2
z2 − ξ3σ

2
z3 + Γ σz3




≤ − ξV3 +‖Γ‖ σz3


.
(25)

In the above equation, ξ � min(ξ1, ξ2, ξ3); under the
influence of interference term ‖Γ‖, V3 cannot converge to
zero but can only converge to the neighbourhood
V3 ≤ ‖Γ‖|σz3|/ξ. 'erefore, by setting the switching gain, i.e.,
introducing formula (23), the tracking error can be guar-
anteed to converge to zero.

In equation (24), Γ � kz(d/dt)Δz; when |Γ|≤Λz, _V3 ≤ −

ξ1σ2z1 − ξ2σ2z2 − ξ3σ2z3 ≤ − ξV3 is strictly negative, in which
ξ � min(ξ1, ξ2, ξ3). As a result, the proposed control method
can ensure that the tracking error converges to zero.

However, uncertain fault or external disturbance Δz is
usually time-varying in the actual control system, and the
upper bound of function Γ cannot be obtained accurately. If
the value of switching gain Λz is too large, it can counteract
the influence of interference Γ and ensure the robustness of
the control method, but it will cause chattering to the control
input because of the too large switching gain.

If Λz in equation (23) is a tiny fixed constant, it cannot
well counteract the effect of Δz. 'us, we construct an

adaptive switching gain function, and then equation (23) can
be updated as follows:

u1s �  Λz + ςz sign σz3(  , (26)

where Λz is the adaptive switching gain, and the adaptive law
is shown in following equation:

_Λz �
1
δz

σz3


. (27)

In equation (27), δz is a positive constant. Let
Λz � Λz − Λ∗z , where Λ

∗
z is the optimal switching gain, and

Λ∗z ≥ |Γ|; then, combined with equation (19), we define a
Lyapunov function as follows:

V4 � V3 +
1
2
δz

Λ2. (28)

'en, we can obtain the following equation through
deriving equation (28):

_V4 � _V3 + δz
Λ _Λ

� −ξ1σ
2
z1 − ξ2σ

2
z2 + σz2σz3 + δz

Λz − Λ∗z 
_Λz

+ σz3
d
dt

_e + kz

1
m

(cos(ϕ) cos(θ))U1 − g + Δz − €zd   − _α2 .

(29)

Substituting equations (20) and (21) and equation (26)
into equation (29), then equation (29) can be updated as
follows:

_V4 � −ξ1σ
2
z1 − ξ2σ

2
z2 − ξ3σ

2
z3 + σz3

d
dt

u1as + kzΔz(  + δz
Λz − Λ∗z 

_Λz

� −ξ1σ
2
z1 − ξ2σ

2
z2 − ξ3σ

2
z3 + δz

Λz − Λ∗z 
_Λz + σz3 − Λz + ςz sign σz3(  + kz

d
dt

 Δz 

≤ − ξ1σ
2
z1 − ξ2σ

2
z2 − ξ3σ

2
z3 − Λ∗z + ςz(  σz3


 + Γ σz3


,

(30)

in which Λ∗z ≥ |Γ|, so we have _V4 ≤ − ξ1σ2z1 − ξ2σ2z2−
ξ3σ2z3 ≤ − ξV3. It can be concluded that _V4 ≤ 0 is strictly
negative. 'erefore, σz1, σz2, and σz3 can converge to zero in
limited time eventually, and the system can be asymptoti-
cally stable; finally, the UAV can track the expected position
accurately.

3.2.2. -e Design of Horizontal Plane Motion Controller.
'e horizontal motion control includes two parts: x-axis and
y-axis. 'e derivation process of horizontal plane motion
controller is the same as that of altitude controller; therefore, only
the derivation of the x and y direction controller is given here.

'e controller in the x direction can be expressed as
follows:

ux �
m

kxU1
uxn − uxas( ,

uxn � kx€xd − _ex + ax2 −  ξ3σx3 + σx2( ,

uxas �  Λx + ςx sign σx3(  ,

_Λx �
1
δx

σx3


.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(31)

'e controller in the y direction can be expressed as
follows:
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uy �
m

kyU1
uyn − uyas ,

uyn � ky€yd − _ey + ay2 −  ξ3σy3 + σy2 ,

uxas �  Λy + ςy sign σy3  ,

_Λy �
1
δy

σy3



,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(32)

where in equations (31) and (32),

ex � x − xd, ey � y − yd, σx1 � sx1, σy1 � sy1,

σx2 � sx2 − αx1, σx3 � sx3 − αx2,

σy2 � sy2 − αy1, σy3 � sy3 − αy2,

αx1 � −ξ1σx1, αy1 � −ξ1σy1,

sx1 �  ex + kx _ex( , sy1 �  ey + ky _ey ,

ex � x − xd, ey � y − yd,

sx2 � _sx1, sx3 � €sx1, sy2 � _sy1, sy3 � €sy1,

kx, ky, δx, δy, ςx, ςy > 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(33)

where xd and yd are the reference values in x direction and y

direction, respectively.

3.2.3. -e Design of Attitude Controller. Likewise, the design
process of attitude controller is the same as that of altitude
controller. 'erefore, only the derivation of the controllers
of attitude ϕ, θ, and ψ is given here.

According to equation (2) and combined with equations
(31) and (32), the expected values of pitch angle and roll
angle can be obtained as follows:

ϕd � arcsin ux sin ψ − uy cos ψ ,

θd � arcsin
ux − sin ϕd sin ψ
cos ϕd cos ψ

 .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(34)

'e controller of attitude ϕ is as follows:

U2 �
Ix

kϕl
uϕn − uϕas ,

uϕn � −kϕ
_θ _ψ

Iy − Iz

Ix

+
Jr

Ix

_θωr − €ϕd  − _eϕ + aϕ2 −  ξ3σϕ3 + σϕ2 ,

uϕas �  Λϕ + ςϕ sign σϕ3  ,
_Λϕ �

1
δϕ

σϕ3


.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(35)

'e controller of attitude θ is as follows:

U3 �
Iy

kθl
uθn − uθas( ,

uθn � −kθ _ψ _ϕ
Iz − Ix

Iy

−
Jr

Iy

_ϕωr − €θd 

− _eθ + aθ2 −  ξ3σθ3 + σθ2( ,

uθas �  Λθ + ςθ sign σθ3(  ,
_Λθ �

1
δθ

σθ3


.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(36)

Table 1: Physical parameters of quadrotor UAV.

Parameters Numerical value 'e physical meaning of parameter
m 1.0 'e mass of the quadrotor UAV (kg)
g 9.8 Gravity acceleration (m/s2)
Iy 0.005 'e moment of inertias of the Y-axis (kg/m2)
Ix 0.005 'e moment of inertias of the X-axis (kg/m2)
Iz 0.01 'e moment of inertias of the Z-axis (kg/m2)
l 0.2 'e length of the quadrotor UAV from the end of each rotor to the center of gravity (m)
Jr 0.00002 'e moment of inertia of the motor rotor (kg/m2)
b 0.00003 'e drag coefficient
d 0.00000006 'e lift coefficient

Table 2: Parameters of controller.

'e parameters of controllers Numerical value
ki(i � x, y, z) 0.5
kj(j � ϕ, θ,ψ) 0.3
ξi(i � 1, 2, 3) 3
δi(i � x, y, z) 0.5
δi(i � ϕ, θ,ψ) 5
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'e controller of attitude ψ is as follows:

U4 �
Iz

kψl
uψn − uψas ,

uψn � −kψ
_ϕ _θ

Ix − Iy

Iz

− €ψd  − _eψ + aψ2 −  ξ3σψ3 + σψ2 ,

uψas �  Λψ + ςψ sign σψ3  ,
_Λψ �

1
δψ

σψ3


,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(37)

where in equations (33) to (35),
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Figure 3: UAV’s position tracking.
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eϕ � ϕ − ϕd, eθ � θ − θd, eψ � ψ − ψd,

σϕ1 � sϕ1, σθ1 � sθ1, σψ1 � sψ1,

σϕ2 � sϕ2 − αϕ1, σϕ3 � sϕ3 − αϕ2,

σθ2 � sθ2 − αθ1, σθ3 � sθ3 − αθ2,

σψ2 � sψ2 − αψ1, σψ3 � sψ3 − αψ2,

αϕ1 � −ξ1σϕ1, αθ1 � −ξ1σθ1, αψ1 � −ξ1σψ1,

sϕ1 �  eϕ + kϕ _eϕ , sθ1 �  eθ + kθ _eθ( , sψ1 �  eψ + kψ _eψ ,

eϕ � ϕ − ϕd, eθ � θ − θd, eψ � ψ − ψd,

sϕ2 � _sϕ1, sϕ3 � €sϕ1, sθ2 � _sθ1, sθ3 � €sθ1, sψ2 � _sψ1, sψ3 � €sψ1,

kϕ, kθ, kψ, δϕ, δθ, δψ, ςϕ, ςθ, ςψ > 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(38)
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Figure 4: UAV’s attitude tracking.
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4. Simulation Results

To verify the effectiveness of the proposed ABSMC method,
the SMC method and ABSMC method are used to perform
trajectory tracking control of quadrotor UAV based on

MATLAB 2019b. 'e expected trajectory of the UAV is set as
shown in equation (39). Actuator fault and external distur-
bance of the aircraft are set as shown in equation (40). 'e
relevant physical parameters of quadrotor UAV are shown in
Table 1, and the control parameters are shown in Table 2.

xd � 20 1 − cos
πt

20
  ,

yd � −14 sin
πt

10
 ,

zd � 5,

ψd � 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(39)
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Figure 5: 'e absolute error of UAV’s position tracking.
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εU1 � 0.4 sin(t)U1, εU3 � 0.2(sin(t) + cos(t))U3,

εU2 � 0.4 cos(t)U2, εU4 � 0.2(sin(t) − cos(t))U4,

f1 � −cos(2t) − 3 cos(t), f2 � −cos(2t) − 3 cos(t),

f3 � −3cos(t), f4 � cos(2t) + cos(t),

f5 � − cos(2t) − 3cos(t), f6 � cos(2t) + cos(t).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(40)

It can be seen that the sliding mode control method has a
good control effect in the case of actuator failure and external
interference, as shown in Figures 3–6; however, since its
switching gain is fixed, it still has disadvantages in the face of
interference beyond the upper bound of its gain. At this time,
the adaptive backstepping sliding mode control method with
adaptive switching gain can adaptively adjust its switching.
Compared with the SMC method, it is clear that the ABSMC

method significantly suppresses the chattering phenomenon of
sliding mode control input after the adaptive switching gain
being introduced and the backstepping method being used for
correction, as shown in Figures 7 and 8. And the chattering
caused by the SMC method is limited in a small range.
'erefore, the adaptive backstepping sliding mode control
method shows better control performance from the pose
tracking effect in Figures 3 to 6.
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Figure 8: Control input based on the SMC method.
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5. Conclusion

Aiming at the trajectory tracking control problem of
quadrotor UAV based on actuator fault and external dis-
turbance, the ABSMC method is proposed in this paper by
constructing the switching gain of adaptive sliding mode
control in the backstepping design process and using dif-
ferential iteration scheme to suppress the chattering effect of
sliding mode control, then the dynamic model of quadrotor
UAV is setup, and the control strategy and controllers are
designed based on the proposed method. In order to verify
the effectiveness of the proposed method, the sliding mode
control method and the adaptive stepping sliding mode
control method proposed in this paper are used to simulate
the actuator fault and external disturbance during the flight
of the quadrotor UAV, and the control effect of the two
methods is compared. According to the simulation results, it
is found that the adaptive backstepping sliding mode control
method proposed in this paper not only guarantees the
convergence performance of the sliding mode control
method but also effectively suppresses the chattering
problem caused by the gain of the switching reaching rate.
'erefore, the accuracy of trajectory tracking control for
quadrotor UAV during external flight disturbances and
uncertainties can be improved by the proposed method.
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(e Internet of (ings (IoT), cloud, and fog computing paradigms provide a powerful large-scale computing infrastructure for a
variety of data and computation-intensive applications. (ese cutting-edge computing infrastructures, however, are nevertheless
vulnerable to serious security and privacy risks. One of the most important countermeasures against cybersecurity threats is
intrusion detection and prevention systems, which monitor devices, networks, and systems for malicious activity and policy
violations. (e detection and prevention systems range from antivirus software to hierarchical systems that monitor the traffic of
whole backbone networks. At the moment, the primary defensive solutions are based on malware feature extraction. Most known
feature extraction algorithms use byte N-gram patterns or binary strings to represent log files or other static information. (e
information taken from program files is expressed using word embedding (GloVe) and a new feature extraction method proposed
in this article. As a result, the relevant vector space model (VSM) will incorporate more information about unknown programs.
We utilize convolutional neural network (CNN) to analyze the feature maps represented by word embedding and apply Softmax
to fit the probability of a malicious program. Eventually, we consider a program to be malicious if the probability is greater than
0.5; otherwise, it is a benign program. Experimental result shows that our approach achieves a level of accuracy higher than 98%.

1. Introduction

Cloud-fog-edge computing, especially cloud computing, is
providing a variety of services in many areas throughout the
world. (e cloud offers a variety of unique security prob-
lems, one of which is the detection of malware. Malware is a
significant threat to modern computing devices for their
illegal purposes, such as unauthorized access, stealing
confidential or personal information, implanting ads, and
disrupting normal operation. (erefore, some effective ap-
proaches and tools for detecting and deactivating malware
are required.

A widely used approach for malware detection is be-
havior-based method, which monitors the behaviors of a
program, typically the stream of system calls, to determine
whether it is malicious [1, 2]. However, behavior-based
malware detectionmethod is inferior in detecting the unseen
and continuously modified malware because of its rigid and
restrictive nature [3].

In this article, we propose a framework for malware
detection that combines behavior-based feature extraction
with deep learning. Our work makes the following major
contributions:

(1) Unified design of behavior detection and feature
extraction: we use a tool Cuckoo Sandbox to collect
the behavior information of the program (executable
file) when it executed inside a realistic but isolated
environment. (en, we construct a map of moni-
tored behavior to a vector space with a method
GloVe [4], which trains on a global word-word co-
occurrence matrix and produces a word vector space
model, to represent each word of the corpus with a
real-valued vector.

(2) Representation of the program’s behavioral char-
acteristics as a feature map (a matrix consisting of
sequential word vectors): this transformation makes
behavioral patterns reflected geometrically and
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accessible by convolutional neural network, an ex-
cellent deep learning algorithm to capture word-level
features from the feature maps and further predict
the labels of the feature maps, malware or benign.

(e rest of this article is organized as follows. Section 2
describes the related work of malware detection. Section 3
studies the problem formulation posed by our approaches.
Section 4 introduces the framework of the proposed mal-
ware detection model in detail. Section 5 presents the ex-
perimental results that are followed by the conclusions in
Section 6.

2. Related Work

Malware detection has been a critical challenge in com-
puting since the late 80s, which mainly involves two pro-
cesses, feature extraction and classification. For feature
extraction, many researches focus on using information
available in API calls to monitor the behavior of the program
that may potentially highlight anomalous and malicious
activities.

(e work by Alazab et al. [5] studied an automated
method of extracting API call features and analysed them to
understand their use for malicious purpose. Sundarkumar
et al. [6] presented a model, based on the types of API call
sequences, using text mining and topic modeling to detect
malware. Hachinyan [7] discussed proactive methods based
on API call sequences analysis and proposed a method using
a multiple sequence alignment to identify malware. Most
recently, Pektas, and Acarman [8] presented a runtime
behavior-based classification approach for Windows mal-
ware, which extracts runtime behaviors for the determi-
nation of a malicious sequence of API calls. In this article, we
extract API call sequences of program as a baseline to
compare with extracting feature from the behavioral in-
formation of program in a sandbox environment.

Term Frequency-Inverse Document Frequency
(TF-IDF) is a common weighted technique for information
retrieval and data mining. Term Frequency (TF) refers to the
number of times a given word appears in a document. Jones
[9] first puts forward a technical term, later known as Inverse
Document Frequency (IDF), which counts the documents
containing (or being indexed by) the term in question. TF-
IDF has been used for web document clustering and ranking
[10], text classification [11], analysis of similarity between
important terms in text documents [12], and image retrieval
[13]. In this article, we use TF-IDF to extract feature from the
corpus of program behavior descriptions as another baseline
compared with word embedding and use SVM to classify the
numerical characteristics compared with CNN classifying
feature maps.

3. Problem Formulation

Several malware detection researches related to Deep
Learning have been proved effective, which extract infor-
mation from log files of program, like API call sequences
during execution process, and create a so-called program

behavior language model based on this information. But
there are two problems:

(1) It is not certain that the resulting textual information
from program’s log files can describe the nature of
programs

(2) (e behavior language model established using the
GloVe model for API call sequences may lose the
syntax information in some dimension

As we all know, the quality of feature extraction has a
decisive influence on malware detection. For accuracy and
effectiveness, we want more comprehensive, expressive, and
available features of programs. On the other hand, byte data
in malware can contain multiple types of information, in-
cluding human-readable text, binary code, images, and even
some encrypted content. (erefore, we expect to design a
malware detection model that can extract sufficient infor-
mation from program and be described in a usable format.

4. Methodology

In this section, we propose a new malware detection method
with supervised learning. Figure 1 shows an overview of the
main steps in our method. (is model adopts 5-fold cross
validation to process datasets (malware program set and
benign program set).

In the training phrase above the dotted line, we first
adopt Cuckoo sandbox to extract behavior information of
the executable files, such as “Installs itself for autorun at
Windows startup,” “Installs itself for autorun at Windows
startup.” (en, we perform a preprocessing to get word
sequences, which called Information Unit. We use Glove
model to capture the rich semantic and syntactic features of
words and vectorize them. (e output of GloVe is a dic-
tionary of word embedding for each unique word. After that,
we look up in the dictionary to represent every word in the
description file as its corresponding vector, thus a feature
map of the program is generated. Finally, we obtain a trained
CNN by learning from these feature maps.

Below the dotted line, the flowchart describes the de-
tection phrase of our model. More specifically, we first input
the executable file from the test set into Cuckoo for analysis
to get the Information Unit and then look up in the dic-
tionary of word embedding to get the Information Vector
Unit; finally, we use CNNmodel mentioned above to predict
the probability that the executable file is benign or malware.
If the probability is higher than 0.5, we consider the program
as a benign program, otherwise a malicious program.

4.1. Word Embedding. (is stage first utilizes Cuckoo to
analyze the executable files that may contain some malicious
codes and obtains the program behavior information that
described the natural language. (en, the model use GloVe
proposed by Jeffrey Pennington to complete the word
embedding. Each word w is represented by a 100-dimen-
sional vector v. During this step, we leverage global statistical
information by training on the word-word co-occurrence
matrix X, where the element Xij presents the number of
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times that word wi occurs in the context of word wi. Let
Xi � kXik be the number of times that any word appears in
the context of word wi, and

Pi,j � P wj ∣ wi 

�
Xij

Xi

,

(1)

be the probability that word wj appears in the context of
word wi. For three words wi, wj, and wk, the radio Pik/Pjk

depends on the co-occurrence frequency of words (wk, wi)
and (wk, wj), and the value is contributed to distinguishing
relevant words from irrelevant words or discriminate the
two relevant words. Let vi, vj, and vk be the word vectors of
wi, wj, and wk, since the inherently linear structures of
vector space, the radio Pik/Pjk can be considered as a
function of vi, vj, and vk. (en, the radio Pik/Pjk can be
measured as follows:

F vi − vj 
T
vk  �

Xik

Xjk

. (2)

(e regression connection function of the model is
Pik � exp(vT

k vi) + ai + ak, where ai and ak can be approxi-
mated as log(Xi ) and log(Xj). (en, vT

k � log
(Pik) − log(Xi) − log(Xk) comes naturally. (en, the cost
function of Model is J � 

N
i,j�1 f(Xi,j)(vT

i vj + ai +

aj − log(Xi,j))
2, where N is the size of the vocabulary (the

dimensions of co-occurrence matrix is N∗N, and vi, vj are
the vector representations of the words wi, wj.

In addition, a weighting function f(x) is needed so
that the frequent co-occurrence word pairs will not be
overweighted. Various functions can be selected, but we
found one work well, which can be parameterized as
follows:

f(x) �

x

xmax 
α
, if x<xmax,

1, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

Here, α � 3/4, and then, the model will perform better to
represent the words as vectors containing as many semantic
and grammatical information as possible. After getting this
word embedding, we can look up in the dictionary to turn
word sequences into a two-dimensional feature map, which
can also be generated by connecting as:

G � vi ⊕ vj ⊕ · · · ⊕ vk ⊕ vl. (4)

(e resulting feature map is used as input of CNN.
Figure 2 shows two sample benign feature maps and two

sample malware feature maps by their digital gray images.
Here, the dimension of a word vector is 100, and different
text lengths lead to different image sizes.

4.2.'eCNNArchitecture. In this work, we treat the feature
images as input and perform a convolutional neural network
to classify the images. Figure 3 shows the architecture of our
CNN used in our model. In general, the basic structure of
CNN consists of two layers: feature extraction layer and
feature mapping layer. In the feature extraction layer, each
neuron’s input is connected to the local receptive field of the
previous layer, and the local characteristics are extracted.
Once the local feature is extracted, the relationship with
other characteristics is also determined; In the feature
mapping layer, each computing layer of the network consists
of multiple feature maps, which can be seen as a plane. (e
feature mapping structure in our model uses the nonlinear
activation function Relu:

exe

Data Extraction &
Preprocessing

Information
Unit lookup Feature

Map CNN

Information
Unit Sets

Information
Unit

lookup Information
Unit Vector

Trained
CNN Model

Detection
Result

Glove Word
Embeddings

Training
Phrase

Detetion
Phrase

training
set

test
set

Figure 1: Overview of the main steps.
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f(x) � max 0, x{ }. (5)

4.2.1. Features Extraction. (e main task of this stage is to
generate a feature map from the complex features within the
image. (is features extraction stage can be defined as an
alternate chain of two different layers (the convolutional
layer and the pooling layer).

(e convolutional layer applies a series of trainable and
learnable K filters (or kernels) to analyze the image. In our
CNN, we use the convolutional layer with 128 filters, select the
window size of neural network is 5 × 5, and choose the Relu as
the activation function. Each convolution layer in CNN is
followed by a calculation layer aimed at the local average and
secondary extraction. In the forward calculation, we input a
certain size of data (widthw � 1000∗ height h � 100), which
dot product with the filter w ∈ Rh×k (a vector of h × k di-
mensions) and add a bias b ∈ Rh.

(en, the pooling layer is designed to compress the data
hat produced by the previous convolutional layer and
maintain the most relevant features. (is layer swipes the
filters one by one to form a new output data. More generally,
the input is defined by the following parameters: h, w. Here,
h represents the height of the volume and w is the width.

When we consider the image processing, for each filter
k, the convolutional layer applies a convolution defined as
follows:

oi,j,k � 

hk

h�0


wk

m�0
wh,m · xi+h,j+m  + bk, (6)

where the filter k is represented by a hk × wk matrix of
weights, bk is a bias, i and j are the coordinates of the current
pixel x in the input volume.

After each convolution layer, we use the poolingmethod to
shrink the parameter space of CNN and filter noises. In this
article, we choose the Max-Pooling to obtain the most rep-
resentative local features.(emax-pooling is defined to extract
the most critical feature values of the input vectors within a
window. So the maximum value of each feature map is ob-
tained as the local optimal feature. After the final flattening, we
will get a one-dimensional vector as input for next stage.

4.2.2. Classification. (e classification stage receives the
input vector from the last layer (convolutional or pooling) of
the features extraction stage and then calculates the affinity
of the feature map with the classification classes.(is stage is

(a) (b) (c) (d)

Figure 2: Gray images of two benign feature maps and two malware feature maps.

Input :
1000⁎100

Conv : 128
⁎5⁎5

Pooling :
5⁎5
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Connection
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(0.2)

Full 
Connection

output

.....

Figure 3: (e framework of CNN.
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structured as a chain of linear layers, which implemented by
a Fully Connected Network (FCN). In our model, there are
two Fully Connected Networks and one dropout layer to
prevent overfitting.

Suppose that the linear layer is composed by J neurons,
which are responsible for aggregating the information
derived from the previous layer.(en, the output values are
expressed as a weighted linear combination of these
neurons:

oj � 
I

i�0
wi,j · xi  + bk. (7)

Here, wi,j represents the weight, xi represents the
neurons from the previous layer, and bj represents a bias.

As for the dropout layer, we found that the model works
well when the dropout rate was equal to 0.2. (e last nor-
malization operator receives the output from the last linear
layer and calculates the affinity of the feature image with the
classification classes in percentage terms using a SoftMax
operator σ: σj � exj /

K
k�1 exk for j � 1, . . . , K. Here, xj

means the output of the last linear layer. (en, SoftMax
operator enforces the output in range [0, 1]. (us, this
normalized operator output can be seen as the probability of
classification.

4.3. Network Training. Convolutional neural network is a
supervised learning algorithm. Due to our target of malware
detection, the training data should consist of sufficient ex-
amples of two classes of application program, malicious
program and benign program, so that CNN can learn to
capture the relevant features of malware program for further
classificationmore effectively. Fortunately, we have found an
efficient method of feature extraction, which collects the
global and local statistic information of executable pro-
grams. (erefore, the next critical step is to train the vec-
tored data (or feature map) using CNN.

4.4. Dataset and Parameter Settings. In this work, we col-
lected malware samples from some antimalware commu-
nities (e.g., Kafan Forum andMalShare) and obtained some
benign system programs built in Windows, benign appli-
cations from the download site of software (e.g., Greenxf
and PConline). Our dataset consists of 1992 programs
(executable files), whose size ranges from a few KB to a
dozen megabytes. Among them, there are 981 malicious
programs, which are considered as negative examples, and
1011 benign programs, which are treated as positive ex-
amples. For these programs, we choose 4/5 of dataset as the
training set and 1/5 as the testing set, to evaluate the
classification results of our model. Batchsize and epoch we
choose are 128 and 4, separately. In training process, we use
the convolutional layer with 128 filters and the pooling
layer alternately before the flatten, after that there are two
Full Connection layers and a Dropout behind them for
avoiding overfitting and improving the generalization
ability of the network.

5. Experiment

We conduct a series of experiments to evaluate the efficiency
of our approach. As mentioned before, we extract the textual
information by Cuckoo from the program files and describe
the behavior of programs in natural language, for example,
“Allocatesread-write-execute memory (usually to unpack
itself )”. It is very critical for us to map the words into the
vector space and represents each word with a 100-dimen-
sional vector, which will produce a feature map for each
program.(en, we can develop CNN to detect malware with
the feature maps obtained before as input. (at is the whole
process of our model, we will denote it as Method B in the
below. In order to compare the efficiency of our model, we
design two other groups of experiments: Method A and
Method C. Method A also extracts textual information
describing the behavior of programs by Cuckoo in natural
language but generates the feature vectors by TF-IDF as the
input of SVM for malware detection. However, Method C
extracts API call sequences of programs and uses GloVe to
get the feature map and then uses CNN to detect malware.

5.1. Performance Comparison. As our approach relies on
machine learning techniques, we also follow the model
evaluation method to assess our experimental results. In this
work, our mainly used measurement parameters are Ac-
curacy, Precision, Recall, F1, Kappa, and ROC Curve, for a
more comprehensive assessment. For binary classification
task, we can divide the sample set into four classes: true
positive (TP), false positive (FP), true negative (TN), and
false negative (FN), according to the combination of real
class and predicted class.

Accuracy is the proportion of the correct sample in the
total sample. For a sample set D, the accuracy is defined as
accuracy � TP + TN/TP + FN + TN + FP. Precision is de-
fined as P � TP/TP + FP. Recall is defined as
R � TP/TP + FN. Other performance measures take the
precision and the recall into account at the same time, such as
F1 and kappa. F1 is defined as F1 � 2∗ precision∗
recall/precision + recall.

Kappa is another method of calculating classification
accuracy to determine whether the predicted results are
consistent with actual results, which is defined as
κ � pr(a) − pr(e)/1 − pr(e), where the pr(a) is the actual
accuracy and pr(e) is the theoretical accuracy.

Receiver operating characteristic (ROC) curve is ob-
tained by selecting the specificity (false-positive rate) and
sensitivity (true-positive rate) as the horizontal axis and the
vertical axis, respectively. (e corresponding area under the
receiver operating characteristic (ROC) curve (AUC) is one
of the most popular metrics to probabilistically evaluate the
performance of classifiers.

5.2. Results. In order to validate our detection method on
malwares, we set two baselines for comparison: feature ex-
traction and classification. (e experiment performs malware
detection task in three different ways on the same dataset, and
the results are shown as Table 1. Obviously, the results
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illustrate that the malware detection method using CNN and
Word Embedding outperformed bothMethod A andMethod
C in the accuracy, recall, F1, and kappa. Especially, in the
aspect of Accuracy, Method A has achieved 98%, which is of
great significance in practical for malware detection because
the cost of misclassification is very high. As for Recall, the
value ofMethod B is 1, which is equal toMethodA .(is is the
only situation where our model performance is not over other
models because its Recall has reached the optimal value 1. In
addition, from Figure 4, we can observe that the AUC (area
under the ROC curve) of Method B is 0.990, which is superior

to 0.974 of Method A and 0.937 of Method B.(is means that
the model proposed in this article shows better classification
ability. Next, we contrast our model with other methods in
two stages: the feature extraction stage and the classification
stage, respectively.

5.2.1. Feature Extraction with Word Embedding and API
Calls Sequence. In the stage of feature extraction, Method C
uses Cuckoo to extract the API call sequence of the program
as description information for malware detection. Method C

Table 1: (e TP, TN, FP, precision, recall, accuracy, F1, and kappa of each malware detection method.

Method TP TN FP Precision Recall Accuracy (%) F1 Kappa
A (CUCKOO+TF-IDF+ SVM) 202 186 10 0.953 1 97.5 0.976 0.950
B (CUCKOO+GloVe +CNN) 203 191 4 0.981 1 98.9 0.990 0.980
C (API calls +GloVe +CNN) 193 180 15 0.928 0.951 93.8 0.939 0.87
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Figure 4: ROC curve of Method A (a), Method B (b), Method C (c).
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divides the API calls sequence information into six cate-
gories (socket, memory management, processes, and threads
etc.), which simplifies complexity of the feature extraction
but also lost some other features. In our model (Method B),
Cuckoo takes the natural language description information
of program behavior, and GloVe represents the words as
vectors remaining the global and local information. On the
other hand, theWord Embedding has an inherent advantage
in clustering so that the distribution of the similar words
roughly similar in vector space. (erefore, it is reasonable
that the accuracy of our model is higher than Method C.

5.2.2. Word Vector and TF-IDF. In the stage of classifica-
tion, Method B and Method A choose different ways to
analyze the data obtained previously. Considering that the
TF-IDF used in Method A is a type of numerical data, we
choose the SVM to complete the classification phase of
Method A. Compared with the word embedding in Method
A, TF-IDF requires a higher dimension of the space. On the
other hand, the word vectors in Method B can express the
semantic and grammatical information without removing
the stop words because they also contain some grammatical
information available for training.(erefore, using the word
vectors can extract the features of program behavior more
effectively and make the classification more accurate at the
same time. (e experimental results directly verify that the
accuracy of Method B is higher than Method A.

6. Conclusion and Future Work

In this article, we proposed a novel approach for detecting
malware using CNN via Word Embedding. Our approach
first extracts the natural language description information of
program behavior by Cuckoo Sandbox and uses GloVe to
map the natural language (word space) into the corre-
sponding vector space, which results in a dictionary of words
represented by a real-valued vectors. For each program, the
corresponding textual description information extracted by
Cuckoo can be represented as a sequence of word vectors,
called feature map. (e task of malware detection can be
equivalent to image classification, and we use the convolution
neural network as a classifier to learn the feature maps of
programs. In this way, we can make full use of the grammar
and sematic information of programs. In the evaluation stage,
we created two baselines to compare with our model, one
method adopts TF-IDF word representation in the stage of
features extraction (Method A) and uses a SVM as classifier in
the stage of classification. (e other method uses API calls
sequences to represent the behavior information of executable
program (Method C). (e experimental results illustrate that
our approach achieves a better performance than others.

Future work should focus on the defensive mechanisms
that we identified as potentially helpful to improve our
model. Also, the applicability of our detection model to
additional domains should be studied. On the other hand,
we expect to improve our means of extracting information
so that we can generate more valuable features with more
expressive ability for the behaviors of executable programs.

Data Availability

(e experimental data used to support the findings of this
study are available from the corresponding author upon
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*e sparrow search algorithm is a new type of swarm intelligence optimization algorithm with better effect, but it still has
shortcomings such as easy to fall into local optimality and large randomness. In order to solve these problems, this paper proposes
an adaptive spiral flying sparrow search algorithm (ASFSSA), which reduces the probability of getting stuck into local optimum,
has stronger optimization ability than other algorithms, and also finds the shortest and more stable path in robot path planning.
First, the tent mapping based on random variables is used to initialize the population, which makes the individual position
distributionmore uniform, enlarges the workspace, and improves the diversity of the population.*en, in the discoverer stage, the
adaptive weight strategy is integrated with Levy flight mechanism, and the fusion search method becomes extensive and flexible.
Finally, in the follower stage, a variable spiral search strategy is used to make the search scope of the algorithm more detailed and
increase the search accuracy. *e effectiveness of the improved algorithm ASFSSA is verified by 18 standard test functions. At the
same time, ASFSSA is applied to robot path planning. *e feasibility and practicability of ASFSSA are verified by comparing the
algorithms in the raster map planning routes of two models.

1. Introduction

With the continuous development of scientific research,
more and more swarm intelligence optimization algorithms
have been proposed. *e swarm intelligence optimization
algorithm basically abstracts a series of formulas based on
the life characteristics or behavior rules of organisms or
things and finds high-quality solutions in a certain solution
space based on these formulas. Scholars have proposed a
series of swarm intelligence optimization algorithms
through the behaviors of ant, cat, whale, wolf, and others.
Among them, the sparrow search algorithm (SSA) [1], which
finds optimal solutions through the sparrow foraging pro-
cess, is a novel swarm intelligence optimization algorithm
proposed by two scholars, Xue and Shen in 2020. *is al-
gorithm has fewer population roles and simple principles,
and it is easy to understand. Compared with gray wolf
optimizer (GWO) [2] and particle swarm optimization
(PSO) [3], SSA has higher accuracy, stronger convergence,
and better optimization capabilities. Moreover, SSA is now
more and more applied in practical engineering. However,

SSA also has the common shortcomings of swarm intelli-
gence algorithms, such as easy to get stuck in local and
excessive randomness during initialization.

In order to overcome these shortcomings of the swarm
intelligence optimization algorithm, scholars have studied
the algorithm and successfully applied to practical engi-
neering problems. Lei et al. [4] applied the Levi flight
strategy in SSA to avoid local convergence and improve
global optimization capabilities.*ey combine the improved
sparrow search algorithm with DV-Hop to enhance the
positioning accuracy in WSN. Xin et al. [5] used tent chaotic
sequence to initialize the population in turn, and Gaussian
mutation operator and tent chaotic disturbance balance the
global individual position. A series of strategies increase the
population diversity of the algorithm, strengthen the local
search ability of the algorithm, and improve the possibility of
jumping out of the local area. Tang et al. [6] introduced a
cubic mapping strategy to initialize the population, avoiding
the decrease of population diversity in the later iterations.
*e reverse learning strategy and elite particles are added to
effectively prevent the algorithm from falling into a local
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optimum. *e sine and cosine optimization algorithm is
incorporated into the follower position update to reduce
search blind spots and balance algorithm development and
search capabilities. Finally, a Gaussian walk strategy is used to
help the algorithm leave the stagnant state. *e good search
ability of the improved algorithm is tested through experi-
ments. Xin et al. [7] also proposed an improved algorithm,
adding the flying thoughts in the bird swarm algorithm to the
location update of the discoverer and the follower, ensuring
global convergence, increasing the diversity of the population,
and being able to jump out of the local optimum. In this
paper, the improved algorithm is also applied to the multi-
threshold image segmentation method, which solves the
original low segmentation accuracy and slow segmentation
speed. Mao et al. [8] used sin-cosine algorithm, nonlinear
dynamic learning factor, and Levy flight strategy to improve
the algorithm, speed up the convergence speed, and
strengthen the local escape ability. Song et al. [9] proposed to
introduce the skew tent map-based chaotic method to ini-
tialize the population and strengthen the individual quality of
the population. After that, the nonlinear decreasing weight
andmutation operator strategies were combined in each stage
to dynamically change the search space, increase the diversity
of the population, and improve the ability to jump out of the
local optimum. Wu and others [10] used tent chaotic map-
ping, adaptive weight control step size, Cauchy mutation, and
Gaussian mutation to improve the original algorithm in turn.
Such a series of strategies balance the global search and local
search capabilities, enhance the local development capabilities
of the algorithm, and improve the search accuracy. Finally, the
improved algorithm is applied to the mine intelligent ven-
tilation system, which proves the good optimization effect of
the improved algorithm. Zhang and Ding [11] initialized the
population by logistic mapping. In the discoverer phase and
the early warning phase, adaptive parameters are introduced
to expand the search range of the discoverer, dynamically
adjust the number of early warning individuals, and better
help the sparrow individuals find the best position. *e
mutation operator strategy is added to the global process to
increase the population diversity. *e whole improved al-
gorithm enhances the global search capability of SSA. Finally,
the improved CSSA is applied to the stochastic configuration
network. *e results show that CSSA has good performance
and improves the regression performance of SCN in solving
large-scale data problems. Zhang et al. [12] used the sine
cosine strategy to change the way the discoverer updates the
location, and improve global and local search capabilities of
the algorithm. A labor cooperation structure is added to the
discoverer stage and the early warning stage, allowing the
discoverer and the early warning individual to share their
locations to achieve cooperation, so as to converge to the
global optimal solution faster and more stably.

Although these improved strategies can better improve
the optimization ability of each algorithm, they do not
change the search mechanism of each algorithm itself. And
they only improved the search ability of the algorithm in the
neighborhood space, and the learning rate was not high,
resulting in the algorithm still having drawbacks.*is means
that when faced with high-dimensional complex problems,

these algorithms may also be stuck into the local optimal
situation. *erefore, based on the research of many scholars,
this paper proposes the adaptive spiral flying sparrow search
algorithm (ASFSSA).

In the following paper, Section 2 gives an introduction
to the overall work and motivation of the algorithm.
Section 3 introduces the sparrow search algorithm. Section
4 illustrates the improvements made by the adaptive spiral
flying sparrow search algorithm. Section 5 compares and
analyzes the improved algorithm with other intelligent
algorithms. In Section 6, the improved algorithm is applied
to path planning and compared with the other three al-
gorithms in two different grids. Section 7 summarizes this
paper.

2. Related Work and Motivation

In order to improve the search speed and convergence
accuracy of individual sparrows and reduce the possibility of
falling into the local optimum, adaptive weights and Levy
flight strategies are used in the discoverer stage. In order to
make the individual sparrow search more detailed and get a
better position, a variable spiral search strategy is introduced
in the follower stage. *e higher the quality of the solution,
the better the search ability.

To verify the convergence and optimization ability of the
proposed algorithm, six algorithms are used to compare the
optimization effects of 18 test functions. As can be seen from
the experimental results, the adaptive spiral flying sparrow
search algorithm has more significant advantages than other
algorithms. Finally, for the purpose of verifying the prac-
ticability and performance of the algorithm better, the four
algorithms are applied to the path planning of the robot. *e
results show that the path planning of the adaptive spiral
flying sparrow search algorithm is relatively stable and the
cost is the least, which reduces the constraints of the im-
mature and randomness in the path planning of the previous
algorithms.

3. Sparrow Search Algorithm

*e sparrow population is divided into two roles, namely,
the discoverer and the follower. *ey have three behaviors:
foraging, following, and reconnaissance. *e task of the
discoverer is to find food and inform the follower of the
location of the food. *erefore, the discoverer needs to
search in a large area, and the foraging range of the follower
is generally small. *is is the formula for updating the
position of the discoverer:

X
t+1
i,j �

X
t
i,j · exp

−t

α · M
 , if R2 < ST,

X
t
i,j + Q · L, if R2 ≥ ST.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

In formula (1), t andM, respectively, denote the current
number of iterations and the maximum number of iter-
ations. Xi,j represents the location of the i-th sparrow, and j
is the representative dimension. In the above formula, α
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and R2 are both a random number from 0 to 1 (not zero),
and R2 is an important parameter that controls the indi-
vidual’s flight behavior. ST (ST ∈ [0.5, 1]) is a safety
threshold and an important parameter to measure whether
the location of the discoverer is safe. L is a 1 ×D matrix
with all elements of 1. If R2 < ST, it means that the current
location is temporarily safe, there are no predators in the
surrounding environment, and the discoverer can search
for food in a large area. If R2 ≥ ST, it means that the
predator’s trace is found at the current location, and the
discoverer needs to go to other safe areas for foraging
activities at this time.

*e location update of followers is described as follows:

X
t+1
i,j �

Q · exp
X

t
worst − X

t
i,j

i
2

⎛⎝ ⎞⎠, if i>
n

2
,

X
t+1
P + X

t
i,j − X

t+1
P



 · A
+

· L, otherwise.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(2)

In formula (2), Xt+1
P refers to the optimal position

occupied by the discoverer in the t + 1-th iteration so far
(the t + 1-th iteration has not ended) and Xt

worst represents
the worst position occupied by the group in the t-th it-
eration. A is a 1 ×D matrix, and the elements in the matrix
are randomly assigned values of 1 or −1, and
A+ �AT(AAT)−1. If i > n/2, this means that the current
follower is at the edge of the entire population and has no
food. At this time, the follower needs to go elsewhere for
food. Otherwise, the follower will go after the pace of the
discoverer for food.

When being aware of the danger, the sparrow population
will make antipredatory behavior:

X
t+1
i,j �

X
t
best + β · X

t
i,j − X

t
best



, if fi ≠fg,

X
t
i,j + K ·

X
t
i,j − X

t
worst





fi − fw(  + ε
⎛⎝ ⎞⎠, if fi � fg.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(3)

In formula (3), Xt
best is the global optimal solution ob-

tained in the t-th iteration. In the above formula, β, K, and ε
are all parameters in the formula. β is a random number that
obeys the standard normal distribution, and it is used to
control the step size. K is an arbitrary random number from
-1 to 1, it represents the direction in which the individual
sparrow moves, and it is also a step control parameter. ε is a
relatively small constant, and its function is to prevent the
denominator from being zero. fi represents the fitness value
of the i-th individual, and fg and fw are the best fitness
value and the worst fitness value of the current iteration
number, respectively.

If fi>fg, then this indicates that the individual is at the
edge of the population and is easily preyed by natural en-
emies. If fi � fg, then this means that the individual is located
in the center of the population. At this time, the sparrow
needs to be close to other individuals to reduce the prob-
ability of being captured.

4. Adaptive Spiral Flying Sparrow
Search Algorithm

4.1. Tent Chaotic Mapping Based on Random Variables.
Because SSA has the shortcoming of large randomness, it is
decided to introduce orderly and uniform tent mapping to
improve it. Many scholars have applied tent mapping to
solve the optimization problem [13]. However, tent mapping
is not very stable. In [7], in order to reduce this influence,
tent mapping based on random variables was adopted,
which has a good effect. *erefore, in this paper, the tent
mapping strategy based on random variables is introduced
to improve the initialization of SSA, so that the initialization
of the population is more orderly, and the controllability of
the algorithm is enhanced. Its specific formula is as follows:

zi+1 �

2zi + rand(0, 1) ×
1
N

, 0≤ z≤
1
2
,

2 1 − zi(  + rand(0, 1) ×
1
N

,
1
2
≤ z≤ 1.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(4)

*e expression after the Bernoulli transformation is

zi+1 � 2zi( mod1 + rand(0, 1) ×
1
N

. (5)

In formula (5),N is the number of particles in the chaotic
sequence.

According to the characteristics of the tent mapping, the
sequence flow for generating chaos in the feasible domain is
as follows:

(1) Randomly generate the initial value z0 in (0, 1), and
let i� 1.

(2) Perform iteration by using that formula (5) to
generate a z sequence, and i is increased by 1.

(3) Stop if the number of iterations reaches the maxi-
mum, and store the generated z sequence.

4.2. Adaptive Weighting. Weight strategies are common in
particle swarm optimization algorithms [14]. Generally, the
particle swarm algorithm reduces to some extent the trap-
ping into local optimum by adaptively changing between the
set maximum and minimum values. Inspired by this, this
paper adds an inertia weight w which varies with the number
of iterations in the discoverer stage of sparrow optimization.
In the initial stage of the algorithm, it weakens the influence
of random initialization and balances the Levy flight
mechanism below, so as to enhance the local search and
global search of the algorithm.

*e discoverer guides other individuals in the pop-
ulation to search for food, so the introduction of adaptive
weights improves the quality of individual locations, en-
abling other individuals to converge faster to optimal
locations, and overall accelerates the convergence rate.
Based on the characteristics of sparrows, the formula for
adaptive weights is as follows:
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w(t) � 0.2 cos
π
2

· 1 −
t

itermax
  . (6)

*emeaning of formula (6) is that w has the property of
nonlinear change between [0, 1]. According to the char-
acteristics of cos function, the weight value is smaller at the
beginning of the algorithm, but the optimization speed is
faster and the later weight value is larger, but the change
speed is slower, so the convergence property of the algorithm
is balanced. *e improved discoverer location is updated as
follows:

X
t+1
i,j �

w(t) · X
t
i,j · exp

−i

α · itermax
 , if R2 < ST,

w(t) · X
t
i,j + Q · L, if R2 ≥ ST.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(7)

By introducing adaptive weights to dynamically adjust
the position changes of sparrows, different guidance modes
for the discoverer at different times make the algorithm
search flexible. As the number of iterations increases, the
individual sparrows converge toward the optimal position,
and a larger weight makes the individual move faster, thus
increased the convergence speed of the algorithm.

4.3. Levy Flight Mechanism. In SSA, there are few roles in
the population, and the same role update position formula
is the same, which will result in multiple individuals in the
same optimal position. Too high solution repetition rate
will reduce the efficiency of the algorithm, which is not
conducive to the optimization of the algorithm. *e dis-
coverer has a wide search range and globality, and the
adaptive weighting strategy is introduced to effectively
improve the convergence effect. However, when facing the
high-dimensional complex problems, there is still a
probability of falling into local optimum. *erefore, the
Levy flight strategy is introduced to improve the ran-
domness of the algorithm solution, thereby enriching the
diversity of population positions. *is can also effectively
improve the operating efficiency of the algorithm.

Levy flight obeys the Levy distribution. Principle [15]
and the Levy distribution is shown in Figure 1. It uses a
random long- and short-distance mechanism to cover a
large area. After adding the Levy flight mechanism, the
performance of the proposed algorithm can be improved.

*e location update format [16] for joining Levy flight
strategy is as follows:

xi
′(t) � xi(t) + l ⊕ levy(λ). (8)

In formula (8), xi(t) represents the position of the i-th
individual in the t-th iteration, ⊕ is an arithmetic symbol
representing point-to-point multiplication. l denotes a step
length control parameter, which is obtained by this for-
mula: l � 0.01(xi(t) − xp). levy(λ) is a path that obeys the
Levy distribution, which represents the introduced Levy
flight strategy and satisfies the following:
levy～u � t− λ, 1< λ≤ 3.

Because Levy distribution is very complex, Mantegna
algorithm is usually used to simulate it [17, 18]. *e formula
for calculating the step size is as follows:

s �
μ

|v|
1/c,

μ ∼ N 0, σ2μ ,

v ∼ N 0, σ2v ,

σμ �
Γ(1 + c)sin(πc/2)

c · Γ[(c + 1)/2] · 2(c+1)/2 

1/c

.

(9)

Among them, σv � 1, and c is generally 1.5.
*e introduction of the Levy flight strategy makes the

sparrows more flexible at this stage and can also lead other
individuals to find a better location, free from the constraints
of local extremes. *erefore, the combination of Levy flight
mechanism and adaptive weights balances the search
method, and the quality of each solution obtained is im-
proved to a certain extent, which greatly improves the search
ability of the algorithm.

4.4. Variable Spiral Search Strategy. Followers update dy-
namically with the location of the discoverer, which leads to
blindness and singularity in the way they search. Inspired by
the rotation operation of the whale algorithm [19, 20], a
variable spiral location update strategy is introduced tomake
follower location updates more flexible, develop a variety of
search paths for location updates, and balance the global and
local search of the algorithm. *e spiral search diagram is
shown in Figure 2.

In the follower location update process, the helix pa-
rameter z cannot be a fixed shape, which results in mo-
notonous search methods and the possibility of falling into
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Figure 1: Levy flight diagram.
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local optimum, thus weakens the search ability of the al-
gorithm.*e parameter z is designed as an adaptive variable
to dynamically adjust the spiral shape of the follower search,
which broadens the ability of the follower to explore the
unknown region, improves both the search efficiency and
the global search performance of the algorithm.*e formula
for the variable spiral position update strategy is as follows:

X
t+1
i,j �

e
zl

· cos(2πl) · Q · exp
X

t
worst − X

t
i,j

i
2

⎛⎝ ⎞⎠, if i>
n

2
,

X
t+1
P + X

t
i,j − X

t+1
P



 · A
+

· L · e
zl

· cos(2πl), otherwise,

z � e
k·cos π· 1− i/imax( )( )( ).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

*e parameter z varies according to the number of it-
erations and is composed of an exponential function based
on e. *e size and amplitude of the helix are dynamically
adjusted according to the properties of cos function. k is the
coefficient of change. According to the optimization char-
acteristics of each function, in order to make the algorithm
have a suitable search range, k� 5. L is a uniformly dis-
tributed random number of [−1, 1]. With the range of
follower position updating is from large to small, more
quality solutions are found in the early stage, and late op-
timization reduces the increase of idle work, which improves
the global optimal search performance of the algorithm. At
the same time, according to the spiral characteristics, the
optimization accuracy of the algorithm is improved to a
certain extent.

4.5. Process for Improving Sparrow Search Algorithm. *e
sparrow search algorithm has better optimization perfor-
mance than other algorithms, but it still depends on the
initial population so that it is easy to fall into a local optimal
state. In order to improve these shortcomings, this paper

proposes an adaptive spiral flying sparrow search algorithm.
Initially, the population was initialized by tent chaotic
mapping based on random variables to provide adequate
preparation for the discoverer’s optimization.*en, adaptive
weights and Levy flight strategies were introduced to make
the discoverer’s position update method more extensive and
flexible, and then a variable spiral was proposed.*e strategy
makes the follower’s search more detailed, avoids premature
phenomenon, and speeds up the optimization speed of the
algorithm.

*e specific implementation steps of ASFSSA are as
follows:

Step 1: initialize the sparrow population parameters, for
example, the total population pop, the total number of
discoverers pNum, the total number of iterations iter,
and the solution accuracy ε.
Step 2: use tent mapping to initialize the position of
population individuals, and generate pop sparrow
individuals.
Step 3: use the correlation function to calculate the
fitness value fi of each population individual, and find
themaximum fitness valuefg and theminimum fitness
value fw.
Step 4: sort the population according to the fitness
value.
Step 5: select the individuals with the top pNum fitness
as the discoverer, and the rest are followers, and use
formulas (7) and (8) after adding the strategy to update
the position of the discoverer.
Step 6: use formula (10) to update the positions of pop-
pNum followers.
Step 7: use formula (3) to update the position of the
sparrow that is aware of the danger.
Step 8: after one iteration is completed, recalculate the
fitness value fi of each individual, and update the
maximum fitness value fg, the minimum fitness value
fw, and the corresponding position.
Step 9: judge whether the algorithm has reached the
maximum number of iterations or the accuracy of the
solution. If it has reached, the optimization result will
be output; otherwise, it will return to Step 4.

*e specific flowchart is shown in Figure 3.

5. Algorithm Performance Test

To test the optimization capability of the improved algo-
rithm, 18 standard test functions are selected to verify the
performance.*e test functions are listed in Table 1.*e first
10 are unimodal functions, the middle 4 are complex
multimodal functions, and the last 4 are fixed-dimension
function. In order to increase the experimental convincing, it
is necessary to compare the particle swarm algorithm (PSO),
gray wolf algorithm (GWO), beetle swarm optimization
(BSO), SSA, CSSA, and the proposed algorithm optimization
effect. Among them, CSSA is an improved sparrow search
algorithm in the literature [5], and BSO [21] is a new

Figure 2: Schematic diagram of spiral search.
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algorithm which combines beetle antennae search algorithm
(BAS) [22] and PSO, and the research on this algorithm is
very popular. *e complexity and parameters of all algo-
rithms are shown in Table 2.

*e population number of all algorithms is 100; the
number of iterations is 200. In PSO, c1� c2� 2,w � 0.728.*e
BSO parameter settings are as follows: eta� 0.95, c� 2, k� 0.4,
step0� 0.9, and step1� 0.2. *e upper and lower limits of all
algorithms are given in the test function table. *e experi-
mental environment is MATLAB 2018b, the Windows 10
operating system, and the running memory is 8G. In order to
enhance the experimental persuasion, exclude the influence of
accidental events, and count the minimum (min) value, av-
erage (aver) value, and standard (std) deviation of each al-
gorithm, which reflect the optimization ability and stability of
each algorithm. *e comparison table of optimization effect
of each algorithm is shown in Table 3, and the convergence of
each algorithm function is shown in Figure 4.

From Table 3, we can see that the ASFSSA has the best
performance in function optimization, especially in F1–F4,
F7–F9, F16, and F18, which can find the optimal value each time.
*e results of CSSA come later, and PSO and GWO are the
worst, especially when the boundary is complex. *e BSO has
good optimization characteristics in the F10, F11, and F17
functions, but the effect in other algorithms has great short-
comings, and the effect is the worst. It can be seen that BSO has
the limitation of the optimization ability. Among these three
functions, the optimization effect of ASFSSA is second only to
it. Generally speaking, ASFSSA has a good convergence speed
and accuracy on unimodal functions, and it has a strong ability
to resist local extremes on multimodal functions. *erefore,
the introduction of multiple strategies significantly improves
the stability and searching ability of the algorithm.

From Figure 4, we can see that ASFSSA has a significant
improvement in convergence speed and accuracy. Especially,
the ASFSSA has very fast convergence speed and very high
convergence precision in the functions of F1–F5, F7–F10, F15-F16
and has obvious ability of resisting local attraction in the
functions of F5, F10, and F15. ASFSSA has good convergence
effect in F6, F13, F14, and F17 functions, but there a few dif-
ferences with other algorithms. BSO has better performance in
the three functions of F11-F12 and F18, and ASFSSA has the
second best performance, but BSO has worse performance in
the other functions, and some functions have worse perfor-
mance than PSO.*e convergence effect of other algorithms is
insufficient. *us, it can be seen that the introduction of
multistrategy makes the algorithm get rid of the insufficient
search mode in the optimization process, open up a more
flexible and detailed search, and improve the convergence
ability of the algorithm.

5.1. Wilcoxon Rank Sum Test. It is not comprehensive to
simply calculate the indexes of the running results of each
algorithm. In order to highlight the superiority of the
ASFSSA algorithm, it is necessary to carry out the statistical
test. In order to reflect the fairness, the Wilcoxon rank sum
test [20] is used to verify whether the results of each run of
ASFSSA are significantly different from those of other al-
gorithms at the P � 5% significance level. If P< 5%, it can be
considered that there is a significant difference between the
two algorithms; if P> 5%, it means that the difference be-
tween the two algorithms is not obvious; that is, the

YES 

NO 

Start 

Initialize the population by formula 
(5), and determine the population 
number and number of iterations. 

End 

Has the maximum number
of iterations or solution accuracy

been reached? 

Calculate the fitness value of each 
individual and find the maximum 

and minimum values. 

Using formula (7) and formula (8) 
updating the discoverer’s location. 

Using formula (10) updating the 
follower’s location. 

Update the location of individuals 
who are aware of the danger through

formula (3). 

Sort individuals by fitness value.

Calculate the fitness value, and 
update the best and worst fitness 

values and their positions. 

Output best position and minimum 
fitness.

Figure 3: Algorithm flowchart.
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Table 3: Table of optimization results of each algorithm.

Function Algorithm Best Aver Std

F1(x)

ASFSSA 0 0 0
BSO 8.15851 26.3851 14.9876
CSSA 0 0 0
SSA 0 5.192E− 251 0
GWO 1.4406E− 103 1.56961E− 97 5.36616E− 97
PSO 3.8599E− 12 3.0697E− 11 2.7076E− 11

F2(x)

ASFSSA 0 0 0
BSO 0.212219 1.8836 2.13278
CSSA 0 3.8973E− 160 2.1346E− 159
SSA 0 2.2022E− 144 8.4437E− 144
GWO 1.6295E− 25 2.9050E− 23 4.4358E− 23
PSO 8.9056E− 08 2.5055E− 07 1.4584E− 07

F3(X)

ASFSSA 0 0 0
BSO 0.0004945 15.1459 34.9405
CSSA 0 4.2858E− 192 0
SSA 0 7.7137E− 210 0
GWO 2.2250E− 04 0.029431 0.070791
PSO 22.2592 49.9596 18.1286

F4(X)

ASFSSA 0 0 0
BSO 0.01503 0.015026 1.40522
CSSA 0 4.1077E− 141 2.2499E− 140
SSA 4.0636E− 14 1.9036E− 07 2.9266E− 07
GWO 2.4178E− 06 6.4757E− 06 2.1850E− 06
PSO 8.1218E− 14 6.9044E− 13 7.0838E− 13

F5(X)

ASFSSA 2.5510E− 09 9.6950E− 06 3.977E− 05
BSO 553.7041 2543.2161 1657.5282
CSSA 1.3357E− 08 2.6062E− 04 0.0015114
SSA 4.7653E− 09 0.00028325 0.00049636
GWO 45.8565 47.3855 0.89355
PSO 89.4507 234.8606 104.6002

F6(X)

ASFSSA 1.2670E− 17 2.5726E− 15 4.5874E− 15
BSO 1.4135E− 19 2.7997E− 10 1.4985E− 09
CSSA 1.2204E− 17 8.1489E− 15 1.1839E− 14
SSA 4.0636E− 14 1.0936E− 07 2.9266E− 07
GWO 2.4178E− 06 6.4757E− 06 2.185E− 06
PSO 8.1218E− 14 6.9044E− 13 7.0838E− 13

F7(X)

ASFSSA 0 0 0
BSO 10.9679 76.8897 44.1926
CSSA 0 2.6949E− 153 1.476E− 152
SSA 0 6.9176E− 139 3.7889E− 138
GWO 1.1787E− 06 2.2057E− 05 2.7228E− 05
PSO 30.8725 58.7189 18.8337

F8(X)

ASFSSA 0 0 0
BSO 1.4696 9.2489 5.9505
CSSA 0 1.7622E− 279 0
SSA 0 2.3385E− 270 0
GWO 6.7719E− 06 5.7427E− 05 5.9614E− 05
PSO 0.017546 0.18078 0.14242

Table 2: *e complexity and parameters of each algorithm.

Algorithm Time complexity Space complexity Iteration and population Parameter setting
ASFSSA

O (P×M×D) O (N×D) Iteration� 200, population� 100

ε� 1e− 50
BSO eta� 0.95, c� 2, k� 0.4, step0� 0.9, step1� 0.2
CSSA ε� 1e− 50
SSA ε� 1e− 50
GWO —
PSO c1� c2� 2, w � 0.728
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Table 3: Continued.

Function Algorithm Best Aver Std

F9(X)

ASFSSA 0 0 0
BSO 7.8221E− 46 2.0384E− 39 3.2288E− 39
CSSA 0 6.07E− 95 3.3246E− 94
SSA 0 8.7599E− 97 4.798E− 96
GWO 0 9.7069E− 251 0
PSO 1.6341E− 29 6.6714E− 24 1.2043E− 23

F10(X)

ASFSSA 1.0044E− 05 9.5155E− 05 8.3380E− 05
BSO 0.0038813 0.009674457 0.004701
CSSA 9.9226E− 06 0.00026062 0.00016246
SSA 5.318E− 05 0.00029582 0.00025735
GWO 0.00040374 0.0020252 0.89355
PSO 0.010201 0.030015 0.00096086

F11(X)

ASFSSA −12569.3148 −11107.0762 796.9218
BSO −12569.4418 −11820.3055 973.8153
CSSA −9859.7543 −8700.9989 615.6127
SSA −9374.4498 −8208.1416 501.1037
GWO −9055.703 −6452.354 1033.4608
PSO −8405.1316 −6176.2342 793.1086

F12(X)

ASFSSA 0.490047 1270.9199 964.1809
BSO 0.03331 848.2818 1061.7445
CSSA 2529.3974 3661.9962 725.5963
SSA 3471.670439 4292.617883 529.1990723
GWO 4866.1835 6134.3633 604.5177
PSO 5205.7803 7638.9387 1024.9673

F13(X)

ASFSSA 7.2046E− 11 3.1056E− 07 6.4439E− 07
BSO 3.5095 8.4787E+ 54 3.4748E+ 55
CSSA 3.6686E− 11 1.6611E− 05 6.0978E− 05
SSA 1.1633E− 09 6.0348E− 07 1.8076E− 06
GWO 1.0500E+ 54 1.4300E+ 57 5.7000E+ 57
PSO 1.5273E+ 60 1.9700E+ 60 2.1400E+ 59

F14(X)

ASFSSA 0 4.9628E− 05 2.5146E− 04
BSO 1.3048E− 23 4.77072E− 21 6.0171E− 21
CSSA 6.2203E− 08 0.0012751 0.0037596
SSA 2.9797E− 08 0.00034106 0.00062708
GWO 1.0500E+ 54 1.4300E+ 57 5.6800E+ 57
PSO 2.0728E+ 87 3.3100E+ 87 5.6800E+ 86

F15(X)

ASFSSA 1.3498E− 31 1.3498E− 31 0
BSO 1.3498E− 31 1.3498E− 31 0
CSSA 1.4730E− 31 2.3043E− 29 3.9261E− 29
SSA 1.3498E− 31 3.9049E− 29 5.2232E− 29
GWO 1.0606E− 08 8.9305E− 07 7.8567E− 07
PSO 1.30489E− 23 4.7707E− 21 6.0171E− 21

F16(X)

ASFSSA 0 0 0
BSO 1.2475E− 42 1.8013E− 41 1.9512E− 41
CSSA 0 4.9534E− 285 0
SSA 0 3.7547E− 237 0
GWO 2.6095E− 166 2.1062E− 131 1.0027E− 130
PSO 4.0625E− 25 6.4627E− 22 1.8985E− 21

F17(X)

ASFSSA 2.9038E− 25 2.3672E− 19 7.0572E− 19
BSO 0 0.2540 0.3592
CSSA 4.3789E− 21 3.2277E− 16 1.5937E− 15
SSA 2.7959E− 21 1.2661E− 16 2.7684E− 16
GWO 1.2267E− 08 4.0761E− 07 4.2024E− 07
PSO 1.1013E− 22 8.1661E− 20 1.7949E− 19

F18(X)

ASFSSA 0.998 0.998 0
BSO 0.998 1.0311 0.17843
CSSA 0.998 2.1068 2.9273
SSA 0.998 2.5594 3.6421
GWO 0.998 2.8013 2.8092
PSO 0.998 1.1968 0.3976
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Figure 4: Continued.
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(a) (b)

(c) (d)

Figure 5: 10 ∗ 10 shortest path planning diagram. (a) ASFSSA. (b) CSSA. (c) SSA. (d) PSO.

Table 4: Wilcoxon rank sum test P value.

Function BSO CSSA SSA PSO GWO
F1(X) 1.2118e− 12 N/A N/A 1.2118e− 12 1.2118e− 12
F2(X) 1.2118e− 12 8.8658e− 07 5.3750e− 06 1.2118e− 12 1.2118e− 12
F3(X) 1.2118e− 12 0.0216 N/A 1.2118e− 12 1.2118e− 12
F4(X) 1.2118e− 12 6.6096e− 05 6.6096e− 05 1.2118e− 12 1.2118e− 12
F5(X) 3.0199e− 11 0.0184 N/A 3.0199e− 11 3.0199e− 11
F6(X) 0.0010 1.0937e− 10 1.6132e− 10 3.0199e− 11 3.0199e− 11
F7(X) 1.2118e− 12 0.0056 1.4552e− 04 1.2118e− 12 1.2118e− 12
F8(X) 1.2118e− 12 0.0419 0.0419 1.2118e− 12 1.2118e− 12
F9(X) 1.2118e− 12 8.8658e− 07 3.4526e− 07 1.2118e− 12 1.6572e− 11
F10(X) 3.0199e− 11 0.0378 0.0242 3.0199e− 11 3.1589e− 10
F11(X) 1.1023e− 08 0.0025 5.5999e− 07 4.5043e− 11 1.2057e− 10
F12(X) 4.8011e− 07 0.0020 4.5726e− 09 3.0199e− 11 3.0199e− 11
F13(X) 3.0199e− 11 N/A N/A 3.0199e− 11 3.0199e− 11
F14(X) 3.0199e− 11 N/A N/A 3.0199e− 11 3.0199e− 11
F15(X) N/A 1.1970e− 12 1.6572e− 11 1.2118e− 12 1.2118e− 12
F16(X) 1.2118e− 12 N/A N/A 1.2118e− 12 1.2118e− 12
F17(X) N/A 2.9468e− 11 2.9468e− 11 2.9468e− 11 2.9468e− 11
F18(X) 4.4787e− 06 0.0071 0.0236 0.0200 1.4930e− 11

Scientific Programming 13



optimization performance of the two algorithms is equiv-
alent. Table 4 shows the results for ASFSSA and PSO, GWO,
BSO, SSA, and CSSA are at a significance level of P � 5%,
where N/A indicates that the performance between the two
is similar and not comparable.

As can be seen from Table 3, each algorithm is sig-
nificantly different from the ASFSSA algorithm, with only a
few cases of comparable performance. It can be seen that
the introduction of multiple strategies improves the dis-
advantages of the original algorithm and enhances the
optimization ability of the algorithm.

6. Robot Path Planning Based on ASFSSA

To verify the feasibility and practicability of the improved
algorithm, this paper takes a classic case of robot route
planning to explore it. Each individual sparrow is a viable
path in routing. Assuming there are N possible paths,

dimension D is determined by the number of connections
from the starting point to the destination point. Using the
raster method to model the environment, the raster method
is to use 1 ∗ 1 raster to construct the equivalent working
environment, and use the raster value to equivalent the
obstacles in the location [23, 24]. *is effectively equates the
working environment of the robot to a plane, similar to the
lattice effect, and then determines the feasible and obstacle
zones based on the raster values.

*e raster number defines 0 as the feasible domain and 1
as the obstacle zone, so the robot can plan its path on the
raster with a value of 0. Dimension D is the number of
columns in the raster map and the cost function of the path
length of the i-th sparrow individual, as shown in the fol-
lowing equation:

f xi(  � 
D−1

j�1

����������������������

xj+1 − xj 
2

+ yj+1 − yj 
2



. (11)

(a) (b)

(c) (d)

Figure 6: 15 ∗ 15 shortest path planning diagram. (a) ASFSSA. (b) CSSA. (c) SSA. (d) PSO.
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In equation (11), j is the j-th dimension of a sparrow
individual.

6.1. Experimental Environment Settings. To better verify the
practicability and feasibility of the improved algorithm, the
improved algorithm is used to route the raster maps of the
two models. Compared with CSSA, SSA, and PSO, the
number of population is 20 and the number of iterations is
100. Other environmental parameters are consistent with the
above.

6.2. Simulation Results and Analysis. *e optimal route of
each algorithm in the two model graphs is shown in Fig-
ures 5 and 6. In order to eliminate the influence of chance,
each algorithm is tested for 10 times, and the shortest,
average, and worst route of each algorithm are counted.
*ree indicators are used to measure the stability and fea-
sibility of each algorithm in this experiment. *e optimi-
zation statistical table of each algorithm is shown in Table 5,
and the average route convergence chart is shown in
Figure 7.

As shown in Figures 5 and 6, the ASFSSA route is the
simplest and clearest, followed by CSSA, while PSO and SSA
are obviously trapped in local optimum. From Table 5, we
can see that ASFSSA has the best searching ability and
stability in both of raster graphs, and CSSA has better

stability. However, from Figure 7, we can see that the
convergence of SSA and PSO is insufficient, and the opti-
mization results of SSA and PSO are extremely unstable and
poor. *erefore, in the two model diagrams, the introduc-
tion of multiple strategies makes the algorithm flexible in the
search, greatly improves the search ability of the algorithm,
and plans a route with the least cost.

7. Conclusion

*e sparrow search algorithm has better performance than
other algorithms in optimization, but it is still easy to get
stuck in local and rely on population initialization. *is
paper analyzes these defects and proposes an adaptive spiral
flying sparrow search algorithm. Firstly, tent mapping based
on random variables is used to initialize the population,
which makes the distribution of sparrow individuals uni-
form and helps the individuals to work better. Secondly, the
adaptive weights strategy and Levy flight mechanism are
used in the discoverer stage, which makes the discoverer
flexible and adaptable in the optimization process and re-
duces the traditional regular strategy. Finally, the variable
spiral search strategy is used in the follower stage, which
makes the follower search method more detailed and in-
depth, and improves the convergence accuracy of the al-
gorithm. *e effectiveness of the improved algorithm is
verified by 18 test functions and the comparison of other
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Figure 7: *e average route convergence graph of each algorithm. (a) 10 ∗ 10. (b) 15 ∗ 15.

Table 5: Statistics table of optimization route by algorithms.

Map size Performance index ASFSSA CSSA SSA PSO

10 ∗ 10
Shortest 12.7279 12.7279 15.5564 15.5564
Average 13.8593 14.4250 20.6475 21.2132
Worse 15.5564 20.6475 21.2132 41.0122

20 ∗ 20
Shortest 19.7990 22.6274 22.6274 25.4559
Average 20.9304 23.7588 24.3244 26.0215
Worst 22.6274 25.4559 31.1127 31.1127
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algorithms. Compared with other algorithms, ASFSSA has
significant optimization capabilities. At the same time, the
feasibility and practicability of the improved algorithm are
verified by the robot path planning study. *e path planned
by the improved algorithm is clear, and the cost function is
the smallest. It can be seen that the introduction of multiple
strategies has effectively improved the optimization ability of
the basic sparrow search algorithm. However, in some
functions, the optimization effect of ASFSSA is second only
to the BSO algorithm. In the future research phase, how to
improve these optimization effect is the research focus, and
it needs to be upgraded to more complex applications.
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[17] H. Haklı and H. Uğuz, “A novel particle swarm optimization
algorithm with Levy flight,” Applied Soft Computing, vol. 23,
pp. 333–345, 2014.

[18] A. A. Heidari and P. Pahlavani, “An efficient modified grey
wolf optimizer with Lévy flight for optimization tasks,” Ap-
plied Soft Computing, vol. 60, pp. 115–134, 2017.

[19] S. Mirjalili and A. Lewis, “*e whale optimization algorithm,”
Advances in Engineering Software, vol. 95, pp. 51–67, 2016.

[20] X. Tao, W. Guo, Q. Li, C. Ren, and R. Liu, “Multiple scale self-
adaptive cooperation mutation strategy-based particle swarm
optimization,” Applied Soft Computing, vol. 89, Article ID
106124, 2020.

[21] T. Wang and L. Yang, “Beetle swarm optimization algorithm:
theory and application,” 2018, https://arxiv.org/abs/1808.
00206.

[22] X. Jiang and S. Li, “BAS: Beetle Antennae Search Algorithm
for Optimization Problems,” https://arxiv.org/abs/1710.
10724.

[23] F. Xu, H. Li, C. M. Pun, and H. Hu, Y. Li, Y. Song, H. Gao, A
new global best guided artificial bee colony algorithm with
application in robot path planning,” Applied Soft Computing,
vol. 88, Article ID 106037, 2020.

[24] J. Li, “Robot path planning based on improved sparrow al-
gorithm,” Journal of Physics: Conference Series, vol. 1861, no. 1,
Article ID 012017, 2021.

16 Scientific Programming

https://kns.cnki.net/kcms/detail/51.1307.TP.20201124.1519.002.html
https://kns.cnki.net/kcms/detail/51.1307.TP.20201124.1519.002.html
https://arxiv.org/abs/1808.00206
https://arxiv.org/abs/1808.00206
https://arxiv.org/abs/1710.10724
https://arxiv.org/abs/1710.10724


Research Article
Research on Spatial Pattern Dynamic Evolution Algorithm and
Optimization Model Construction and Driving Mechanism of
Provincial Tourism Eco-Efficiency in China under the
Background of Cloud Computing

Fei Lu ,1 Wei Qin ,2 and Yu-Xuan Wang 3

1School of History, Culture and Tourism, Weifang University, Weifang 261061, China
2School of Innovation and Entrepreneurship, Chongqing University of Posts and Telecommunications, Chongqing 400065, China
3School of Economics & Management, Beijing Forestry University, Beijing 100083, China

Correspondence should be addressed to Wei Qin; qinwei@cqupt.edu.cn

Received 19 July 2021; Revised 4 August 2021; Accepted 16 August 2021; Published 26 August 2021

Academic Editor: Punit Gupta

Copyright © 2021 Fei Lu et al. ,is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Based on the research of spatial pattern dynamic evolution algorithm and optimization model construction and driving
mechanism of provincial tourism eco-efficiency in China under the background of cloud computing, this paper takes 30 provinces
in mainland China (excluding Tibet, Hong Kong, Macao, and Taiwan) as the research object and scientifically constructs the
measurement index system of tourism eco-efficiency. ,e Super-SBM-Undesirable model is used to measure the tourism eco-
efficiency of each province from 2004 to 2017, and the algorithm and model are optimized. ,is paper explores the spatial
evolution trajectory and path of tourism eco-efficiency by using the barycentric standard deviation ellipse method and constructs a
dynamic panel model to identify the factors affecting the evolution trajectory and their driving mechanisms by using the SYS-
GMM method. ,e results show that China’s tourism eco-efficiency is at a high level and the eastern region is higher than the
central and western regions. From the moving track of the center of gravity, the center of gravity of China’s tourism eco-efficiency
is located in Henan province, which has experienced a process of moving from southeast to northwest. From the standard
deviation ellipse, the spatial distribution direction of China’s tourism eco-efficiency presents a “northeast-southwest” pattern, and
there is a further strengthening trend of deviation. ,ere is a significant positive correlation between tourism eco-efficiency and
tourism industrial structure upgrading, tourism industrial structure rationalization, tourism technology level, and tourism human
capital, as well as a significant negative correlation between tourism eco-efficiency and tourism economic development level,
environmental regulation intensity, and the degree of opening to the outside world, while the relationship between urbanization
and tourism eco-efficiency is relatively vague.

1. Introduction

With the advent of the era of artificial intelligence and cloud
computing, the future development of tourism service in-
dustry is closely related to artificial intelligence and cloud
technology. Since the reform and opening up, the devel-
opment of China’s tourism industry has attracted worldwide
attention and created tremendous economic and social
value. At the same time, the tourism industry is also suffering
from the huge impact of the rapid growth of regional

economy. ,e impact of resource consumption and envi-
ronmental pollution is prominent, which seriously hinders
the transformation of China’s tourism industry from high-
speed growth to high-quality development stage [1]. During
the period of the 13th Five-Year plan, Green Development
has become the main theme of China’s economic growth.
How to seek the balance between tourism economic growth
and environmental impact is the current focus of attention
[2]. At the Second International Conference on Climate
Change and Tourism, the Chinese government called on
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tourism-related departments in all regions of the world to
actively take measures to save energy and reduce emissions.
At the same time, the report of the 19th National Congress of
the Communist Party of China raised the construction of
ecological civilization to an unprecedented level, empha-
sizing that “the construction of ecological civilization can be
considered as a millennium plan related to the sustainable
development of the Chinese nation”; therefore, it is neces-
sary to integrate the concept of Green Development into the
whole process of tourism economic activities, optimize the
structure of tourism industry, change the mode of tourism
development, and realize the sustainable improvement of
tourism economic growth and tourism environment. Visi-
ble, the impact of tourism on the ecological environment has
attracted more and more attention. ,e tourism eco-effi-
ciency is an important judgment index which reflects the
two-way effect of the economic value of tourism and en-
vironmental impact and can objectively represent how to
realize the efficient development of tourism under the
background of Green Development, and it provides a new
way to measure the level of tourism ecologicalization.
,erefore, it is of great theoretical and practical significance
to scientifically measure China’s provincial tourism eco-
efficiency and analyze its spatial pattern dynamic evolution
characteristics and driving mechanism for formulating
reasonable tourism development policies and promoting the
coordinated development of tourism economy and eco-
logical environment.

,e idea of eco-efficiency dates back to the 1970s;
German scholars Schaltegger and Sturm formally put for-
ward the concept of eco-efficiency in 1990, which is defined
as the ratio of economic value added to environmental
impact [3]. Subsequently, a number of organizations have
developed definitions, analyses, and extensions of eco-effi-
ciency [4, 5], most notably the World Business Council for
Sustainable Development (WBCSD), which proposes “cre-
ating maximum value with minimal environmental impact.”
With the development of research on tourism environ-
mental impact, Gössling et al. derived tourism eco-efficiency
from the idea of eco-efficiency and defined it as the amount
of CO2 consumed per unit tourism economic value [6]. Since
then, tourism eco-efficiency has attracted extensive attention
of scholars and has made a wealth of effective research
results. From the perspective of the research object, the
research object of tourism eco-efficiency is gradually ex-
tended from various sectors and different tourism activities
to the region, and more and more scholars study the tourism
eco-efficiency from the regional perspective [7–9]. From the
perspective of measuring methods, the method of measuring
tourism eco-efficiency has been extended from single ratio
method to DEA and its improved model method, and the
methods and models of measuring tourism eco-efficiency
have gradually matured and perfected [10]. From the re-
search content, scholars gradually began to pay attention to
the time series evolution, spatial pattern, and correlation
change of tourism eco-efficiency [11] and, on this basis, use
data model to analyze the formation mechanism and
influencing factors of spatial-temporal differences of tourism
eco-efficiency [12]. Generally speaking, although scholars

have carried out in-depth discussion in the field of tourism
eco-efficiency, a reference is provided for this paper.
However, there are still some problems that need to be
further developed: When using DEA and its improved
model to measure tourism eco-efficiency, the treatment of
undesired output does not conform to the process of tourism
economy, andmost of the nonexpected output indicators are
based on tourism carbon emissions or tourism ecological
footprint [13], and some are based on tourism “three wastes”
emissions. At the same time, in the empirical analysis of the
spatial-temporal evolution of regional tourism eco-efficiency
at different scales, the existing literature explored its dy-
namic characteristics, failed to effectively reflect the spatial
evolution characteristics and laws of tourism eco-efficiency,
and revealed the influencing factors and mechanism of the
evolution process. In view of this, this paper takes China’s 30
provinces (excluding Tibet, Hong Kong, Macao, and Tai-
wan) as the research object and scientifically constructs the
index system of tourism eco-efficiency, using Super-SBM-
Undesirable model to measure the eco-efficiency of tourism
in various provinces from 2004 to 2017, and, on this basis, by
means of the method of logarithmic deviation and gravity
standard ellipse, to explore the spatial evolution track and
path of tourism eco-efficiency, a dynamic panel model is
constructed to identify the factors that influence the evo-
lutionary track and its driving mechanism using SYS-GMM.

2. Research Methods

2.1. Models

2.1.1. Super-SBM-Undesirable Model. Common tourism
eco-efficiency measurement models are mainly divided into
parametric method and nonparametric analysis method.
Compared with the parametric method, the nonparametric
analysis method does not require a specific function form
and residual distribution to explain the deterministic
frontier production function. It is easy to apply and has
many applications. ,e nonparametric deterministic fron-
tier production function uses data envelopment analysis
(DEA) as the basis. ,e DEA method is a “data-oriented”
analysis method proposed by Charnes in 1978 to measure
the relative efficiency of multiple inputs and multiple out-
puts. Because of the limitation of radial and angle, the
traditional DEA model has deviation in efficiency Measure.
Tone adds slack variable to the objective function and
proposes a nonradial and nonangular SBM model, and the
influence of radial and angle selection on efficiency mea-
surement is effectively solved. At the same time, SBMmodel
can also deal with the undesired output according to the
production reality. ,erefore, Tone extends the SBM model
further and proposes an SBMmodel with undesired outputs
[14]. In addition, the traditional DEA model cannot dis-
tinguish the differences among multiple DMUs (Decision
Making Units) when the efficiency value is 1. In view of this
deficiency, Andersen and Petersen put forward the Super
Efficiency DEA model which can distinguish the efficient
DMUs [15]. ,e inefficiency of the measure is consistent
with the traditional DEA, and the effective value is more
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than 1, so that the efficient DMUs can be distinguished. SBM
model also has problems similar to those of the traditional
DEA model. So, Tone extended SBM model, defined it as

Super Efficient SBM model, and compared and evaluated
DMU which is in the front of production [16]. ,e model is
constructed as follows:
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where ρ∗ indicates the value of tourism eco-efficiency; λ
refers to the Weight Matrix; and s−, s+, and sb− represent the
slack of input, expected output, and unexpected output,
respectively.

2.1.2. Standard Deviation Ellipse. Standard deviational el-
lipse (SDE) is a spatial pattern statistical method, mainly
used to analyze the global characteristics of the spatial
distribution of geographic elements. ,e standard deviation
ellipse is a statistical method of spatial pattern, which is
mainly used to analyze the global characteristics of spatial
distribution of geographical elements [17]. ,e gravity

center, area, standard deviation of x-axis, standard deviation
of y-axis, and rotation angle are the basic parameters of this
method.
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Standard deviation of x-axis is as follows:
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Standard deviation of y-axis is as follows:
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where (X, Y) is the gravity center of tourism eco-efficiency;
(Xi, Yi) is the geographical center coordinate of province i; Ri
is the attribute value of province i; (X∗i , Y∗i ) is the deviation
of (Xi, Yi) from the ellipse center of province i; (σx, σy) are the

standard deviations of x-axis and y-axis; and the values of the
major and minor axes of the ellipse.

2.1.3. Dynamic Panel Metering Model. Panel data has both
cross-sectional dimension and time dimension, which can
reflect heterogeneous factors (non-time-varying unobserv-
able) and homogeneous factors (time-varying unobserv-
able). Considering the economic inertia, the past economic
behavior may have an impact on the current economic
behavior. ,is paper chooses the dynamic panel econo-
metric model. First, it can control the fixed effect; second, it
can overcome the omission of variables; and, third, it can
overcome the reverse causality problem.,e general form of
dynamic panel data model is as follows:
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LnYi,t � α + βYi,t−1 + cXi,t + ε, (6)

where βYi,t−1 is lag tool variable and c is the regression
coefficient that explains the variable.

2.2. Index System Construction

2.2.1. Index System of Tourism Eco-Efficiency Measurement.
Referring to the existing research [18–20] and combining the
tourism sustainable development theory and ecosystem theory,
this paper constructs the index system of tourism eco-efficiency
in China from three aspects of resources, economy, and en-
vironment. ,e input variables include tourism energy con-
sumption, water resource consumption, tourism resource
endowment, the number of tourism employees, and tourism
capital input. ,e total tourism consumption and the number
of tourism receptions are selected as the expected output, and
tourism wastewater, COD, ammonia nitrogen, SO2, smoke
(powder) dust, CO2 emissions, and the amount of tourism
garbage removal were used as undesired outputs. Among them,
the tourism capital input is obtained by the method of per-
petual inventory and the method of tourism capital stock
estimation modified byWu [21]; tourism resource endowment
is determined by Zuo’s scenic area weighting method [22]; the
consumption of tourism water resources is calculated by using
the regional input-output table and “tourism consumption
stripping coefficient” [23]; by using the data of domestic and
foreign tourists’ consumption composition as well as the rel-
evant data of regional input and output, the tourism energy
consumption is separated from the specific industry by the
“tourism consumption stripping coefficient” [24], and tourism
CO2 emissions are then converted using the IPCC greenhouse
gas emission inventory method. It should be noted that the
various environmental impact assessments are not homoge-
neous in the tourism industry, so the entropymethod is chosen
to integrate the index.

2.2.2. Index of Influencing Factors. Integrating existing re-
search and combining the particularity of tourism and the
accessibility of tourism statistics, this paper identifies and
analyzes the factors affecting the spatial dynamic evolution
of tourism eco-efficiency by seven factors: the level of
tourism economic development, the structure of tourism
industrial, the technical level of tourism, the intensity of
environmental regulation, the human capital of tourism, the
degree of opening to the outside world, and urbanization.
Specific indicators are shown in Table 1.

2.3. Data Source. All data come from “China Statistical
Yearbook” (2005–2018), “China Tourism Statistical Year-
book (Original and Copy)” (2005–2017), “China Tourism
Statistical Yearbook 2018,” “Tourism Sampling Survey Data”
(2006–2018), “China Energy Statistical Yearbook”
(2005–2018), “China Population and Employment Statistical
Yearbook” (2005–2018), “China Regional Economic Sta-
tistics Yearbook” (2005–2018), “China Water Resources
Bulletin” (2005–2018)), “China Real Estate Statistical

Yearbook” (2005–2018), and the statistical bulletins of na-
tional economic and social development of various prov-
inces, statistical bulletins of tourism industry, and statistical
bulletins of tourism development from 2004 to 2017. For
missing data in some provinces, the average growth rate
method is used to fill in.

3. Empirical Study

3.1.Results ofTourismEco-EfficiencyMeasurement. Based on
the input-output data of tourism eco-efficiency in 30
provinces from 2004 to 2017, using the scale-return constant
model of Super-SBM-Undesirable and using MaxDEA Ultra
8.1.2 tomeasure the tourism eco-efficiency of 30 provinces in
the Chinese mainland, the results are shown in Table 2. ,e
MaxDEA Ultra 8.20 software comes from Beijing Revomed
Software Co., Ltd.

3.2. Spatial Distribution Characteristics of Tourism
Eco-Efficiency. In order to explore the spatial differentiation
characteristics of tourism eco-efficiency in different prov-
inces of China, this paper selects four pieces of time-section
data of tourism eco-efficiency in 2004, 2009, 2013, and 2017
and uses the software of ArcGIS 10.2 and draws the spatial
distribution figure of China’s tourism eco-efficiency (as
shown in Figure 1). Based on the classification of eco-
efficiency and tourism efficiency byWillard and Lu et al. [25]
and combining with the research practice, the tourism eco-
efficiency can be divided into five grades: high efficiency level
(i.e., fully effective) (≥1), near-high efficiency level
(0.801–0.999), medium efficiency level (0.601–0.800), near-
low efficiency level (0.401–0.600), and low efficiency level
(0.101–0.400).

By analyzing the spatial distribution figure of tourism
eco-efficiency, it is found that, in 2004, the tourism eco-
efficiency of Beijing, Tianjin, Hebei, Shanxi, Shanghai,
Jiangsu, Zhejiang, Anhui, Fujian, Jiangxi, Shandong, Henan,
Chongqing, Sichuan, Guizhou, Yunnan, and Qinghai is in a
completely effective state, accounting for 56.67% of all
provinces; it is mainly distributed in the eastern coastal areas
and southwest regions, while the rest of the provinces are at a
higher level only in Hunan; Xinjiang and Gansu are at a very
low level, and China’s overall tourism eco-efficiency is at a
higher level of efficiency. In 2009, 11 provinces, Tianjin,
Hebei, Shanxi, Heilongjiang, Jiangsu, Anhui, Fujian,
Shandong, Henan, Chongqing, and Guizhou, achieved full
efficiency in terms of tourism eco-efficiency, accounting for
36.67% of all provinces, the high-value areas gradually
showed a clear distribution of the eastern coastal areas, and
tourism eco-efficiency of China in 2013 was relatively stable
compared to that in 2009, and the overall situation did not
improve; the tourism eco-efficiency in Liaoning rose from a
relatively low level in 2009 to a fully effective level, the
medium level in Jiangxi and Shaanxi rose to a fully effective
level, and Shanxi, Jiangsu, Anhui, and Henan dropped from
a completely effective level to a relatively low level. In 2017,
the four provinces of Hebei, Liaoning, Heilongjiang, and
Shaanxi showed different degrees of decline in tourism
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eco-efficiency, while Jiangsu and Yunnan returned to the state
of full efficiency, and the overall level of China’s tourism eco-
efficiency has increased slightly.,e regions with higher levels
of tourism eco-efficiency are scattered in the three regions,
and the differences among the regions are obvious.

3.3. Characteristics of the Spatial Dynamic Pattern of Tourism
Eco-Efficiency. After defining the spatial distribution char-
acteristics of China’s tourism eco-efficiency, in order to

understand the spatial dynamic pattern of China’s tourism eco-
efficiency, this paper analyzes its spatial pattern evolution by
using gravity center and standard deviation ellipse. From the
whole distribution of gravity center (as shown in Table 3), the
moving path of the of gravity center of tourism eco-efficiency in
China experienced the change of “southeast-northeast-north-
west-southwest-northwest” during 2004 to 2017. From the
three selected characteristic time points of 2004, 2009, 2013,
and 2017, the gravity center is in Henan province. In the east-
west direction, the tourism eco-efficiency of the western

Table 1: Index system of influencing factors.

Influencing factors Variable selection Abbreviations
Level of tourism economic development Per capita income from tourism ECON
Structure of tourism industry Rationalization and optimization of tourism industry structure SR, SO
Technical level of tourism industry Energy consumption per unit of tourism income TECH
Intensity of environmental regulation Environmental Regulatory Strength Index GR
Human capital of tourism Average years of education HUM
Degree of opening to the outside world Operating income of foreign-funded star hotels/star hotels OPEN
Urbanization Urbanization rate UR

Table 2: Measurement results of tourism eco-efficiency.

Provinces
Year

2004 2006 2008 2010 2011 2012 2013 2014 2015 2016 2017
Beijing 1.098 1.098 0.367 1.002 0.373 0.335 0.410 0.378 0.336 0.338 0.372
Tianjin 1.959 1.299 1.230 1.273 1.454 1.546 1.301 1.323 1.392 1.380 1.254
Hebei 1.019 1.042 1.052 1.117 1.112 1.083 1.019 0.462 0.404 0.422 0.503
Shanxi 1.090 1.076 0.450 0.617 0.435 0.413 0.531 0.574 1.005 1.075 1.168
Neimenggu 0.470 0.527 0.408 0.297 0.266 0.239 0.265 0.286 0.255 0.327 0.345
Liaoning 0.481 0.568 0.476 0.508 0.683 0.559 1.019 1.014 0.541 0.495 0.461
Jilin 0.633 0.493 0.380 0.395 0.394 0.378 0.388 0.402 0.375 0.427 1.016
Heilongjiang 0.678 0.732 0.729 1.122 1.086 1.130 1.132 0.252 0.290 0.272 0.331
Shanghai 1.147 1.174 0.510 1.057 1.003 0.564 1.071 1.044 1.009 1.025 1.035
Jiangsu 1.032 1.138 1.045 0.709 1.046 1.036 0.638 0.581 0.524 1.001 1.006
Zhejiang 1.125 0.689 0.483 0.551 0.482 0.410 0.463 0.455 0.428 0.451 0.486
Anhui 1.249 1.070 1.018 1.085 1.039 1.023 0.679 0.648 0.722 0.652 0.826
Fujian 1.058 1.083 1.794 0.635 0.497 0.396 0.504 0.479 0.444 0.484 0.609
Jiangxi 1.081 1.119 0.479 0.545 0.762 0.726 1.026 0.667 1.021 1.010 1.084
Shandong 1.143 1.207 1.059 1.740 1.724 1.368 1.489 1.377 1.381 1.550 2.283
Henan 1.059 1.230 1.333 1.106 1.073 1.024 1.071 1.084 1.063 1.108 1.119
Hubei 0.616 0.598 0.439 1.019 0.540 0.485 0.629 0.576 0.524 0.558 0.648
Hunan 0.853 0.555 0.501 0.527 0.482 0.454 0.540 0.460 0.484 0.461 0.742
Guangdong 0.537 1.033 0.426 1.003 0.280 0.265 0.459 0.448 0.435 0.340 0.323
Guangxi 0.517 0.508 0.360 0.408 0.439 0.425 0.541 0.484 0.460 0.541 0.653
Hainan 0.399 0.314 0.200 0.063 0.205 0.189 0.177 0.169 0.181 0.285 0.293
Chongqing 1.063 1.024 0.584 1.041 1.109 1.152 1.059 1.113 1.091 1.070 1.117
Sichuan 1.024 1.070 0.485 0.517 0.642 0.453 0.592 0.707 0.519 0.474 0.474
Guizhou 1.028 1.225 1.101 1.002 1.066 1.044 1.064 1.062 1.111 1.169 1.210
Yunnan 1.444 1.040 0.376 0.321 0.306 0.284 0.351 0.366 1.371 0.466 1.023
Shaanxi 0.411 0.717 0.469 0.693 1.056 1.030 1.010 0.755 0.542 0.595 0.770
Gansu 0.360 0.339 0.226 0.288 0.281 0.281 0.294 0.306 0.309 0.332 0.417
Qinghai 1.112 1.018 0.385 0.247 0.235 0.216 0.225 0.205 0.194 0.201 0.201
Ningxia 0.513 0.384 0.290 0.350 0.304 0.329 0.281 0.231 0.193 0.242 0.435
Xinjiang 0.370 0.255 0.153 0.191 0.165 0.157 0.164 0.156 0.145 0.153 1.284
,e National 0.886 0.854 0.627 0.714 0.685 0.633 0.680 0.602 0.625 0.630 0.783
Eastern China 1.000 0.968 0.786 0.878 0.805 0.705 0.777 0.703 0.643 0.706 0.784
Central China 0.907 0.859 0.666 0.802 0.726 0.704 0.750 0.583 0.685 0.695 0.867
Western China 0.756 0.737 0.440 0.487 0.534 0.510 0.531 0.516 0.563 0.506 0.721
Note. Not fully listed due to space limitation.
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provinces is higher than that of other regional provinces. From
the perspective of the moving direction of the gravity center,
the gravity center of tourism eco-efficiency was near Nanzhao
county, Nanyang,Henan province, in 2004. From2004 to 2009,
the gravity center gradually moved to the southeast, with a
direction of 54.25° southeast, the gravity center moved from
Nanzhao county to Fangcheng county, and the gravity center of

tourism eco-efficiency moved to the vicinity of Shangcai
county, Zhumadian, with a shift direction of 6.13° southeast in
2009–2013. ,us, the tourism eco-efficiency showed a trend of
migration to the southeast from 2004 to 2013, indicating that
the tourism eco-efficiency of the provinces in the southeast of
China improved greatly during this period, which caused the
gravity center to move to the southeast. After 2013, the gravity
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Figure 1: Spatial distribution of tourism eco-efficiency.
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center of tourism eco-efficiency began to move to the north-
west andmoved to Ruyang county of Luoyang, with a direction
of 20.54° northwest, which shows that the tourism eco-effi-
ciency of the western region has improved greatly compared
with the eastern and central regions during 2013 to 2017. From
the perspective of distance and speed of gravity center
movement, the distance and speed of gravity center movement
of tourism eco-efficiency from 2004 to 2009 are the smallest,
which are 20.54 km and 4.11 km/a, respectively. In 2009–2013,
the speed of gravity center moving suddenly accelerated, the
speed of east-west direction is 35.7 km/a, the speed of north-
south direction is 3.84/a, and the speed of gravity center
moving eastward is equivalent to the speed of gravity center
moving as a whole (28.27 km/a), which indicates that the
gravity center of tourism ecological efficiency mainly moves
eastward in 2009–2013, and the moving distance is 143.62 km.
From 2013 to 2017, the speed and distance of gravity center
movement increased again, which were 4.11 km/a and
222.39 km, respectively. ,is is mainly due to the significant
increase of the speed and distance of westward movement in
the east-west direction, reaching 52.07 km/a and 208.26 km,
respectively. On the whole, the moving speed of the center of
gravity of tourism eco-efficiency continues to accelerate.

From the standard deviation ellipse of 4 years (as shown in
Figure 2 and Table 4), the range of coverage from 2004 to 2017
is shrinking as a result of expansion. From 2004 to 2013, the
standard deviation ellipse scope of tourism eco-efficiency
showed a downward trend, and the area decreased from
300.45×104 km2 in 2004 to 253.00×104 km2 in 2013, reaching
the minimum value. Compared with 2004, the space scope
continuously reduced, the spatial agglomeration effect of
tourism eco-efficiency of provinces in the interior of the
standard deviation ellipse increases, but the spatial spillover
effect is not obvious. In 2013–2017, the area of standard de-
viation ellipse increased from 253.00×104 km2 in 2013 to
341.83×104 km2 in 2017.,e area of standard deviation ellipse
expanded in all directions, and the overall spatial distribution of
tourism eco-efficiency tends to be scattered.

In the spatial direction (as shown in Table 4), the spatial
direction of tourism eco-efficiency has two evolutional
trends with 2009 as the cut-off point. From 2003 to 2009, the
rotation angle θ decreased from 41.39° to 26.83°, indicating
that the space direction changed from “northeast-south-
west” to “north-south”. From 2009 to 2017, the rotation
angle θ increased from 26.83° to 72.95°, indicating that the
space direction changed from “north-south” to “northeast-
southwest.” On the whole, the spatial distribution of tourism

eco-efficiency in China presents a pattern of “northeast-
southwest,” and this pattern has a tendency of further
strengthening.

3.4. Driving Mechanism Analysis

3.4.1. Panel Data Unit Root and Cointegration Test. ,e
stationary and white noise of variables is the premise of
panel data regression estimation; otherwise, it may lead to
false regression or spurious regression, and the unit root test
must be carried out for variable data. In order to prevent the
error caused by the single test method, LLC Test, Breitung
Test (for same root), IPS Test, Fisher-ADF Test, and Fisher-
PP Test (for different root) are used in this paper. ,e results
are shown in Table 5. LnTE, LnECON, LnSO, LnSR,
LnTECH, LnGR, and LnOPEN all reject the null hypothesis
of unit root at the 1% level in the 5 test methods, indicating
that these 7 variables are all “integrated of order zero,” while
the sequence of LnHUM and LnUR is stationary after first-
order difference, indicating that these two variables are
“integrated of order one.” All variables are stationary after
first-order difference. ,erefore, all variables are “integrated
of order one.”

Variables must be of the same order, so that the panel
data can pass the cointegration test. ,erefore, the same
order is the necessary condition of the panel data cointe-
gration. On the premise of the same-order single integration
after difference, it is possible to test whether there is a long-
term cointegration relationship between panel data. In order
to guarantee the reliability and robustness of cointegration
test results, Modified Dickey–Fuller t-test, Dickey–Fuller t-
test, Augmented Dickey–Fuller t-test, Unadjusted Modified
Dickey–Fuller t-test, and Unadjusted Dickey–Fuller t-test in
Kao test are used to test the cointegration of regression
equations. It can be seen from Table 6 that all the statistical
variables of the equations reject the original assumption that
there is no cointegration relationship under the condition of
1%; that is, there is a significant long-term stationary
equilibrium relationship between the explanatory variables
and the explanatory variables of the equations.

3.4.2. Selection of the Measurement Estimation Method.
In terms of model regression for influencing factors, the
model identified in this article has lags in the explained
variables so as to avoid omitting the dynamics of the model
and leading to biased results. At the same time, the explained

Table 3: Direction and distance of the gravity center of tourism eco-efficiency.

Year Gravity center Direction Moving distance
(km)

East-west distance
(km)

North-south
distance (km)

Speed
(km/a)

East-west
(km/a)

North-
south
(km/a)

2004 112.76°E, 33.52°N

2009 112.87°E,33.37°N Southeast
54.25° 20.54 12.00 16.67 4.11 2.40 8.33

2013 114.15°E,33.23°N Southeast 6.13° 143.62 142.80 15.34 28.72 35.70 3.84

2017 112.27°E,33.94°N Northwest
20.54° 222.39 208.26 78.01 55.60 52.07 19.50
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variables and the explanatory variables of the model have a
causal relationship with each other, and there are endoge-
nous problems. In dealing with endogenous problems,
Manuel Arellano and Stephen Bond believe that the use of
ordinary panel regression in the model will lead to devia-
tions in the estimation results, which can be achieved
through instrumental variable (IV) and generalized method

of moments (GMM) to be eliminated. In the selection of
instrumental variables, Anderson and Cheng rely on tra-
ditional methods to select instrumental variables that are not
related to interference items and then first-order difference,
selecting items lagging more than two orders as the in-
strumental variables of their difference items. Combined
with the proposal of dynamic panel theory, differential

N 0 1000 km

2004 Standard Deviational Ellipse

2009 Standard Deviational Ellipse

2013 Standard Deviational Ellipse

2017 Standard Deviational Ellipse

2009

2013

2017
2004

Figure 2: Standard deviation ellipse of tourism eco-efficiency.

Table 4: Standard deviation ellipse parameter of tourism eco-efficiency.

Year 2004 2009 2013 2017
Rotation angle θ (°) 41.39 26.83 29.47 72.95
Standard deviation of x-axis (km) 873.23 752.23 715.06 985.04
Standard deviation of y-axis (km) 1095.25 1085.63 1126.33 1104.67
Area (km2) 300.45×104 256.54×104 253.00×104 341.83×104

Table 5: Unit root test for panel variables.

Variable LLC Test IPS Test Breitung Test Fisher-ADF Test Fisher-PP Test
LnTE −3.260∗∗∗(0.000) −2.816∗∗∗(0.002) −2.888∗∗∗(0.001) 180.637∗∗∗ (0.000) 124.832∗∗∗(0.000)
LnECON −2.701∗∗∗(0.003) 2.471∗∗∗(0.000) 8.990∗∗∗(0.000) 124.674∗∗∗ (0.000) 117.620∗∗∗(0.000)
LnSO −3.983∗∗∗(0.000) −0.147∗∗∗(0.004) 3.191∗∗∗(0.000) 130.885∗∗∗ (0.000) 53.779∗∗∗(0.000)
LnSR −8.066∗∗∗(0.000) −3.663∗∗∗(0.000) −2.785∗∗∗(0.002) 217.317∗∗∗ (0.000) 195.529∗∗∗(0.000)
LnTECH −5.749∗∗∗(0.000) 0.237∗(0.057) 0.108∗∗∗(0.000) 161.372∗∗∗ (0.000) 60.725∗∗∗(0.000)
LnGR −7.342∗∗∗(0.000) −7.856∗∗∗(0.000) −10.635∗∗∗(0.000) 223.499∗∗∗ (0.000) 265.733∗∗∗(0.000)
D.LnHUM −8.093∗∗∗(0.000) −9.718∗∗∗(0.000) −12.054∗∗∗(0.000) 183.122∗∗∗ (0.000) 474.034∗∗∗(0.000)
LnOPEN −22.938∗∗∗(0.000) −7.650∗∗∗(0.000) −7.586∗∗∗(0.000) 281.887∗∗∗ (0.000) 263.000∗∗∗(0.000)
D.LnUR −2.833∗∗∗(0.002) −8.458∗∗∗(0.000) −3.199∗∗∗(0.007) 139.882∗∗∗ (0.000) 478.798∗∗∗(0.000)
Note. ∗, ∗∗, and ∗∗∗are significant at the levels of 10%, 5%, and 1%, respectively.
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generalized moment estimation (Diff-GMM) and system
generalized moment estimation (SYS-GMM) methods have
become the mainstream of research. Diff-GMM uses dif-
ference to eliminate fixed effects and builds instrumental
variables on the basis of difference equations, but the
problem of weak instrumental variables cannot be solved.
Furthermore, Arellano and Richard proposed the SYS-
GMM method, which starts with the information of dif-
ference and level equations to select instrumental variables.
Compared with other methods, it can better solve the
problem of endogeneity, and the model estimation results
are also more effective. Based on the above analysis, this
paper chooses the SYS-GMM estimation method to estimate
the relevant factors of tourism eco-efficiency.

3.4.3. Model Estimates. Considering that SYS-GMM
method selects instrumental variables from the information
of difference and level equation, it can solve the endogeneity
problem better than other methods, and the model esti-
mation results are more effective. ,erefore, SYS-GMM
method was used for regression analysis in this paper, and
the regression results are shown in Table 7. As can be seen
fromWard test, the set model is very significant. ,e Sargan
test shows that the setting of the tool variable set is valid.

,e regression results of Table 7 show that the tourism
economic development level, which is expressed by per
capita tourism income, has a negative effect on tourism eco-
efficiency, and it is significant at 1% level. ,e rapid de-
velopment of tourism economy has not brought about the
rational allocation and utilization of resources and energy as
well as the scale effect but inhibited the promotion of
tourism eco-efficiency. ,e possible reason is that China’s
tourism economy is in a transitional stage, and the annual
growth rate of tourism income is far higher than the average
growth rate of China’s GDP in the same period. With the
rapid development of the tourism economy, unreasonable
low-cost extensive development and operation mode
gradually emerged.

,e coefficient of tourism industry optimization (SO)
passed the test on the level of 5% significance, which shows
that the optimization of tourism industry structure has a
positive and significant impact on tourism eco-efficiency. In
view of the reality of the development of China’s tourism
industry, in recent years, driven by endogenous technology,
the internal and external integration of the tourism industry
(“tourism +”) and other patterns have achieved a break-
through in the innovation of tourism products, and its
industrial added value has maintained long-term and steady
growth; this technology upgrading and value-added growth

is the external performance of the structural adjustment of
the tourism industry, which is beneficial to the energy-saving
and emission reduction and environmental protection of
tourism. ,e coefficient of tourism industry rationalization
(SR) also passed the test at the significant level of 5%, in-
dicating that the rationalization of industrial structure has
effectively promoted the eco-efficiency of tourism in China.
It can be seen that the flow and reconfiguration of factors of
production such as labor and capital among different eco-
nomic sectors of tourism can effectively utilize all factors and
bring about economic growth of tourism, but they do not
cause resource depletion and ecological environment
deterioration.

,e technical level of tourism industry represented by
the energy consumption per unit tourism income is a
negative indicator. ,e higher the energy consumption per
unit tourism income, the lower the technical level of tourism
industry. Its coefficient is obviously negative, which fully
shows that enhancing the technical level of tourism is an
important way to improve the eco-efficiency of tourism. On
the one hand, technological progress can be conducive to the
promotion of advanced ecological production and the im-
provement of energy and resource efficiency of tourism
enterprises; on the other hand, technological progress can
promote pollution reduction and treatment technologies so
as to improve the end of pollution control capacity and
further promote the generation of clean energy.

,e impact of environmental regulation intensity on
tourism eco-efficiency is negative, and it has passed the
significance test. ,e possible reasons for the failure of the
government’s environmental regulation are as follows:
Firstly, the relevant environmental policies and measures
formulated by the government have not been effectively
implemented, there is a lack of supervision, and it cannot
effectively correct the negative externalities of environ-
mental pollution in various sectors related to tourism.
Secondly, the cost of effective implementation of environ-
mental regulation is too large and the government inter-
vention is difficult to grasp, which leads to the decrease of the
coordination between the economic growth of tourism and
the development of ecological environment. ,irdly, due to
the traditional development concept, the extensive

Table 6: Panel cointegration test results.

Test method Value P value
Modified t −9.278 0.001
Dickey–Fuller t −13.71 0.001
Augmented t −9.392 0.001
Unadjusted Modified t −17.32 0.001
Unadjusted t −15.88 0.001

Table 7: Regression results of influencing factors.

Independent variable LnTE
L1. 0.440∗∗∗(0.000)
LnECON −0.219∗∗∗(0.000)
LnSO 0.012∗∗(0.013)
LnSR 0.070∗∗(0.005)
LnTECH −0.603∗∗∗(0.000)
Wald test 247.72∗∗∗(0.000)
Sargan test 0.127
LnGR −0.057∗∗∗(0.000)
LnHUM 0.0394∗∗∗(0.002)
LnOPEN −0.002∗∗∗(0.008)
LnUR −0.150(0.667)
Cons 1.196∗∗∗(0.000)
Note. ∗, ∗∗, and ∗∗∗are significant at the levels of 10%, 5%, and 1%,
respectively.
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development mode of China’s tourism industry has not
changed in essence. Compared with developed countries, the
intensity of environmental regulation is still relatively low,
and the innovation effect of environmental regulation has
not been effectively triggered.

,e effect of tourism human capital on tourism eco-
efficiency is positive at the significance level of 1%.,e main
reason is that the education level can, to a certain extent,
reflect the social environmental protection consciousness,
and environmental protection consciousness enhancement
helps consciously perform the obligation of environmental
protection; at the same time, tourism practitioners are the
higher level of education, and professional skills and tech-
nical innovation ability are higher, which is good for energy
saving and “three wastes” emissions.

,e impact coefficient of the degree of opening to the
outside world on tourism eco-efficiency is negative and sig-
nificant. ,e amount of foreign investment in tourism reflects
the region’s ability to attract foreign investment in some as-
pects, but it is not conducive to improving the regional tourism
eco-efficiency. ,e following are the possible reasons: Firstly,
the foreign investment to consider more for tourism is China’s
rich tourism resources, vast market and its cheap labor supply,
foreign investment in the process of actual operation, and the
development of tourism resources using a double standard only
for the purpose of economic interests of predatory develop-
ment brought about great pressure to the ecological envi-
ronment. Secondly, the purpose of China’s introduction of
foreign capital is to consider the structural and technological
effects of foreign investment and the “spillover effect” of
management experience and eco-production techniques as
well as the “demonstration effect” of high standards of envi-
ronmental protection brought about in the process of pro-
moting employment and economic development in the region,
thus promoting the structural transformation and upgrading of
local tourism industry; however, the ecological damage and
environmental pollution caused by pollution-intensive foreign
capital inflow offset the benefits to some extent. Finally, some
local governments relax environmental regulation in order to
attract foreign investment in tourism and promote the de-
velopment of tourism economy at the expense of the envi-
ronment, thus restraining the promotion of tourism eco-
efficiency.

4. Conclusion and Discussion

4.1. Conclusion. In this paper, the Super-SBM-Undesirable
model is used to measure the tourism eco-efficiency of 30
provinces in China from 2004 to 2017. On the basis of
clarifying the spatial distribution characteristics of tourism
eco-efficiency, this paper explores the spatial evolution track
and path of tourism eco-efficiency with the help of the the
method of gravity center and standard deviation ellipse,
constructs a dynamic panel model, and uses SYS-GMM to
identify the factors influencing the evolution track and its
driving mechanism.,e results are as follows: Firstly, during
the study period, the overall eco-efficiency of tourism in
China is at a high level, and the eastern region is higher than
the central and western regions. ,e provinces with higher

tourism eco-efficiency are scattered in three regions, with
obvious differences in each region. Secondly, from 2004 to
2017, the gravity center of China’s tourism eco-efficiency is
distributed in Henan province, and its movement track is
“Nanyang (Nanzhao county)-Nanyang (Fangcheng county)-
Zhumadian (Shangcai county)-Luoyang (Ruyang county),”
the change pattern of the gravity center is first to the
southeast and then to the northwest, and the moving speed
of the center of gravity is continuously accelerating. ,irdly,
from the perspective of the standard deviation ellipse, the
overall spatial distribution pattern of China’s tourism eco-
efficiency tends to disperse, and the rotation angle shows a
process of “shrinking a little, increasing a little, then in-
creasing”; the result shows that the spatial distribution of
China’s tourism eco-efficiency shows a pattern inclined
northeast-southwest and has the trend of further
strengthening. Fourthly, the optimization of tourism in-
dustry structure, the rationalization of tourism industry
structure, the technical level of tourism industry, and
tourism human capital are positively correlated to tourism
eco-efficiency; the development level of tourism economy,
the intensity of environmental regulation, and the degree of
opening to the outside world are negatively related to
tourism eco-efficiency, while the relationship between ur-
banization and tourism eco-efficiency is ambiguous.

4.2. Policy Implications. In order to promote the sound and
coordinated development of China’s provincial tourism
industry and ecological environment and promote the high-
quality development of tourism economy, the following
policy recommendations are put forward: First, we should
put the protection of tourism ecological environment in a
prominent position in combination with the current big data
analysis and research and promote the process of nation-
alization of ecological civilization theory education, as well
as change the evaluation index system of tourism devel-
opment only based on total tourism revenue and tourist
receptions. Second, we should combine big data artificial
intelligence technology to promote the precise coordination
of the allocation of tourism industry elements and com-
prehensively weigh the impact of tourism economic growth
and ecological environment deterioration brought about by
the flow of technology, capital, information, labor, and other
factors, increase the proportion of green, circular, and low-
carbon economy in the tourism industrial structure, and
promote the coordinated development of various economic
sectors of tourism, as well as comprehensive use of tourism
industry planning and policy means to optimize and inte-
grate tourism production factors from the source, while
effectively supplying, to avoid duplication of factors, blind
investment, and overcapacity. ,irdly, combined with the
development of artificial intelligence technology, precise,
informationized, and scientific economic policies such as
finance and taxation should be adopted to provide support
for tourism enterprises adopting advanced ecological
technology, accelerate the pace of popularizing pollution
control and prevention technology, gradually establish en-
ergy statistics and auditing system for tourism industry, and
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encourage the development of energy-saving and con-
sumption-reducing tourism enterprises. Moreover, we
should improve the access standards of foreign investment
in tourism industry, change from attracting investment to
selecting investment, and select appropriate technologies
consistent with the regional tourism economic development
environment so as to improve the utilization efficiency of
advanced ecological management and technology. Finally,
we will make full use of the strictest eco-environmental
protection system in the National New-Type Urbanization
Plan (2014–2020) and continue to strengthen the con-
struction of tourism eco-environment and improve the
efficiency of tourism eco-environment under themechanism
of green, circular, and low-carbon development. ,e plan-
ning of urbanization should consider the present situation of
tourism ecological carrying capacity, enhance the support of
Environmental Protection Industry, comprehensively study
the change characteristics of regional wind direction and the
location of tourism service facilities, and rationally plan and
arrange the industrial location. Combining the tourism
planning with the urbanization ecological planning and on
the basis of the tourism planning, setting out a single
ecological control index to guide the development and
construction of tourism, it also plans energy-saving and
emission reduction targets for water-saving rate, rainwater
utilization rate, and carbon emission rate of tourism service
facilities.,e corresponding indicators of tourism ecological
response indicators will be brought into the government
performance appraisal, improve tourism infrastructure, fully
tap the consumption potential of regional tourism market,
and vigorously develop green tourism and ecotourism.

4.3. Discussion. Based on the theory of sustainable tourism
development and the theory of ecosystem, this paper at-
tempts to construct an index system for the measurement of
China’s provincial tourism eco-efficiency in order to com-
prehensively evaluate China’s tourism eco-efficiency and to
study the dynamic evolution of the spatial pattern of China’s
tourism eco-efficiency and its driving mechanism by means
of artificial intelligence thinking logic, geographical
methods, and dynamic panel model. However, there are still
some shortcomings to be further explored: on the one hand,
the input-output indicators of tourism industry involved in
the measurement index system of tourism eco-efficiency are
quantifiable indicators. Some social and environmental
indicators that are difficult to quantify are not involved, and
it is assumed that environmental pollution is homogeneous
and stable in all industries. On the other hand, due to the
strong correlation of tourism industry, the influencing
factors of the spatial dynamic pattern evolution of tourism
eco-efficiency are very complex, and it is difficult to fully
cover the selection of indicators, and it is impossible to cover
all the influencing factors in the regression model. In this
sense, the results of empirical analysis in this paper cannot
fully explain the actual situation but only have statistical
significance in probability. ,erefore, in the future, more
variables should be included in the theoretical analysis
model in the process of factor analysis.
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Chinese ceramics have a long history and have been deeply recognized by the world after centuries of changes. -e current world
ceramic industry is diversified. Under this background, there is a huge challenge to the development of Chinese ceramics. -e
update of materials, the participation of computers in ceramic design, and the demonstration of ingredients all constitute
technological factors that cannot be ignored in the development of the ceramic industry. -erefore, this study uses the SWOT
analysis method to analyze the development of Chinese ceramics, puts forward its advantages and disadvantages, opportunities,
and threats, and under the background of advanced technology, and how to use computer software to demonstrate raw materials
and color matching to make Chinese ceramics. -e development achieves the goal of self-improvement and then completes the
upgrade of its production process and production. -rough the research of this study, it is found that the current development of
China’s ceramic industry should be good at using SWOT analysis, face up to its shortcomings and pressure from other ceramic
production areas in the world, give full play to its advantages, maximize strengths and avoid weaknesses, and use technological
innovation, combined with technical factors from other disciplines, to promote ceramic industry design and production ca-
pabilities and provide a reference for the current ceramic industry development.

1. Introduction

SWOT analysis is also known as situation analysis [1]; it
can also be called TOWS analysis or Dawes matrix
analysis. In the early 1980s, this method was mainly
proposed by a professor of management at the University
of San Francisco Weihrich [1]. Each letter in SWOT
stands for a certain aspect of the situation. S stands for
strengths, W stands for weaknesses, O stands for op-
portunities, and T stands for threats. S and W belong to
internal factors, while O and T belong to external factors.
In the context of the rapid development of international
ceramics, SWOT has been applied to the development
analysis of the ceramic industry in recent years. Some
studies focus on the development of regional ceramics
[2, 3]. Some research studies use the SWOT analysis
method; this study analyzes the Jingdezhen ceramic

culture creative industry under the environment of
existing market competition advantages, disadvantages,
opportunities, and threats of development, and based on
this, put forward the Jingdezhen ceramic culture creative
industry core competitiveness promotion strategy [4]; in
some studies by the SWOT analysis of the ceramic export
competitiveness [5], the export of ceramics industry is
systematically analyzed. -ese studies all take SWOT
analysis as the research method from different angles to
explore the development of the ceramics industry. -is
study used the SWOT analysis method from a macro
perspective to explore China’s ceramic industry devel-
opment in the present situation and the advantages and
disadvantages, and in the context of science and tech-
nology innovation, analysis using a computer to carry on
the technological innovation, show the advantages such
as material, color is tie-in, to improve the efficiency of
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ceramic design and production, and to provide a refer-
ence for the ceramic production and design.

2. Advantages and Disadvantages of the
Development of Chinese Ceramics

2.1. Advantages. -e advantages shown by China’s ceramic
industry focus on the following aspects:

2.1.1. Has a Long History of Ceramic Culture.
Time-honored ceramics belong to the treasure of Chinese
civilization. -e cultural development of Chinese ceramics
has a very long history, extensive and profound.-e original
celadon had appeared in China over 3,000 years, during the
Shang Dynasty (Figure 1). Every different historical stage of
ceramics in China shows its completely different artistic style
and expression. Chinese ceramic culture has developed into
the most core competitive advantage of Chinese ceramics.

2.1.2. Production Is Large Scale and Low Cost. At present,
China has become the world’s largest ceramic production
country, accounting for more than half of the world’s total
ceramic production output. After a long-term accumulation,
China’s ceramic industry has formed a very strong scale
effect and has great potential to be explored. At the same
time, because the labor cost of China’s ceramic industry is
relatively low, the raw materials are also of high quality and
cheap price, and they are very abundant, which has a strong
cost advantage; these provide strong raw material support
for the development of the ceramic industry.

2.1.3. Domestic Market Has Great Development Potential.
-e advantage of China’s ceramic industry development also
lies in a huge domestic market. According to the Seventh
National Census Bulletin of 2020 (Number 8) [6], China has
a total population of more than 1.4 billion and has a new
population of about 20 million per year. In the long run, the
investment in real estate development will certainly continue
to grow. In recent years, the annual urban real estate de-
velopment investment is more than 300 billion yuan, the
annual completion area of housing has reached 1.5 billion
square meters, and the residents’ construction decoration
cost has reached the annual scale of more than 400 billion
yuan. In addition, some big cities in China have also begun
to stipulate that the sale of rough houses will not be allowed,
so the real estate developers will surely become another very
important buyer of construction pottery products. With the
rapid improvement of people’s living conditions, the need
for construction ceramics will certainly remain at a relatively
high level. In addition, with the gradual increase of the
Chinese government’s support for the great development of
the west, the marketing of the ceramic market has gradually
developed rapidly from the east to the west, the capacity of
the domestic ceramic market has undergone qualitative
changes, and has gradually developed into one of the most
growth potential markets in the domestic building materials
industry. In the foreseeable future, in the next 10 years, or

even 20 years, the strong domestic market demand will still
maintain the rapid and stable development of China’s
construction pottery industry.

2.2. Disadvantages

2.2.1. Development and Design Lacks Internal Motivation.
Compared with the international advanced ceramics, the
development and design level of domestic ceramics is far
behind. Most ceramic enterprises in China lack the sense of
innovation, invest very little investment in design, and have
an insufficient investment in research and development. As a
result, Chinese ceramic products show three characteristics
of homogeneity, trend, and imitation. Ceramic products lack
innovation and style; design and color varieties change slow,
single style. No matter in the variety, quality, specifications,
model, color is very close, and what products are good to sell,
used to imitation and cloning, this makes it difficult for
ceramic products to occupy not only a strong share in the
international market but also cause ceramic products market
backlog.

2.2.2. Lack of Standardization of Process and Technology.
Foreign ceramic industry in the overall industrial tech-
nology, its automation, and intelligence degree is rela-
tively high. It uses more modern processes and
technology. Ceramic production generally adopts a
professional division of labor, with a standardized,
commercialized raw material base, and professional
auxiliary material suppliers. Although China’s ceramic
industry has greatly improved the level of process
equipment through the introduction, digestion, and
absorption of foreign advanced equipment, most enter-
prises are still mainly semimechanized equipment. Many
ceramic enterprises, especially nonceramic cluster area
enterprises, lack standardization and the supply of spe-
cialized raw materials and auxiliary materials, resulting in
great product quality fluctuations and difficulty in
meeting the requirements of the high-grade ceramic
production process. In addition, there is also a huge gap
in the production of molding and mold materials and
machinery and equipment manufacturing industry
serving the ceramic industry, which all restrict the im-
provement of product quality and competitiveness of the
industry [7].

Figure 1: Primitive celadon.
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2.2.3. 1e Quality of the Products Is Mixed. Most Chinese
enterprises are affected by production, processing, technical
personnel, quality control, and other factors. Product quality
and grade are low, and the overall quality level is to be
improved. -e internal quality and appearance quality are
still great compared with well-known foreign ceramic
brands. In addition, in recent years, due to low industry
thresholds that have launched various ceramic lines, market
expansion leads to disorderly competition between brands
and price reduction, and it is difficult to effectively guarantee
the ceramic quality.

2.2.4. Corporate Management Lacks a Strong International
Concept. Many domestic ceramic enterprises adopt an ex-
tensive management mode, and the international modern
enterprises, mainly manifested as lack of advanced man-
agement ideas, methods, and means, low strategic decision-
making level, weak management foundation, low infor-
mation technology management level, and lack of man-
agement personnel familiar with international trade and
market operation rules; operation and management
mechanism does not adapt to the requirements of market
competition and lack of international marketing experience
[8].

3. Opportunities and Threats

3.1. Opportunity

3.1.1. Opportunities Brought about by China’s Rapid Eco-
nomic Development. -is opportunity is mainly manifested
in the following three aspects. First of all, the development
level of urbanization is constantly improving. With the
further implementation of the “agriculture, rural areas and
farmers” policy, the farmers have also been further improved
at the residential level, and the amount of ceramic tile use
will be very huge in the future. In the past, in the countryside,
in this piece, the amount of ceramic use is very few, mainly
because the economy of many places is not too rich; when
building a house that stick ceramic tile is very little, after
farmers have money, the area that stick ceramic tile will
gradually increase.

Second, the urbanization development level of our
country is relatively low, with only 36%. A very important
measure of the current country is to vigorously promote the
process of urbanization development.-e acceleration of the
urbanization development process will further and quickly
improve our infrastructure construction speed, and the
improvement of the infrastructure construction speed will
usually further drive the rapid development of the real estate
industry. -is will also further drive the rapid development
of the building materials industry because this is synchro-
nous development; therefore, the demand for building
materials in this respect will also appear under the role of
continuous growth.

Finally, the international market provides a very good
opportunity, and the current number of ceramic exports is
increasing by more than 50% per year.-ese factors together

create a very good environment for the development of the
building materials industry.

3.1.2. Opportunities Brought by WTO Entry. After joining
the WTO, the development of Chinese ceramic enterprises
mainly from domestic market to international market adjust
the industrial structure according to the needs of the in-
ternational market, participate in the international division
of labor and collaboration [9] through external competitive
mechanisms and the introduction of advanced technologies,
and eliminate backward products and equipment, so as to
further realize the sustainability of the ceramic industry
development. After joining the WTO, China’s ceramic in-
dustry can further expand its exports, while driving domestic
economic growth, with the transparency of the law and the
further realization of the national treatment. -e investment
environment was further improved, forming a new ad-
vantage of attracting foreign investment. -en, it will open a
very broad development channel for foreign businessmen to
invest in the ceramic industry and realize transnational
operation. After joining the WTO, ask for more ceramic
companies to operate under internationally recognized
business rules, establish a modern enterprise system adapted
to the market economy competition, further improve the
management system and operation mechanism of enter-
prises, and vigorously promote the improvement of business
efficiency and the rapid improvement of international
competitiveness.

3.2. Existing 1reats

3.2.1. 1e 1reat of World Ceramic Power and Well-Known
Foreign Ceramic Enterprises. Some global ceramic powers
have a large number of large-scale well-known enterprises
with strong competitiveness. -ese enterprises all have very
strong capital, very perfect management experience and
marketing strategies, and are at the high-end level in the
global value chain. On the contrary, China’s ceramic in-
dustry has a low position in the world, is at the low end of the
value chain, and is also at a disadvantage in the process of
very fierce international market competition in the future. In
addition, with the gradual opening of the Chinese market
and the further reduction of tariffs, well-known foreign
ceramic enterprises have also further seized the domestic
ceramic market, thus increasing the impact and threat to the
domestic ceramic market.

3.2.2. Antidumping 1reat. Antidumping mainly refers to a
boycott of the dumping of foreign goods in their domestic
markets. Because China’s ceramic products have a very
strong price competitive advantage, with the rapid devel-
opment of the current world economy, the export growth is
relatively fast and the export market is very concentrated,
leading to the intensified conflict between China’s export
products and importing countries. At the same time, some
enterprises lack deep understanding and communication of
the international community, and many countries do not

Scientific Programming 3



understand China’s market economy reform and the de-
velopment process, to China’s market economy develop-
ment situation, leading to some countries for China has very
big trade discrimination, “China threat theory” and “non-
market economy” black hat are very deeply rooted in these
countries, so that China’s ceramic enterprises were subjected
for extensive foreign antidumping investigation. Not only
the developed economies but even emerging economies in
daily ceramics, especially in BRICS countries and China, are
gradually increasing. In recent years, the European Union,
the United States, India, Brazil, and other countries have
formed an antidumping investigation on China’s ceramic
industry.

3.2.3. 1reats of Technical Trade Barriers. Technical barriers
to trade (TBT) mainly refers to the trade barriers formed by
some mandatory and nonmandatory technical regulations and
standards formulated by a country or regional organization on
the grounds of maintaining its basic safety, ensuring the health
and safety of humans and animals and plants, protecting the
environment, preventing fraud, and ensuring the quality of
products. Technical trade barriers are another obstacle to the
export of Chinese ceramic products. To protect the interests of
their ceramic manufacturers from damage, many countries,
with their own technical and economic advantages, prevent
China from exporting ceramics to themby formulating a variety
of more demanding technical barriers. -ese technical barriers
include standards and technical regulations, technical certifi-
cation systems, conformity assessment, labeling and packaging,
green technology, and e-commerce technology. In the face of
technical trade barriers, Chinese ceramic enterprises have ex-
posed incomplete information mastery, immature technical
ability, and high copying costs. In the current situation of the
ceramic industry, it is very difficult for some Chinese ceramic
enterprises to cross these barriers, cause a few obstacles to the
export of China’s ceramic, and greatly hinder China’s ceramics
to participate in the international market competition [7].

4. Scientific and Technological Innovation,
Optimization, and Upgrading of
Contemporary Ceramic Art

4.1. Use of the Polymer to Enhance the Clay Materials

4.1.1. Cured the Clay Material with Cyanoacrylate. -e basic
operating idea is to dry the prepared clay billet and soak it in
the solution of α-acetyl cyanoacrylate. Because the compo-
sition of α-cyanoacrylate adhesive is mainly α-ethyl cyano-
acrylate, it contains only a small amount of thickener and
stabilizer, can play a rapid curing role, can be combined under
the catalytic action of trace water in the air, and can quickly
cure and bond clay, which can form a very solid cold ceramic.

4.1.2. Cured Clay Materials by the Radiation Method

(1) Idea. After drying the prepared clay billet, it is soaked
with a methyl methacrylate monomer solution and then
irradiated with a 60Co radiation source, thus forming the

polymer effect, forming a polymethyl methacrylate (also
known as organic glass), further forming a very solid cold
ceramic.

Among them, two radiation methods are involved,
namely, radiation crosslinking and radiation polymeriza-
tion. Radiation crosslinking mainly connects two polymer
chains in some way, and the net effect of crosslinking is the
increasing molecular weight until the 3D network structure
is formed, so once the polymer is aligned, it makes the clay
material very difficult to dissolve and melt.

Radiation polymerization mainly uses radiation to
stimulate the monomer, causing polymerization. -e gas,
solid, liquid, and emulsion polymerization of acrylic
monomer can be realized by radiation. High polymer ma-
terials prepared by the radiation method are usually char-
acterized by high molecular weight and high purity.

(2) Relevant Production Steps. First, use the clay maker type
and second, the prepared device type Yin dry, so that it is
gradually dehydrated. Again, the dewatered clay billet is put
into a methyl methacrylate monomer solution to be fully
absorbed. Finally, the clay billet absorbing the methyl
methacrylate monomer is irradiated at a 60Co radiation
source for the polymerization reaction to occur.

-e main advantage of producing cold pottery by the
radiation method is that without high temperature, the clay
can well preserve the color and texture without burning.

4.2. Computer-Aided Design of Ceramic Color Matching

4.2.1. Methodology. Ceramic glaze patterns need to change
at a high temperature of 1000°C or higher, which usually
makes it difficult for artists to intuitively design the glaze
color of ceramic art. -e idea here is mainly based on the
glazing code, computer-aided design; the first step should be
the direct pattern design in the computer, convert the design
pattern to the coded glaze coloring scheme, and finally, the
glaze drawing on the ceramic billet. -e contents shown in
Figures 2 and 3 and Tables 1 and 2 are derived from the
introduction of the ceramic products by Ferro [10].

4.2.2. Related Cases

(1) Rob Kessler Ceramic Art Design. Wolfgang Stuppy, a
renowned botanist in KeyouDistrict, has made a very careful
analysis of the sexual reproductive complexity of plants with
the visual artist Rob Kesscler [11]. Rob Kesscler micro-
photographs of wild pollen in the Royal Wild Botanical
Gardens, with many wonderful photographs, striving to
reproduce the image of the natural world, plants, and flowers
migrated to all aspects of society.

Rob Kessler scanned the wild pollen microphotos into a
transparent laser film, before printing the painted paper on
screen printing. After drying, the printed pattern coating
paper is soaked in water so that the pattern can fall off the
paper base and be transferred onto the blank of the product
and burned between 750°C and 900°C (Figure 4).
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In addition to this, digital technology can also bring great
convenience and style breakthrough to pattern design.

(2) Blue and White Issued by Adobe Software Design. “Blue
and White” (2007 Adobe China Shall We Dance Digital Art
Competition Gold Award, created by Fan Yongguang) is a
blue and white porcelain plate (Figure 5). -e traditional
decoration and transparent colorfully show the Chinese blue
and white porcelain is very delicate and smooth. On careful
observation, the above patterns are arranged by various tool
icons commonly used in Adobe software. -us, the author
took great effort and made full use of the time to design and
make the porcelain plate.

-e overall design of the work is very in line with the
relevant requirements of “Chinese wind,” in the very rep-
resentative Chinese blue and white porcelain as its main
carrier at the same time can be the Adobe elements that are
very perfectly integrated into them, and not only fully
embodies the beauty of Chinese traditional culture but also
shows the infinite charm brought by the digital tools. -is
also belongs to the Chinese culture where modern digital art
is gradually valued and is very closely combined with
Chinese culture into an excellent external form of
expression.

(3) Cultural and Creative Products of Local Opera Elements.
“Zodiac Huangmei—Zodiac Dog,” [12] a glazed cultural and
creative porcelain plate (Figure 6), is one of the twelve zodiac
Huangmei series; the combination of traditional decoration
and animation image fully highlights the vividness of the
visual image of the product. -e above pattern is designed
with Adobe image-making software. -e author spent a lot
of time creating, examining the local drama culture, refining
the visual image with a sense of design, and designing and
producing a series of cultural and creative works in the form
of the twelfth Chinese zodiac.

-e overall design of the work is very in line with the
relevant requirements of “Chinese style,” and using the very
representative Chinese ceramic as the main carrier, the
cultural elements of Huangmei Opera are perfectly inte-
grated into it. It not only fully embodies the beauty of

Chinese drama culture but also shows the artistic charm
brought by digital media tools.

4.3. Mathematical 1inking in Ceramic Art

4.3.1. Mathematical Configurations in Ceramic Art. In the
creation of ceramic art, using relevant theories, theorems,
laws, logical thinking methods, and techniques, analyze,
describe, process, and check the design methods of ceramic
design processes and objects. You can use various geometric
curves and geometric graphs to divide and combine ellip-
ticals, squares, and triangles by certain rules. It can be
combined into various monomers and matching ceramic
shapes.

-e geometric structure ceramic artworks designed by
Mr. Han Meilin show a simple, concise, and lively feature,
full of joy. He cut and combined different circles and arcs,
producing a very rational and very simple body language,
full of philosophical thinking (Figure 7).

Professor Zhang Jingjing’s works mainly extend some
curves in mathematics into curved surfaces and then inte-
grated the brittle characteristics of ceramics and the soft
mathematical curves (Figure 8).

4.3.2. Topological Composition in Ceramic Art. Topology is
an independent branch of mathematics formed in the 19th
century, studying the nature of geometry based on con-
tinuous deformation. In topology, each size and shape can be
bent and changed. Because a large number of natural
phenomena have typical continuity, many practical things
can be transformed into the topology. Explain the collection
of space for mastering the different functional relations
between spaces. Figure 9 shows the topological ceramic
works created by Mr. Bai Ming. He can play the simple
elements of nature into the ultimate elegance. His art has
vitality and is constructive at the same time. Ceramics has
been a transformative sublimation here as said by Bai Ming.
Some of his works include creative cracks, folds, and broken
lines, from which his thinking about history and the passage
of time are seen [13].

5. Optimization and Upgrading of
Ceramic Products

For a long time, China’s ceramic industry is mainly engaged
in low-grade products and is currently in the development
stage from quantity growth to quality and efficiency. -e
focus should be in the future on improving product quality
and grade. -e improvement of the product grade will lead
to a corresponding increase in the sales price, resulting in a
profit increase, which will moderately increase the product
cost, which also means that the company can use clean and
pollution-free fuel to implement technological transfor-
mation and equipment upgrading. Purchasing and utiliza-
tion of energy conservation and environmental protection
equipment to improve the level of energy conservation and
emission reduction can promote the improvement of
product grade and finally realize a virtuous cycle. Improving

FCS-30616

FCS-32050

FCS-34800

FCS-30627

FCS-32430

FCS-35173

FCS-31632

FCS-33735

FCS-35830

FCS-33738

Figure 2: Billet body color chromatography.
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product quality and grade requires ceramic industry en-
terprises to actively develop new products and vigorously
develop ceramic products with high technical content, good
economic efficiency, low resource consumption, and small
environmental pollution. During the 13th Five-Year Plan
period, China should develop more environmental-con-
scious sanitary ceramic products, further increase its pro-
portion, research, and development of new products with

high technical content and antibacterial, self-cleaning, light
storage, conductivity, noise reduction, filtration, health,
insulation, and achieve industrialization. We should advo-
cate the reduction of resources, solve themajor technical and
equipment problems in technology, technology, equipment,
specification, and application due to the reduction of
thickness, and vigorously promote the thinning process of
ceramic bricks. Developing and promoting the application

(Transparent base)
(Transparent base)

(Opaque base)

1120°C

FCS-10401

FCS-11015

FCS-11020

FCS-11037

FCS-11039

FCS-11133

FCS-11135

FCS-11500

FCS-11508

FCS-11510

FCS-11515

4%-
1120°C

FCS-12012

FCS-12025

FCS-13001

FCS-13006

FCS-13005

FCS-13011

FCS-13018

FCS-13023

FCS-14000

FCS-14027

FCS-14056

FCS-14570

4%-

(Opaque base)

Figure 3: Chromatography for glaze material.

Table 1: Biomaterial.

Code Description Composition Maximum temperature (°C) Residue #400
FCS-30616 Buff Ti-Sb-Cr 1300 <1
FCS-30627 Buff Ti-Sb-Cr 1300 <1
FCS-31632 Brown Fe-Cr-Al-Zn 1300 <1
FCS-32050 Red Yb-Ca-Cr 1300 <1
FCS-32430 Pink Mn-Al 1300 <1
FCS-33735 Cobalt-free black Fe-Cr 1300 <1
FCS-33738 Cobalt black Fe-Cr-V 1300 <1
FCS-34800 Green Cr-Al 1300 <1
FCS-35173 Cobalt blue Co-Al 1300 <1
FCS-35830 Turquoise blue V-Zr 1300 <1
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of aquatic products and accelerating the lightweight of
products, for large and overweight toilets with luxury
characteristics and various vertical urinals, should reduce
production as much as possible.

-e ceramic industry should actively develop and pro-
mote new technologies and new equipment for energy
conservation and emission reduction. According to the
“13th Five-Year Plan” Science and Technology Development
Plan of Construction Materials Industry issued by China
Federation of Construction Materials Industry [14], during
the 13th Five-Year Plan period, key technologies for the

development and application of Chinese building sanitary
ceramics include supporting technologies for the production
and application of thin building tiles (boards), continuous
ball grinding process technology, new dry legal powder
technology and complete set of equipment technology,
energy-efficient multilayer roller dryer, new high-efficient
coal gasification (self ) purification equipment, ceramic
decoration, spray drawing and printing technical equip-
ment, laser printing technology equipment, new automatic
ceramic tile selection and packaging technology, powder
standardization and functional inkjet inks, production and

Table 2: Glazing colors.

Code Description Composition Maximum temperature (°C) Residue #400
FCS-10401 Yellow Zr-Pr-Si 1230 <0.4
FCS-11015 Coral Zr-Fe-Si 1230 <0.4
FCS-11020 Coral Zr-Fe-Si 1230 <0.4
FCS-11037 Peach Zr-Fe-Pr-Si 1230 <0.4
FCS-11039 Chocolate brown Fe-Cr-Zn 1230 <0.4
FCS-11133 Dark brown Fe-Cr-Ni-Zn 1230 <0.4
FCS-11135 Dark brown Fe-Cr-Ni-Zn 1230 <0.4
FCS-11500 Golden brown Fe-Cr-Zn-Al 1230 <0.4
FCS-11508 Dark brown Fe-Cr-Zn-Al 1230 <0.4
FCS-11510 Brown Fe-Cr-Al-Zn 1230 <0.4
FCS-11515 Red brown Fe-Cr-Al-Zn 1230 <0.4
FCS-12012 Maroon Sn-Cr-Ca-Si 1230 <0.4
FCS-12025 Light maroon Sn-Cr-Ca-Si 1230 <0.4
FCS-13001 Nickel grey Co-Ni 1230 <0.4
FCS-13005 Dark grey Co-Mn 1230 <0.4
FCS-13006 Light grey Fe-Cr-Mn-Ni 1230 <0.4
FCS-13011 Tin grey Sn-Sb 1230 <0.4
FCS-13018 Cobalt black Fe-Cr-Co-Mn 1230 <0.4
FCS-13023 Cobalt-free black Fe-Cr 1230 <0.4
FCS-14000 Peacock blue Co-Al-Cr 1230 <0.4
FCS-14027 Peacock green Cr-Co-Zn 1230 <0.4
FCS-14056 Apple green Zr-Si-Pr-V 1230 <0.4
FCS-14570 Chrome green Cr-Al 1230 <0.4
FCS-15063 Blue Co-Al-Zn 1230 <0.4
FCS-15090 Turquoise Zr-Si-V 1230 <0.4
FCS-15500 Cobalt blue Co-Si 1230 <0.4
4FCS-16035 Yellow S-Se-Zr-Si-Cd 1230 <0.4
FCS-16037 Red Zr-Cd-Se-Si 1230 <0.4
FCS-16038 Orange Zr-Cd-Se-Si 1230 <0.4

Figure 4: Rob Kessler ceramic art.
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application of supporting technology for lightweight water-
saving and sanitary ceramics, low-pressure rapid drainage
forming technology of sanitary ceramics, high-pressure
forming technology, intelligent production technology and
complete equipment of sanitary ceramics (including robot
glaze technology with self-learning function, initialization of
the sanitary ceramic model, 3D additive printing technology,
sanitary ceramic grouting robot, sanitary ceramic billet
robot, sanitary ceramic kiln robot, sanitary ceramic intel-
ligent, and efficient drying system), model development of
CNC machining technology, new antibacterial and self-
cleaning glaze manufacturing technology, improving the
intelligent and healthy use of sanitary ceramics, developing

the application of low-grade raw materials and new waste
products, accurate automatic ingredient technology of raw
material standardization and flexibility, and raw material
online monitoring and correction system. Wide-body en-
ergy-saving kiln, low temperature burning technology, waste
heat utilization technology, robot application technology,
automatic storage, and transfer production line, intelligent
three-dimensional storage technology, efficient dust re-
moval, desulfurization, defluorine technology and equip-
ment, creative and other building health ceramic product
technology, and manufacturing technology, are to develop
functional new materials suitable for life decoration (sound
insulation, sterilization, and fresh air). Especially in the
postepidemic era, we advocate the concept of green ceramic
design and production and make more products that are in

Figure 5: “Blue and white” ornamentation designed by computer.

Figure 6: Zodiac dog.

Figure 7: Works “kangaroo” by Mr. Han Meilin.

Figure 8: Spring up.

Figure 9: Taihu Lake Stone.

8 Scientific Programming



harmony with human and natural development to benefit
the global ecological development.

6. Conclusion

At present, the world porcelain pattern has undergone great
changes. Under this background, China, as a traditional
porcelain country, has both opportunities and threats, as
well as advantages and disadvantages. Only by adhering to
scientific and technological innovation as the leading role,
promoting industrial optimization and upgrading, and
creating green ceramic industry blocks, China’s ceramic
industry can achieve healthy and proud development. Based
on SWOTanalysis, this study analyzes the opportunities and
disadvantages of China’s ceramic industry development,
challenges, and opportunities that coexist in the background,
analyzes how to use scientific and technological innovation,
with the help of interdisciplinary technology, better and
stronger development, and hopes to provide theoretical
reference for the current ceramic design and production.
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