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Recent advances in wireless and mobile communications
provide ample opportunities for introducing new services.
Supporting multimedia applications and services over wire-
less networks is challenging due to constraints and het-
erogeneities such as limited battery power, limited band-
width, random time-varying fading effect, different proto-
cols and standards, and stringent quality-of-service (QoS) re-
quirements. Cross-layer design methodologies provide great
promises for addressing these challenges and achieving re-
liable and high-quality end-to-end performance in wireless
multimedia communications. In this special issue on cross-
layer wireless multimedia communications, we have accepted
a few papers that address such issues.

The first paper, “Quality-based backlight optimization
for video playback on handheld devices,” considers the prob-
lem caused by limited power consumption supply of mobile
devices and the intensive battery resource request of the mul-
timedia streaming applications. In this work, effective tech-
niques for backlight energy saving are proposed to optimize
the backlight dimming while maintaining acceptable service
quality.

Both the second paper, “Asymptotic delay analysis for
cross-layer delay-based routing in ad hoc networks,” and the
third paper, “A study on the usage of cross-layer power con-
trol and forward error correction for embedded video trans-
mission over wireless links,” provide analytical framework
and evaluations for media delivery over wireless network.
The former work considers multihop networks, where the
accurate delay distribution estimation is used for QoS-based
routing in multimedia applications. The latter paper consid-
ers single-hop network, where the source coding parame-
ters, (e.g., packetization schemes and packet classification),
medium access control procedures, (e.g., ARQ and forward

error correction), and physical parameters (e.g., transmis-
sion power and channel sensing) are jointly optimized.

The forth paper, “Cross-layer path configuration for
energy-efficient communication over wireless ad hoc net-
works,” studies the energy-efficient configuration of multi-
hop paths with ARQ mechanism in wireless ad hoc networks.
The proposed approach jointly optimize the schedualing of
the transmitting power of each transmitted node and the re-
transmission limit over each hop, under the constraints on
maximal delay and minimal packet delivery ratio.

The fifth paper, “MOS-based multiuser multiapplication
cross-layer optimization for mobile multimedia communi-
cation,” proposes a cross-layer optimization strategy that
jointly optimizes the application layer, the data-link layer,
and the physical layer using a novel optimization scheme
based on the mean opinion score as the unifying metric over
different application classes.

The sixth paper, “Cross-layer perceptual ARQ for video
communications over 802.11e wireless networks,” presents
an application-level perceptual ARQ algorithm for video
streaming over 802.11e wireless networks. A simple and ef-
fective formula is proposed to combine the perceptual and
temporal importance of each packet into a single priority
value.

The seventh paper, “Cross-layer design of source rate
control and congestion control for wireless video stream-
ing,” extends the QoS-aware congestion control mechanism
to the wireless scenario, and provides a detailed discussion
about how to enhance the overall performance in terms of
rate smoothness and responsiveness of the transport proto-
col.

The eighth paper, “Identifying opportunities for exploit-
ing cross-layer interactions in adaptive wireless systems,”
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presents an analysis of the interaction of physical data link
and network layer parameters with respect to throughput,
bit-error rate, delay, and jitter. The goal of this analysis is to
identify opportunities where systems designers might exploit
cross-layer interactions to improve the performance of voice
over IP, instant messaging, and file transfer applications.

The ninth paper, “MAC-layer QoS management for
stream-ing rate-adaptive VBR video over IEEE 802.11e
HCCA WLANS,” proposes a cross-layer framework for ef-
ficiently delivering multiclass rate-adaptive variable bitrate
video over HCCA. The proposed framework consists of three
major modules: the MAC-layer admission control, the MAC-
layer resource allocation, and the application-layer video
adaptation.

The tenth paper, “A cross-layer optimization approach
for energy efficient wireless sensor networks: coalition-aided
data aggregation, cooperative communication, and energy
balancing,” proposes a cross-layer optimization approach to
study energy-efficient data transport in coalition-based wire-
less sensor networks, where neighboring nodes are organized
into groups to form coalitions, and sensor nodes within one
coalition carry out cooperative communications.

In the final paper of this special issue, “Location-aware
cross-layer design using overlay watermarks,” location infor-
mation of a mobile for efficient routing can be easily derived
when a unique watermark is associated with each individual
transceiver. In addition, cross-layer signaling and other in-
terlayer interactive information can be exchanged with a new
data pipe created by modulating the overlay watermarks.

The upcoming new applications for wireless multime-
dia communications open new opportunities for many in-
teresting and comprehensive research topics targeting at con-
cepts, methodologies, and techniques to support the future
advanced mobile wireless applications. Clearly, the develop-
ments of the new schemes, mechanisms, and systems asso-
ciated with the cross-layer designs and protocols will have a
significant impact on the next generation of wireless com-
munications and networks.

Zhu Han

Haohong Wang
Jianwei Huang

M. Van Der Schaar
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INTRODUCTION

For a typical handheld device, the backlight accounts for a significant percentage of the total energy consumption (e.g., around
30% for a Compaq iPAQ 3650). Substantial energy savings can be achieved by dynamically adapting backlight intensity levels on
such low-power portable devices. In this paper, we analyze the characteristics of video streaming services and propose a cross-
layer optimization scheme called quality adapted backlight scaling (QABS) to achieve backlight energy savings for video playback
applications on handheld devices. Specifically, we present a fast algorithm to optimize backlight dimming while keeping the degra-
dation in image quality to a minimum so that the overall service quality is close to a specified threshold. Additionally, we propose
two effective techniques to prevent frequent backlight switching, which negatively affects user perception of video. Our initial
experimental results indicate that the energy used for backlight is significantly reduced, while the desired quality is satisfied. The
proposed algorithms can be realized in real time.

Copyright © 2007 Liang Cheng et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this paper, we focus on the power consumption of the

With the widespread availability of 3G/4G cellular networks,
mobile handheld devices are increasingly being designed to
support streaming video content. These devices have strin-
gent power constraints because they use batteries with finite
lifetime. On the other hand, multimedia services are known
to be very resource intensive and tend to exhaust battery re-
sources quickly. Therefore, conserving power to prolong bat-
tery life is an important research problem that needs to be
addressed, specifically for video streaming applications on
mobile handheld devices.

Many handheld-device-based power saving techniques
have been reported in the literature. They attempt to reduce
power consumption at various computational levels. In [1],
a number of architectural and software compiling strategies
were proposed to optimize system cache and external mem-
ory access. Reference [2] specifically aims at MPEG-based
applications. It proposes to scale the processor voltage and
frequency to provide the necessary computing capability for
decoding each video frame. In [3, 4], the power consumption
of network interfaces (NICs) are optimized.

display unit in the handheld device. Most handheld devices
are equipped with a thin-film transistor (TFT) liquid crystal
display (LCD). For these devices, the display unit is driven
by backlight illumination. The backlight consumes a con-
siderable percentage of the total energy usage of the hand-
held device—for example, for a Compaq iPAQ device, it con-
sumes 20%—40% of the total system power [5].

Dynamically dimming the backlight is considered an ef-
fective method to save energy [5-7]. The resultant reduced
fidelity can be compensated for with scaling up of the pixel
luminance. The luminance scaling, however, tends to satu-
rate the bright part of the picture, thereby affecting the fi-
delity of the video quality.

In [6], a dynamic backlight luminance scaling (DLS)
scheme is proposed. Based on different scenarios, three
compensation strategies are discussed, that is, brightness
compensation, image enhancement, and context processing.
However, their calculation of the distortion does not con-
sider the fact that the clipped pixel values do not contribute
equally to the quality distortion. In [7], a similar method,
namely, concurrent brightness and contrast scaling (CBCS),
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is proposed. CBCS aims at conserving power by reducing
the backlight illumination while retaining the image fidelity
through preservation of the image contrast. Their distortion
definition and proposed compensation technique may be
good for static image-based applications, such as the graphic
user interface (GUI) and maps, but might not be suitable for
streaming video scenarios, because their contrast compensa-
tion further compromises the fidelity of the images. In addi-
tion, neither [6] nor [7] solves the problem associated with
frequent backlight switching which can be quite distracting
to the end user.

In this paper, we explicitly incorporate video quality
into the backlight switching strategy and propose a qual-
ity adaptive backlight scaling (QABS) scheme. The backlight
dimming affects the brightness of the video. Therefore, we
only consider the luminance compensation such that the
lost brightness can be restored. The luminance compensa-
tion, however, inevitably results in quality distortion. For the
video streaming application, the quality is normally defined
as the resemblance between the original and processed video.
Hence, for the sake of simplicity and without loss of gener-
ality, we define the quality distortion function as the mean
square error (MSE) (1) and the quality function as the peak
signal to noise ratio (PSNR) (2), both of which are well-
accepted objective video quality measurements,

1 M 2
MSE:MXE(x,‘—)’i) > (1)
M 2
PSNR(dB) = 10log,, > 299 5 (2)
iz1 (xi — i)

where x; and y; are the original pixel value and the recon-
structed pixel value, respectively. M is the number of pixels
per frame.

It is well known that MSE and PSNR are not the best
measures to assess perceptual quality for most video se-
quences [8, 9]. However, they are widely used due to their
simple implementation. A detailed discussion of the human
visual system and the corresponding perceptual quality is
beyond the scope of this paper. It is to be noted that any
quality metric may be adopted to replace the used MSE and
PSNR measures without affecting the validity of our pro-
posed schemes.

As is mentioned in [7], for video applications, the con-
tinuous change in the backlight factor will introduce inter-
frame brightness distortion to the observer. In our experi-
ments, we find that the “unnecessary” backlight changes fall
into two categories: (1) small continuous changes over ad-
jacent frames; (2) abrupt huge changes over a short period.
Therefore, we propose to quantize the calculated backlight
to eliminate the small continuous change and use a low-pass
digital filter to smooth the abrupt changes.

The rest of the paper is organized as follows. In Section 2,
we introduce the principle of the LCD display—experimental
results show that backlight dimming saves energy while the
pixel luminance compensation results in minimal overhead.
In Section 3, we present our QABS scheme, which includes

determining the backlight dimming factor and two sup-
plementary methods to avoid excessive backlight switching.
Section 4 describes our prototype implementation, experi-
mental methodology, and simulation results. We conclude
our work in Section 5.

2. CHARACTERISTICS OF LCD

In this section, we outline the characteristics of the LCD unit
from two perspectives, the LCD display mechanism and the
LCD power consumption, both of which form the basis for
our system design.

2.1. LCDdisplay

The LCD panel does not illuminate itself; it displays by filter-
ing the light source from the back of the LCD panel [6, 7].
There are three kinds of TFT LCD panels: transmissive LCD,
reflective LCD, and transflective LCD. In transmissive LCD,
the pixels are illuminated from behind (i.e., opposite the
viewer) using a backlight. The transmissive LCD offers a high
quality display with large power consumption, so it is widely
used in laptop personal computers. The reflective LCD has
a reflector on the back, which reflects the ambient environ-
ment light or a frontlight. Compared to a transmissive LCD,
a reflective LCD uses modest amounts of power for illumina-
tion. Hence, most of the handheld devices use reflective LCD.
Transflective LCD combines both transmissive and reflective
mechanisms but is not as commonly used in handheld de-
vices as the other two types.

In general, both transmissive and reflective mode LCD
need artificial light source to illuminate the display. Hence,
reducing the light power consumption is beneficial to all
these three types of LCDs. For the sake of simplicity and
without loss of generality, we use backlight to represent all
types of light source—frontlight is also designated as back-
light in the case of a reflective LCD. All of our proposed algo-
rithms are applicable to both backlight and frontlight. Since
the reflective mode LCD is more popular to the handheld de-
vices, we base our algorithms and measurements on a Com-
paq iPAQ 3650—a PDA with reflective mode LCD. Figure 1
illustrates the schematic mechanism of the reflective mode
LCD.

The perceptual luminance intensity of the LCD display
is determined by two components: backlight brightness and
the pixel luminance. The pixel luminance can be adjusted by
controlling the light passing through the TFT array substrate.
Users may detect a change in the display luminance inten-
sity if either of these two components is adjusted. That is, the
backlight brightness and the pixel luminance can compen-
sate for each other. In Section 2.2, we will show that the pixel
luminance does not have a noticeable impact on the energy
consumption, whereas the backlight illumination results in
high energy consumption. In general, dimming the backlight
level while compensating for it with the pixel luminance is an
effective way to conserve battery power in handheld devices.

We can therefore conclude that reducing backlight and
increasing pixel luminance will result in power savings.
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FiGURE 1: Reflective LCD.

Let the backlight brightness level and the pixel luminance
value be L and Y, respectively, and the perceived display lu-
minance intensity be I. We may denote I using the following;,

I=pxLxY, (3)

where p is a constant ratio, denoting the transmittance at-
tribute of the LCD panel, and as such p X Y is the transmit-
tance of the pixel luminance.

We may reduce the backlight level to L" by multiplying
L with a dimming factor «, thatis, L’ = L X &, 0 < a < L.
To maintain the overall display luminance I invariable, we
need to boost the luminance of the pixel to Y. Since the
pixel luminance value is normally restricted by the number
of bits that represent it (denoted as ), Y' may be clipped if
the original value of Y is too high or the « is too low. The
compensation of the backlight is described in (4),

Y ifY <ax2m,
V=]« (4)
2" ifY > (ax 27).

Combining (4) and (3), we have

ifY <ax2,

ifY > (ax2"). )

I
I' =
{prxaxz”

Equation (5) clearly shows that the perceived display in-
tensity may not be fully recovered, instead, it is clipped to
pXLxax2"if Y = (ax2"). In Figure 2, we illustrate the
clipping effect of the display luminance.

In Figure 3, we show an image and its luminance his-
togram. This image is the first frame of a typical news
video clip “ABC eye witness news” captured from a broad-
cast TV signal. Figure 4 illustrates the image and its lumi-
nance histogram after backlight dimming and pixel lumi-
nance compensation. Figure 4(b) shows that pixels with lu-
minance higher than 156 are all clipped to 156. Compared

1,\ —
p><L><a : : : :

XLX2" X a
4/__6 _________________

e oc><;2" Zn\l

0 Y

FiGure 2: Clipping effect of LCD.

with Figure 4(a), this clipping effect diminishes the differ-
ences in the brightness areas of the image, for example, the
white caption and the face. This effect is subjectively per-
ceived as luminance saturation and is objectively assessed as
30 dB using the PSNR quality metric with reference to the
original image shown in Figure 3(a).

2.2, LCDpower model

We ran several experiments and observed that dimming the
backlight results in energy savings, whereas the compensa-
tion process, that is, scaling up the luminance of the pixel, has
a negligible energy overhead. We measure the energy saving
as the difference between the total system power consump-
tion with the backlight set to different levels to that with the
backlight turned to the maximum (brightest). In Figure 5,
we plot the various backlight levels and their correspond-
ing energy consumption for a Compaq iPAQ 3650 running
Linux. A more detailed setup of our experiments is described
in Section 4. It is noticed that the backlight energy saving is
almost linear to the backlight level and can be estimated us-
ing (6),

y=al Xx+a2, (6)

where y is the energy savings in watt; x denotes the backlight
level; al and a2 are coefficients. We apply the curve fitting
function of MATLAB and obtain al = —0.0029567 and a2 =
0.73757 with the largest residual fitting error as 0.085731.

Contrary to the backlight dimming, the pixel lumi-
nance scaling is uncorrelated to the energy consumption. In
Figure 6, we show that for one specified backlight level (BL)
the system energy consumption basically remains stable and
is independent of the luminance scaling.

Figures 5 and 6 justify the validity of the proposed
backlight power conservation approach, that is, dimming
the backlight while enhancing the pixel luminance value.
Note that in Figure 6,“BL” refers to the backlight level and
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FIGURE 4: Image and its luminance histogram after clipping.

“luminosity scaling factor” refers to a. In the next section, we
apply this method to the video streaming scenario, discussing
a practical scheme to optimize the backlight dimming while
taking into consideration the effect on video distortion.

3. ADAPTIVE BACKLIGHT SCALING

As explained in (5), the backlight scaling with the luminance
compensation may result in quality distortion. The amount
of backlight dimming, therefore, has to be restricted such
that the video fidelity will not be seriously affected.

3.1. Optimized backlight dimming

We define the optimized backlight dimming factor as the one
whose induced distortion is closest to a specified threshold.
Henceforth, we replace the factor a with the real backlight

level Alfa, Alfa = N X «a (N is the number of backlight lev-
els (256 for Linux on iPAQ)), and the optimized backlight
dimming is represented as Alfa*.

In Figure 7, we illustrate the image quality distortion in
terms of MSE over different backlight levels. (Note that we
use the image shown in Figure 3(a).) We see that as Alfa
increases, the induced video quality distortion due to the
brightness saturation monotonously decreases. Hence, for
a given distortion threshold, we can find a unique Alfa(=
Alfa™) for each image. In video applications, for a given dis-
tortion, different frames may have distinct Alfa*, depend-
ing on the luminance histogram of that frame. However, it
is hard to have an accurate analytical representation of the
quality distortion using Alfa as a parameter. We therefore
adopt an optimized search-based-approach, where we calcu-
late the MSE distortion with different Alfa until the speci-
fied distortion threshold is met. The results of our scheme
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FIGURE 6: Energy overhead of luminosity scaling.

are accurate and can be used as the benchmark for the design
of other analytical methods.

Algorithm 1 shows the exhaustive search algorithm for
finding Alfa* for one image. FindAlfa(th) takes the distortion
threshold (th) as input, and returns Alfa™ as output. Note
that MSE(Alfa) calculates the MSE with the specified Alfa for
one frame.

However, the complexity of an exhaustive search shown
in Algorithm 1 is too high. As shown in (2), the per-frame
MSE calculation consists of M multiplications and 2M addi-
tions. M is the number of pixels in one frame, for example,
M = 25344 for QCIF format video. We regard the per-frame
MSE as the basic complexity measurement unit. We assume
that the optimized backlight level is uniformly distributed in
[0, N], and thus the complexity of algorithm in Algorithm 1

3.2. Smoothing the backlight switching

It has been discussed in [7] that the backlight dimming factor
may change significantly across consecutive frames for most
video applications. We call this abrupt backlight switching
“flicker moment.” The frequent switching of the backlight
may also introduce an interframe brightness distortion to
the observer due to the brightness compensation. Hence, it
is necessary to reduce frequent backlight switching.

In our study, we observe that the calculated Alfa*, al-
though based on an individual image, does not experience
huge fluctuations during a video scene, that is, a group of
frames that are characterized with similar content. Actually,
the redundancy among adjacent frames constitutes the major
difference between the video and the static image application
and has long been utilized to achieve higher compression ef-
ficiency. Hence, the backlight switching should be smoothed
out within the scene and most favorably only happen at the
boundary of video scenes.

We propose two supplementary methods to smooth the
acquired Alfa*™ in the same video scene. First, we apply
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Proc: FindAlfa(th)

(1) Alfa := 0;

(2) while Alfa < N do

(3) if MSE(Alfa) > th then
(4) Alfa := Alfa + 1;

(5) else
(6) return(Alfa);
(7) endif

(8) end while

ArcoriTHM 1: Exhaustive algorithm for finding Alfa*.

Proc: FastFindAlfa(th,e)
(1) u := upper bound;
(2) d := lower bound;
(3) while (u — d) > € do
(4) Alfa = round

((d+u)/2);

(5) if (MSE(Alfa) > th) then
(6) u = Alfa;

(7) else

(8) d = Alfa;

(9) endif

(10) end while
(11) return(Alfa);

ALGORITHM 2: Fast algorithm for finding Alfa*.

a low-pass digital filter to eliminate any abrupt backlight
switching that is caused by the unexpected sharp luminance
change. The passband frequency is determined by the subjec-
tive perception of the “flicker moment” and the frame display
rate. Second, we propose to quantize the number of back-
light levels, that is, any backlight level between two quanti-
zation values can be quantized to the closest level, by which
we prevent the needless backlight switching for small lumi-
nance fluctuations during one scene. In our experiments, we

External voltage

r I

! BNC-2110 1 s DAQ
1 connector | ! board
i R

Power measurement system

FIGURE 9: Setup for our measurements.

quantize all 256 levels to “N” levels (N = 5 in our study). We
switch the backlight level only if the calculated Alfa* changes
drastically enough, and falls into another quantized level.

4. PERFORMANCE EVALUATION

In this section, we introduce our prototype implementation,
the methodology of our measurement, and the performance
of the proposed algorithm.

4.1. Prototype implementation

Figure 8 shows a high level representation of our prototype
system. Our implementation of the video streaming system
consists of a video server, a proxy server, and a mobile client.
We assume that all communication between the server and
the mobile client is routed through a proxy server typically
located in proximity to the client.

The video server is responsible for streaming compressed
video to the client. The proxy server transcodes the received
stream, adds the appropriate control information, and relays
the newly formed stream to the mobile client (Compaq iPAQ
3650 in our case). In our initial implementation, for the sake
of simplicity and without loss of generality, we use the proxy
server to also double up as our video server.
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The proxy server includes four primary components—
the video transcoder, the proposed QABS module, the
signal multiplexer, and the communication manager. The
transcoder uncompresses the original video stream and pro-
vides the pixel luminance information to the QABS mod-
ule. The QABS module calculates the optimized backlight
dimming factor based on the user quality preference feed-
back received from the client (user). The multiplexer is used
to multiplex the optimized backlight dimming information
with the video stream. The communication manager is used
to send this aggregated stream to the client.

On the mobile client, the demultiplexer is used to recover
the original video stream and the encoded backlight infor-
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F1GURE 12: Energy consumption with and without optimization for
abc_news video clip.
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FIGURE 13: Energy consumption with and without optimization for
Foreman video clip.

mation from the received stream. The LCD control module
renders the decoded image onto the LCD display. The back-
light information is fed to the ‘backlight adjustment mod-
ule,” which concurrently sets the backlight value for the LCD.
In particular, users may send the quality request to the proxy
when requesting a video sequence, based on his/her quality
preference as well as concern for battery consumption.
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4.2. Measurement methodology

For video quality and power measurements, we use the setup
shown in Figure 9. The proxy in our experiments is a Linux
desktop with a 1 GHz processor and 512 MB of RAM. All our
measurements are made on a Compaq iPAQ 3650. In order
to control the backlight and pixel luminance, we develop our
own Linux-based API functions. We use a national instru-
ments PCI DAQ board to sample voltage drops across a resis-
tor and the iPAQ, and sample the voltage at 200 K samples/s.
We calculate the instantaneous and average power consump-
tion of the iPAQ using the formula Pippq = (Vr/R) X Vipaq.

4.3. Experimental results

In our simulation, we use a video sequence captured from a
broadcasted ABC_news program, whose first frame is shown
in Figure 3(a). We chose this video as representative of a typ-
ical usage of a PDA—commuters watching the evening news
on the way home. In Figure 10, we show the basic statistics
(i.e., the mean and the variance of luminance per frame) of
this video.

We assume that the users are given three quality options,
fair, good, and excellent, which respectively correspond to
the PSNR value of 30 dB, 35 dB, and 40 dB. After applying the
algorithm “Proc: FastFindAlfa,” we obtain the adapted Alfa™
for these three quality preferences, as is shown in Figure 11. It
can be seen that higher video quality needs higher backlight
level on average.

In Figure 14, we show Alfa* before and after the backlight
smoothing process for different quality preferences. It is seen
that the small variation and the abrupt change of the back-
light switching are significantly eliminated after the filtering
and quantization. In addition, as we expected, the backlight
switching mostly happens at the boundary of major scenes.

In Table 1, we summarize the results of our QABS.
The mean Alfa® of different quality preferences produces a
quality on average very close to the predetermined quality
threshold. It is noted that different quality requirements re-
sult in various power saving gains. Higher quality preference
must be traded using more backlight energy. Nevertheless,
we can still save 29% energy that is supposed to be consumed
by the backlight unit if we set the quality preference to be
“Excellent.”

In Figure 15, we show that the filtering and quantiza-
tion processes may lead to instantaneous quality fluctuation,
which is contrasted to the consistent quality before back-
light smoothing. Nevertheless, we observe that the quality
fluctuation is around the designated quality threshold and
mostly happens at scene changes.
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In Figures 12 and 13, we compare the actual energy con-
sumption on a Compagq ipaq with and without our quality
aware backlight adaptation. As seen from the graph, the en-
ergy savings from our backlight adaptation for the ABCNews
clip is 35%—40% of the total energy consumed due to back-
light. Even for videos that offer very little opportunity to ag-
gressively perform backlight adaptation (e.g., foreman video
clip, which is simply a talking head), we can achieve energy
savings as high as 14-20% with negligibal video quality sac-
rificing.

5. CONCLUSION

In this paper, we apply a backlight scaling technique to a
proxy-based video streaming framework. We explicitly asso-
ciate backlight switching to the perceptual video quality in
terms of PSNR. The proposed adaptive algorithm is fast and
effective for reducing the energy consumption while main-
taining the designated video quality. To reduce the frequency
of backlight switching, we also propose two supplementary
schemes to smooth the backlight switch process such that the
user perception of the video stream can be substantially im-
proved. Our experiment shows that by applying our scheme,
up to 40% power can be saved with negligibal video quality
sacrificing.
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1. INTRODUCTION

With the emergence of real-time applications in wireless net-
works, delay guarantees are increasingly required. In order to
provide support for delay sensitive traffic in such networks,
an accurate evaluation of the delay is a necessary first step.
Moreover, in the case of mobile ad hoc networks, a detailed
understanding of the impact of both the underlying MAC
and routing protocols on the delay characteristics is crucial,
since the traffic routes consist of several wireless hops. In this
paper, we address the problem of the analytical evaluation
of the delay distribution in a multihop wireless network. We
consider a wireless network with IEEE 802.11 MAC protocol
[1] under the optimized link state routing (OLSR) protocol
[2]. The routing protocol is a table-driven protocol that oper-
ates under periodic broadcast control packets. IEEE 802.11 is
the most popular MAC protocol in wireless LANs and mobile
ad hoc networks. The main channel access mechanism is the
distributed coordination function (DCF), which is a carrier
sense multiple access with collision avoidance (CSMA/CA)
scheme. DCF was designed initially for asynchronous traffic
and since it is a random access protocol it does not provide
any guarantee for delay sensitive applications.

The performance of the 802.11 protocol in single-hop
wireless networks has been addressed in the past in several
papers. A simple analytical model of the 802.11 DCF ac-
cess mechanism was introduced in [3] and was used to ana-
lyze the saturation throughput performance. The MAC layer
service time was studied in [4], by expanding the previous
model. The delay in both saturated and unsaturated net-
works was also studied in [5], where each node was modelled
as a discrete time queue. Multihop delay was studied in [6],
in the context of mesh networks.

In this work, we evaluate the 802.11 protocol perfor-
mance in terms of delay in the context of wireless ad hoc
networks. We focus on the asymptotic properties of the de-
lay and we obtain both one hop and multihop analytical de-
lay estimates. We show that the asymptotic delay distribution
can be expressed as a power law. Based on the latter result, we
present a cross-layer delay estimation protocol and we derive
new delay-distribution-based routing algorithms, which are
well adapted to the QoS requirements of real-time multime-
dia applications.

We take the slotted time approach of [3]. We denote by W
the end-to-end delivery delay of a packet. We analyze the de-
lay distribution P(W > T') and we show that in the case that
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T is large (i.e., several times the average delay) the probability
P(W > T) decays as a power law, namely in O(T~“), where a
is a constant. In order to simplify the formula derivations, we
perform the analysis under certain modelling assumptions.
For instance, we use an M/G/1 queueing model for the nodes
(a detailed description is provided in the methodology sec-
tion), which cannot be considered a priori entirely realistic.
However, we have verified via simulations that our model is
pertinent and can accurately predict the shape of the node
delay distributions in the domain of interest. Furthermore,
the assumptions we make are not fundamental for our re-
sults, therefore we comment on plausible model generaliza-
tions whenever possible.

Based on the analysis, we present a cross-layer framework
to evaluate the delay distribution P(W > T) for any large T
and use it in order to find routes that satisfy given delay re-
quirements. A delay oriented quality of service for a connec-
tion is generally expressed via a maximum acceptable delay
T and a maximum over-delay ratio €, specified by the appli-
cation, requiring that during the connection the constraint
P(W > T) < € is verified. In general finding the optimal
route that minimizes an over-delay ratio is NP-hard [7]. Nev-
ertheless, the fact that the delay distribution at every node
router is in power law allows us to specify a polynomial ap-
proximation algorithm with an error factor of 1 + O(T™1).

The rest of the paper is organized as follows. In Section 2,
we present an overview of the IEEE 802.11 DCF mode. In
Section 3 we introduce the general model framework and
we analyze the one hop delay. The multihop delay distribu-
tion is derived in Section 4. In Section 5 we describe a cross-
layer delay estimation protocol based on OLSR. In Section 6
we present some simulation results. Finally, in Section 7, we
indicate how the previous analysis can be used in delay-
distribution-based routing.

2. 802.11 DISTRIBUTED COORDINATION
FUNCTION OVERVIEW

The distributed coordination function (DCF) is the funda-
mental access method used in the IEEE 802.11 MAC protocol
[1]. It is based on the carrier sense multiple access with colli-
sion avoidance (CSMA/CA) mechanism, which is designed
to reduce the collisions due to multiple sources transmit-
ting simultaneously on a shared channel. In the CSMA/CA
protocol, a station transmits only if the medium is idle. The
medium is considered as idle if it is sensed to be idle for a du-
ration greater than the distributed inter-frame space (DIFS).
If the medium is sensed as busy, the transmission is deferred
until the end of the ongoing transmission. When the medium
becomes idle after a busy period, the node does not transmit
immediately, because multiple stations could have been wait-
ing for the end of the transmission and may attempt to access
the channel again at the same time. Therefore, the node starts
a random wait by initializing its backoff timer. The backoff
timer is randomly selected in an interval called the contention
window and has the granularity of one slot. Every time the
channel is sensed to be idle, the backoff counter is decre-

mented. When the counter reaches zero, the node can start
its transmission. If the channel is sensed as busy during the
backoff procedure, the counter is frozen and then resumed
when the channel becomes idle for a DIFS again. In spite of
that, collisions can still occur. In order to reduce the proba-
bility of further collisions, the contention window is doubled
after each collision to increase the random waiting time. The
exponential backoff function is discussed in a more detailed
manner in Section 3.2. To make sure that the transmitted
frame has reached its destination, an acknowledgment frame
is generated from the destination to the source.

The above carrier sense is called physical carrier sense be-
cause it is performed at the air interface. A virtual carrier
sense is also possible in the DCF mode to resolve the prob-
lem of the hidden terminal. This problem occurs when two
nodes that are not within hearing distance of each other cre-
ate collisions at a third terminal that receives the transmis-
sion from both. The virtual carrier sense is performed at the
MAC sub-layer. The channel is reserved before each trans-
mission, so instead of transmitting the data frame after sens-
ing that the channel is idle, the station sends an RTS (request
to send) frame to the destination. The receiver replies by a
CTS (clear to send) frame after which data transfer can start.
However, the use of RTS/CTS frames imposes additional de-
lay and bandwidth overhead. Therefore the RTS/CTS mech-
anism is recommended only for big packets.

3. ONE-HOP DELAY DISTRIBUTION ANALYSIS
3.1. Methodology overview

A wireless node can be seen as a buffer filled by incom-
ing messages and with a single server that performs the
CSMA/CA multiple access protocol. We model this system
as an M/G/1 queue, that is, we assume

(1) the input packet flow in the buffer is Poisson of rate A;
(2) service delays are independent.

In fact, the M/G/1 hypothesis is just a matter of simplify-
ing approach. Since we are going to deal with heavy tailed
distribution of service times, the consequence on queueing
time distribution can be generalized to a much larger class of
queueing models. For example, it is not necessary to assume
independence between service times or to restrict to Poisson
input in order to derive a power law queueing distribution,
but in this case the coefficients change (see [8] for the case of
a GI/GI/1 queue). Nonetheless, as we verify later in the sim-
ulations section, the M/G/1 hypothesis leads to satisfactory
results.

3.2. Service delay determination

The IEEE 802.11 CSMA/CA protocol uses a rotating back-
off where the nodes have to wait a random number of idle
slots between transmission attempts. Let C be the random
variable that expresses the number of busy slots between two
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consecutive idle slots. Let p(L) be the probability of collision
that is experienced by packets, when the packet length is L
(i.e., the physical transfer time of the packet in the channel,
expressed in slots, which is proportional to its size in bits).
The longer the packet is, the more likely it is to collide. We
take the following assumptions.

(1) Durations between successive idle slots are indepen-
dent and identically distributed.

(2) Collision events on successive transmissions are inde-
pendent.

According to the CSMA protocol, the backoff counter is se-
lected in an initial interval {1,..., Wpin}. If a collision occurs
the nodes select a new backoff number in an enlarged inter-
val {1,...,2Whpin}. The backoff interval length is multiplied
by two after each collision. The backoff interval length is reset
to Whin for the next packet. In practice there is a maximum
number of retries after which the packet is discarded in case
of permanent failure. The default maximum retry is 7 and
can lead to a delay on the order of seconds. Since this delay
is larger than the maximum acceptable delay we think of re-
garding connection QoS, it does not practically matter to set
the maximum number of retries to infinity.

Let C(z) be the probability generating function
>, P(C = n)z"*!, quantity C being expressed in slot dura-
tion. This generating function corresponds to the time
needed for a backoff counter decrease, expressed by the
random variable C + 1 (we add one slot to the quantity C
for the decrease to be taken into account). Identity C(z) = z
would mean that C = 0 always, that is, the channel is
permanently sensed idle (note that in this case one slot is
still needed for the counter decrease).

Let 3(z, L, p, k) be the probability generating function of
the service delay when the packet length is L, the collision
probability is p, and the initial backoff interval is k. The ser-
vice delay of a packet corresponds to the time elapsed since
it was extracted from the buffer until it is transmitted suc-
cessfully. Therefore, it takes into account retransmissions due
to collisions and it includes the time needed to access to the
channel (corresponding to the rotating backoff decrementa-
tion) plus the fixed packet transmission length.

We will express all these quantities using generating func-
tions, starting from the time needed to access the channel,
or equivalently the backoft counter decrease. As discussed
earlier, each backoff decrease is expressed by the random
variable C + 1, with generating function C(z). If the back-
off counter is i, the total time to access the channel is the
time needed for i counter decreases, or the sum of i times
the random variable C + 1. From the independence assump-
tion it comes that in this case the channel access time can
be expressed by generating function C(z)'. Since the initial
backoff window is k, and the backoft counter value is se-
lected uniformly at random in the interval {1,...,k} (we
also take here into account the DIFS interval), the generating
function of the total channel access time can be written as
(1/k) X.i-1...x C(z)!, which results from the previous discus-
sion by taking either possible value for i with probability 1/k.
Once the channel is accessed, the time needed to transmit the

packet is fixed and equal to L,! therefore it can be expressed
by generating function z'. Hence the service time when no
collision occurs comes from adding the previous two quanti-
ties, or equivalently the corresponding generating function is
equal to the product of the above generating functions, that
is,

_ C(o)*! = C(z) 2

zt ;
F2CO-"coT & O

In order to account for packet collisions, we obtain the fol-
lowing recursion:

k+1 _ L

2)

Bz, L, p, k) =

In case there is no collision (with probability 1 — p), the ser-
vice delay corresponds to our previous calculations. The term
B(z,L, p,2k) is obtained from the case where there is a col-
lision (with probability p), hence the procedure is repeated
after doubling the backoff interval and this results in an ad-
ditional service delay term.

The service delay probability generating function is

B(z) = E[B(z, L, p(L), CWinin) |, (3)

which is obtained by averaging on packet length L and colli-
sion probabilities p(L).

Figure 1 shows the 200 first coefficients of (z) when
C(z) = 0.82+0.2z%, L = 4 and p = 0.3. In this theoretical ex-
ample, the packet transferring time is 4 slots, and each decre-
mentation of the backoff counter takes one slot with prob-
ability 80% and 4 slots with probability 20% (which means
that the channel is busy with a packet transmission). The co-
efficients in this figure were obtained from numerical calcu-
lations using Maple, by iterating the recursive equation (2).

Remark 1. In case the RTS/CTS mechanism is used, the re-
cursive equation (2) becomes

1C(2)"! - C(z)
k 1-C(z)

X ((1 _ pl _ pZ)Zr+L + (plzr +P22r+L)ﬁ(Z,2k)),
(4)

where r is the RTS transmission time, p; and p, are the col-
lision probabilities on RTS and data frames, respectively.
Note that in general p; > p,, due to the channel reserva-
tion.
The modified recursive equation consists again of a back-
off decrementation term (1/k)((C(z)**! — C(2))/(1 — C(2))),
and there are two cases for the additional delay:

ﬁ(Z, k) =

(i) if there is no collision (with probability 1 — p; — p,)
the delay is equal to the RTS plus the data frame trans-
mission time (term z"*%);

'L can be adjusted to include AckTimeouts too.
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(ii) in case there is a collision on either an RTS frame
(term p;z") or a data frame (term p,z"*%) the proce-
dure is repeated.

3.3. Delays including queueing

In order to compute the delay experienced by packets in the
buffer, we take the formula for slotted M/G/1 for the queue
delay probability generating function g(z)

Y (1-2/(1))(1 - 2)
2)1=zexp (= (Bx) DAY’
(5)

This needs the provision that /(1) exists. We will see that
this implies that p < 1/2. Similarly, for the existence of the
kth moment of service time we need that p < 27K, If A < 1
then we can replace (5) by

q(z) = exp ((ﬁ(z) -1)

(1-A8'(1))
1—(2/(1-2))(1 - B(2))A’
The generating function of the overall delay, so called one

hop delay (queueing + service), of a packet of length L with
collision probability p, w(z, L, p) satisfies the identity

q(z) = (6)

W(Z) L, P) = q(Z)ﬁ(Z’L» P> Wmin)~ (7)

Figure 2 shows the coefficients of w(z) for A = 0.02. No-
tice that /(1) = 22.939....

3.4. Asymptotic analysis

We denote by S the service time and W the overall delay in
a router. In this section we derive asymptotic estimates for
the distributions of the above quantities by applying Flajolet-
Odlyzko theorems [9]. The proofs are given in the appendix.

FiGure 2: Coefficients of w(z).

Theorem 1. The expansion for z around 1 holds:

Bz, L, p,k) =1+ (1 —2)v(l - 2)
+(kC'(1)(1 - 2)"a(log(1 - 2)  (8)
+ O((l - Z)B+1))
where v(x) is a polynomial, B = —log, p assuming that B is

not integer, and a(x) is a periodic function of period log2 with
small fluctuation.

Theorem 2. The probability that the service time is greater
than T, for T large is

P(S>T) = (WainC' (1) "a*(log T) T2 + O(T571),
9)

where o (x) is also a periodic function of period log2 with
small fluctuation.

Theorem 3. The expansion for z around 1 holds:

wiz)=14+(1-2u(l-2)

s\ B
%(x(log(l -2))(1-2)81 (10

+0((1 -2)B),
where u(x) is an analytic function.

Theorem 4. The probability that the delay in a router is greater
than T, for T large is

(Wmincr(l))B

P(W>T)= A - B a*(log T)T' "B+ O(TB).

(11)
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Notice that the delay distribution tail decays in power
law. As a corollary it turns out that the existence of the kth
moment of the delay needs p < 27¥~!. Also, to obtain the
asymptotic delay distribution estimate, only the average of
the channel occupancy distribution C’(1) is required, rather
than the distribution C(z).

Remark 2. Similarly, in case the RTS/CTS mechanism is
used, we have the expansion (z,k) = 1+ zf(z) + c2((1 —
2)k)B+0((1 —z)P*) with B = —logmax;_1 2 {p;} = —log p;
and f(z) an analytical function. This implies that both ser-
vice time and delay distributions are asymptotically power
laws.

4. MULTIHOP DELAY ANALYSIS
4.1. General case: correlated waiting times in queues

We now compute the end-to-end (multihop) delay distribu-
tion for any given route in the network, based on the one hop
delay analysis discussed previously. For this purpose, we as-
sume that when travelling on its route, the delay experienced
by a packet on a router is independent of the delay experi-
enced on other routers. This assumption makes the problem
easier to handle mathematically. However, it is not a funda-
mental assumption for our result since it is known that the
sum of several random variables in power law is still in power
law whatever the dependence assumptions between them.
The power law in the resulting distribution function will be
the maximum of the respective power laws of the variables,
except that the factor in front of it will depend on the depen-
dence assumptions. To see this, consider n random variables
Xi,..., Xu, such that P(X; > T) oc T"Biforalll <i < n. We
will show that X; +- - - +X,, is also in power law, and the value
on the power is always the same regardless of any correlation
between the random variables. Moreover, we will determine
appropriate lower and upper bounds on the coefficients.

First of all an easy lower bound: we have P(3; X; > T) >
maX,‘{P(X,‘ > T)}

Second, we can obtain an upper power law bound since

(1) 2 Xi < nmax;{Xi},
(2) P(max,{X,} > T) = P(EIIXI > T) =< zzP(Xz > T)

Therefore P(>; X; > T) < >, P(X; > T/n) o< > ;nB T8,
independently of any correlation between the variables, and
derive appropriate upper bound delay routing in power law
if the X;’s are the waiting delays in routers. Notice that the
lower bound and upper bounds are asymptotically within a
factor n® of each other, with B = min;{B;}.

4.2. Independence assumption

Assuming independence from now on, we can work on the
exact asymptotic value instead of the bounds obtained in the
general case, keeping in mind that these bounds are within a
factor n® of the exact value, where 7 is the route length and
B = min,‘{B,’}.

Taking fully the independence assumption, when there
are n routers in the route from the source to the destination,

the probability generating function of the end-to-end delay is
equal to the product [ [;croute wi(z) where w;(2) is the prob-
ability generating function of the delay at router number i
and route is a set of router indices.

Still, according to Flajolet-Odlyzko results [9], if each
w;(2) is of the form 1+(z—1)gi(2) +ci(z— 1)57 1+ O0((z—1)B),
where ¢; is a constant, then the leading term of P(W (route) >
T) is Yicroute ¢ T' 5, with ¢/ = ¢;/T(2 — B). Keeping only
leading terms

P(W (route) > T) ~ c(route) T~ B(route), (12)

where B(route) = min B; and c(route) = ZBJ.:B c;-k.

An unexpected consequence of the above is that a good
choice for the route should not be the shortest path in
number of hops. In the shortest path the lap between two
consecutive routers may be too large, leading to too large
collision rates and therefore a too low value of B(route).
If we take shorter hops between routers, then we will re-
duce the collision rate and get a larger value of B(route).
Of course this would be done in the detriment of a larger
number of hops and a larger value of c(route). But, since in
c(route) T'~BIOUte) harameter T is supposed to be large, the
reduction of T'~B(IOUte) ywould prevail in most cases on the
c(route) increase.

Interestingly enough, increasing the number of hops and
c(route) will in most cases increase the average end-to-end
delay. Therefore we have the paradoxical case where increas-
ing the average delay actually decreases the over-delay loss ra-
tio. This is due to the fact that we expect the average delay to
be much lower than the maximum acceptable delay T. Con-
sequently, routing with respect to average delay as it is done
in [10] may conflict with the minimization of the over-delay
ratio. Conversely, the optimal route may be too long since
it may have too short hops. In this case the connection may
waste too many resources. Instead of choosing the route that
minimizes P(W > T') it is probably wiser to seek the shortest
route that satisfies the requirement P(W > T) < €.

5. CROSS-LAYER DELAY ESTIMATION PROTOCOL

In this section, we present a delay estimation protocol, used
to obtain estimates of the delay distributions for all routes in
the network in a proactive way. In Section 7 we show how this
information can be used to optimize route computation. In
fact, we propose an extension to the OLSR routing protocol
to support delay estimation for any given route in a mobile
ad hoc network.

Note that our delay distribution analysis holds regard-
less of the mobility of nodes. In fact, the end-to-end delay
distribution analysis concerns a given route. Consequently,
any changes in the path from the source to the destination
result in a new power law for the end-to-end delay distri-
bution. Our proposed delay estimation protocol is designed
to support mobility in an ad hoc network. It is proactive
and predictive, in the sense that, using the previously pre-
sented analytical model, it is able to estimate delays on links
and routes even if no data packets have been transmitted yet.
Consequently, we permanently have a prediction of the delay
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FIGURE 3: Delay estimation protocol framework.

distribution over all routes in the network, which can be used
by a delay based routing protocol.

As mentioned previously, the single-hop delay distribu-
tion estimate is based on the knowledge of the collision prob-
ability and the average of the channel occupancy distribution
C, which are basically MAC layer parameters. The multihop
delay distribution is based on the knowledge of single hop
characteristics along a given route, which clearly concerns the
functioning of the routing protocol. Therefore, the extended
protocol needs to interact with the MAC layer. In Figure 3,
we depict the protocol framework.

5.1. Average of channel occupancy distribution C

The channel occupancy information concerns the internal
functioning of wireless cards and is not actually known.
However, the card acknowledges successful frame transmis-
sions by sending special interrupts to the driver. This allows
to measure the service time of transmitted packets. Know-
ing the service time, it is possible to deduce the access time in
case of broadcast packets such as OLSR Hello messages (since
they are not retransmitted when a collision occurs). Thus,
based on (1), it is possible to derive the mean of the chan-
nel occupancy distribution C from the mean of the Hello
access time distribution, noted by gheo. We have C'(1) =
2,Mhello/( Wmin + 1)

5.2. Collision probability estimation

The collision probability is estimated by OLSR, since this in-
formation is not currently provided by wireless cards. OLSR
uses Hellos in order to detect neighbors. A node is a neighbor
if and only if the Hello collision rate is below a given thresh-
old. Therefore OLSR has a procedure in the advanced neigh-
bor sensing option that allows to compute the collision rate
(link quality level parameter). It uses the Hello message se-
quence number in order to identify the missing Hellos. How-
ever there could be a difficulty in the fact that the collision
probability p(L) may depend strongly on packet length L.
One may expect a dependence of the kind — log p(L) = aL+b
where a and b are scalar coefficients. Since the neighbor has
no idea of the size of missing Hellos, the transmitter should

advertise the length distribution of its Hellos. Comparing
with its received Hello distribution the neighbor would be
able to determine the coefficients a and b. By default the
neighbor assumes a = 0, that is, all packets have the same
collision rate regardless of their length.

5.3. Advertising link quality

Multihop delay computation is based on the knowledge of
the one hop delays of the route. Thus, each node must inform
the entire network of its local information. For this purpose,
alink quality advertisement (LQA) message is broadcasted in
the network.

In OLSR, broadcast traffic is relayed via multipoint re-
lay (MPR) nodes (nodes elected by their neighbors because
they cover their two-hop neighborhood) to consume less re-
sources. In order to save more on control traffic, OLSR of-
fers the possibility for the nodes to advertise a small subset of
their neighbor links. The advertised link set can be limited to
MPR links, that is, the neighbors that have elected this node
as an MPR. In this case the nodes have only a partial knowl-
edge of the network topology, nevertheless, each node knows
its own neighbor list and this guarantees that any given node
can compute a shortest path to any arbitrary destination.

For our purpose, it is preferable to use the option full
OLSR, that is, to advertize the whole neighbor set instead of
the MPR selector set. In fact, in order to estimate the multi-
hop delay distribution for all routes in the network, we need
the complete network topology given by full OLSR. If the ad-
vertized links are limited to the MPR selector set, we have
only a partial knowledge of the network topology. In the lat-
ter case, the nonadvertised links may offer better possibilities
for delay-based routing. Consequently, the complete topol-
ogy is necessary in order to find an optimal route with respect
to the delay. The use of the full-OLSR option introduces an
additional overhead due to larger link quality advertisement
packets. However, broadcast traffic is still relayed with the
optimized MPR-flooding mechanism, which significantly re-
duces the overhead.

The node advertises for each link ¢ the collision rate p,,
and for itself it advertises the global A, provided by the kernel
as shown in Figure 3, and the value of C'(1), or directly the
tuple (p, A(WanC (1))5/(1 = AB'(1))).

6. SIMULATION RESULTS

We use the ns-2 [11] simulator to validate our delay mod-
elling. We study various scenarios for different purposes. We
compare the analytic service time distribution with the mea-
sured service time distribution (obtained by ns-2 simula-
tions). We aim to show that the service time and the so-
journ time (in other words the delay including queuing) are
in power law. Furthermore, we investigate whether one-hop
delays are independent within a route, and finally we show
that the end-to-end delay is in power law too. Common sim-
ulation parameters are summarized in Table 1.
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TaBLE 1: Simulation settings.

MAC Parameters Wnin 32, slot 20 us
Propagation model Two-ray ground
Transmission range 250 m

Packet size 1000 bytes

Traffic type Exponential (Poisson)
Simulation time 300s

Simulation Area 800 x 800 m?
Routing protocol OLSR

(3) 2)

0) (1)

FiGUre 4: Topology 1.

TABLE 2: Measured parameters.

C(z) ~ 0.82 4 0.04z" + 0.03z'>* + 0.1z*4
A = 0.00024 packets/slot (12 packets/s)
p =0.09,B = 3.45

L =229 slots

Channel occupancy
Packets per slot
Collision probability
Packet length

One-hop delay measures

In the first scenario, we consider an ad hoc network with 5
nodes as shown in Figure 4. The 802.11 bandwidth is 1 Mb.
Five exponential flows with 140 kbs data rate are launched
between different pairs of nodes (represented by arrows in
Figure 4). In order to study the cumulative delay distribution
in node 2, we measure the main parameters in this node for
the conducted simulation, as presented in Table 2.

Based on these parameters and (2), we compute analyt-
ically the service time distribution using Maple, which we
draw in Figure 5. The service time distribution measured via
ns-2 simulation is shown in Figure 6. To demonstrate that the
service time distribution is in power law with B = —log,(p)
(here B = 3.45), as stated in Theorem 2, we draw the equa-
tion Y = aX 34, where a is a constant, and we compare the
two plots. Figure 6 shows that, for T large enough, the service
time distribution and Y have the same power law exponent.

In the same way, we measure the sojourn time distribu-
tion (also called node delay), which we present in Figure 7.
We notice that for T between 4000 and 40000 slots (i.e.,
80 milliseconds to 800 milliseconds), the node delay is in
power law with exponent 1 — B = —2.45, in accordance with
Theorem 4.

0.le—1

0.le -2

0.1le—3

P(W>T)

P(W>T)

0.1

FIGURE 5: Analytic service time distribution.

1F
0.1F
0.01
0.001
0.0001

le — 05 PR | L L Lo L

1000 10000
T (slots)
—— Service time distribution
+ (=345

FIGURE 6: Measured service time distribution.

0.1}

0.001

0.0001 *
1000

T (slots)

—— Node delay distribution
4+ T(-245)

FIGURE 7: Measured node delay distribution.
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(a) Sending rate of 2 pkt/s
TasLE 3: Collision probabilities for each hop of the path. . N — . e
Throughput Per hop collision probabilities % ! 3
2 pkt/s 0.53 0.94 0.19 1.05 1.13
8 pkt/s 1.11 2.28 0.45 5.43 5.75
0.1 ;
Multihop delay measures
. 0.01
Secondly, we consider a randomly generated topology of 50 :
nodes which is depicted in Figure 8. We launch 10 exponen-
tial flows in the network and we measure for each the end-to-
end delay distribution. We run several simulations by varying 0.001

the throughput from 2 to 8 packets per second. We consider
the flow following the five-hop path shown in Figure 8. We
measure the end-to-end delay of this flow as well as collision
probabilities along the path (for each hop). Table 3 summa-
rizes the obtained probabilities.

Figure 9 compares the measured end-to-end delay distri-
bution with theoretical results for sending rates of 2 and 8
packets per second, respectively. According to the analysis of
multihop delay distribution in Section 4, the power law ex-
ponent is equal to 1 + log,(p) such that p corresponds to
the highest collision probability along the path. Referring
to Table 3, the highest collision probability on this path is
0.0113 (1 — B = —5.46) and 0.0575 (1 — B = —3.12) for
traffic rates of 2 and 8 pkt/s, respectively.

Impact of the packet size on the delay distribution

Considering the same scenario as previously, we run sim-
ulations by varying the packet size from 64 to 1000 bytes
as shown in Figure 10. As we notice, for each size, the de-
lay distribution is a power law with slightly different slopes,
which correspond to slightly different collision probabili-
ties. For bigger packets there is an increase in the collision
probability. For example, for packets of 64 bytes the highest
collision probability on the path is 5.5%, while it is equal
to 8.2% for packets of 1000 bytes. In addition, we notice

— Delay ccdf
s Ox(-312)

(b) Sending rate of 8 pkt/s

FIGURE 9: Comparison between end-to-end delay distribution and
the corresponding power law.

that the curves are shifted to larger delay values when the
packet size increases. The shift in the delay distribution cor-
responds to the increase of the factor c(route). In fact, bigger
packets also require longer transmission times on the chan-
nel.

We note that, if the collision probability remains con-
stant, according to (2), (7) bigger packets will only result in a
shifted power law delay distribution with the same slope.

Dependence of the delays on the routers

We also measure the single-hop delay distributions along the
path connecting the source to the destination. Let W;, i =
1-- -5, be the distribution generating function for each hop
and W the end-to-end delay distribution generating func-
tion. We compute the product [ [;_;...; W; and we compare it
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F1Gure 10: Impact of packet size on the delay distribution.

to W. In case the delays are independent within a route, the
above product corresponds to the end-to-end delay distribu-
tion. As shown in Figure 11, the curves representing W and
[1i=1...5 Wi are slightly different which means that there is a
weak dependence between single-hop delays yet it is weaker
when the network is lightly loaded. Notice that even when
the independence assumption is not completely verified, the
delay is still a power law as explained in Section 4.1.

7. DELAY-DISTRIBUTION-BASED ROUTING

As discussed earlier, routes with minimum average end-to-
end delay are not necessarily those which satisfy a delay con-
straint, defined generally as the probability P(W > T') that

—— Delay ccdf
--- “Convolution”
,,,,,, Cx(73.12)

(b) Sending rate of 8 pkt/s

Figure 11: Comparison between the end-to-end distribution and
the convolution of single hop distributions.

the delay W exceeds a maximum acceptable delay T, which
is specified by the application layer. To compute such a prob-
ability, we need to know the delay distribution in every node,
as presented in Section 5, instead of only the average delay.
The problem of delay-distribution-based routing consists in
finding a route that satisfies the application end-to-end delay
requirement P(W > T) < € for a given connection. Mul-
tiple routes satisfying such a delay constraint can be found
in the network, hence a routing algorithm must select one
among them. In this section, we explore two possible direc-
tions. The first direction consists in finding the optimal route
that minimizes P(W > T'). The second direction consists in
finding the shortest route (in hops) that satisfies the require-
ment P(W > T) < €.
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Finding the optimal route

In general, finding the optimal route with respect to a de-
lay distribution is NP hard [7]. But if we stick to the asymp-
totic expression, we can find a polynomial Dijkstra-like al-
gorithm. The problem is to find the route that provides the
best asymptotic expansion of the quantity P(W (route) > T)
when T — 0. By best asymptotic expansion we mean the one
that provides asymptotically the lowest P(W (route) > T).
Since we expect that P(W(route) > T) is asymptotically
equivalent to Y ;croute ¢ T' P (cf. Section 4), the idea con-
sists in minimizing the sum of the leading terms of the one-
hop delay distributions along the route. Hence, the rout-
ing algorithm is effectively a Dijkstra algorithm, where the
weights on the links are ¢* T'~B. Parameters ¢* and B are cal-
culated according to the analysis in Section 4. The weight of
the route is the sum of the weights of the links, and the opti-
mal route is the route that minimizes this sum.

When T is finite, the sum of the weights on a route
gives an approximation of the end-to-end delay distribution
within a factor 1 + O(T-BTOU®)) "according to the asymp-
totic analysis. Since B(route) > 1, the algorithm is optimal
within a factor 1 + O(T1).

Finding the shortest route satisfying the delay constraint

As discussed previously, the shortest route that satisfies the
constraint P(W > T) < € is generally preferable to a much
longer route that minimizes the quantity P(W > T'). More-
over, a major problem due to the use of any dynamic metric
is route fluctuation. However, the proposed routing on the
shortest path that verifies an over-delay ratio constraint pro-
vides more stable routes. In the previous section we described
a polynomial search algorithm which is optimal within a fac-
tor 1 + O(T™!) hence for T sufficiently large the search pro-
vides the optimal route. We showed that delay distribution
routing can be reduced to polynomial routing based on an
additive metric. In the present section we aim to find the
shortest route according to a certain additive metric on links,
that is, the number of hops, which satisfies a given constraint
according to another additive metric, that is, the quantities
c*T'-B,

In general such a multimetric optimization problem, also
called multiconstrained path routing (MCP), is again NP-
hard. In [12], the authors present an overview of some pro-
posed polynomial time approximation algorithms in the case
of 2 metrics, and study the general case of K > 2 metrics.
However, in our particular context, since the first metric can
only take integer values, we can easily solve the problem in
polynomial time with dynamic programming.

We model the network as a weighted graph. We consider
a source node s. We denote by vj, j = 1- - - n, all the nodes
in the network, where v; is the source s. Each link connecting
two nodes (v;, v;) is associated to a weight Wy, which corre-
sponds to the asymptotic probability ¢* T'~B. For each node
v; we define p(i,v;) as the smallest known value according
to the second metric (the sum of the weights w along the
path) of all routes of length i according to the first metric
(hop count) that connect the source node s to node v;. Note

that i < n, since the longest path in the network is at most n
hops.

We describe the algorithm as follows. We initialize all val-
ues p(0,v;), for j = 1 - - nto infinity except for p(0,vi) = 0.
We will compute p(i,v;) for all i, j. For each i > 1 in increas-

ing order, we compute the values p(i,v;), j = L - - - n, using
equation
p(i,vj) = Cemwigj) (pli—1,¢) + wey,), (13)

where N (v;) is the neighborhood of node v; and w,, is the
weight of the link (c, v;). Notice that for all values of i that are
smaller than the distance between s and v; we have p(i,v;) =
0,

The aggregate computational cost of p(i, v;) for all nodes
v; and for a given i is O(m), where m is the total number of
links in the network. Hence, in the worst case, the total time
needed to construct the table p(i,v;) for all possible values
i,j =0---nis O(mn). Once the table has been constructed,
the shortest route to any destination d satisfying the required
delay constraint, corresponds to the route of minimum 7 such
that p(i,d) < €. In case the algorithm computes the route for
one particular destination, the iteration on the route length i
can stop as soon as a feasible route is found.

8. CONCLUSION AND PERSPECTIVES

In this paper, we analyze the delay distribution in 802.11
multihop networks. We demonstrate that for large values of
T the cumulative delay distribution P(W > T) is a power law.
In practice, simulations show that this is true from T equal to
approximately twice the average. The delay distribution for a
specific route can be derived based on MAC-layer as well as
network-layer parameters, hence we present a cross-layer so-
lution for a delay estimation protocol as an extension to the
OLSR routing protocol. Furthermore, the information from
this protocol can be used to compute the route that satisfies
the QoS delay requirements specified by a multimedia appli-
cation. In fact, delay-distribution-based routing is known to
be an NP-hard problem. However, the asymptotic analysis in
power law makes it possible to obtain a polynomial, Dijkstra-
like, algorithm.

It is important to note that the routing algorithm does
not guarantee that the calculated route will satisfy the delay
constraint after launching the new traffic. In case the new
connection has a significant impact on the network condi-
tions, it is necessary to dynamically control the delay, in or-
der to check whether the constraint is still verified. Due to its
proactive nature, the proposed delay estimation protocol al-
lows to compute periodically the end-to-end delay, thus the
routes can be readjusted. Therefore, it is interesting to com-
bine the proposed delay routing algorithms with a mecha-
nism providing dynamic delay control, as well as admission
control when the connection delay requirements cannot be
satisfied. In future work, we intend to implement such mech-
anisms, and subsequently to evaluate the performance of the
proposed routing algorithms in this context.

Another direction for further research is to establish
a link between bandwidth and delay requirements in the
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context of wireless multihop networks. This would permit
an adaptation of bandwidth-QoS routing solutions for delay-
sensitive applications as well. Such a link can be established
using the notion of equivalent bandwidth. In this particular
case the equivalent bandwidth on a given path would corre-
spond to the capacity of the network in transferring pack-
ets which satisfy this delay constraint. In [13], the authors
show how to extend the effective bandwidth concept in order
to provide a general model for a wireless channel in terms
of connection level QoS metrics. It would be interesting to
adapt the proposed model to the considered context of mul-
tihop IEEE 802.11 networks.

APPENDIX

Proof of Theorem 1. We fix L and p and set e™? = C(z) and
denote j(6,k) = P(z,k). We have j(6,k) = ((1 — e7*0)/
k6)f(0)(1 — p + pj(6,2k)), with £(8) = e?(6/(1 — e~?))z".

It is clear that 6 = (1 — 2)C'(1) + O((1 — z)*). We define
g(0) = [Tis1((1 = e7927)/627%). Thus if

%(0,K) = g(k6)j(6, k), (A1)
then v(6,k) = g(2k6)f(0)(1 — p) + pf(6)v(6,2k). And
v(0,k) = (1 = p)/p) Xi=1(f(0)p)'g(2'k0).

It can be proven that function g(0) is analytical and be-
haves like 1 + O(0) when 0 — 0 and converges to zero faster
than any power law when 6 — 0. Let r5(0) be the polyno-
mial of degree | BJ, which is the Taylor expansion of g(9)69
at 0 = 0. Recall that B = —log, p.

Let gg(0) = g(6) — rp(0)e~?. Clearly, gg(0) = O('B1)
when 6 — 0. We have v(0,k) = ug(0) + (1 — p)/
p) Sie1 (£(6)p)igs (2'k6) with

s (6) — (1_—1’) S (F(0)p) rs (2kO)e 2K, (A2)

P i1

Clearly, up(0) is an analytical function with ug(0) = 1 +
0(6). Let va(8,k) = (1 — p)/p) S (£(8)p)iga(27K6). We
will show that up(0,k) = 678vp(0,k) is bounded when
0 — 0. Let hg(6) = 07 8gp(0). We have ug(6,k) = ((1 —
P/P) Sier (F(0))ihp (2KOVKP.

Since f(0) = 1+ O(0), when 8 — 0, we have ug(0,k)
which converges to a(logf) = >, hp(2'k6)kE, the sum be-
ing on all integers i, including the negative integers. The sum
converges because hg(0) = O(6¢) withe = [B]—B and hz(0)
decays faster than any power law. Notice that function a(x)
is periodic of period log2.

Therefore j(0,k) = v(0,k)/g(k@) has asymptotic expan-
sion up(0)/g(k0)+a(log 0)0%+0(68*€). The theorem follows
with a change of variable. O

Proof of Theorem 2. From the previous theorem it comes that
B(z) fits Flajolet-Odlyzko asymptotic conditions [9]. By writ-
ing the function a(log(1 — z)) as a Fourier series a(log(1 —
2)) = Y, an(l — z)?™/1082 and applying Flajolet-Odlyzko
theorems, we have P(S > T) = (WpinC'(1))Ba* (log T) T8 +
O(T-871), where a* is periodic in log T, of period log2:
a*(log(T)) = >, (a,/T(2 — B — 2inn/log2))T?"/log2, ]

Proof of Theorem 3. We substitute the expansion for f(z)
around z = 1, derived in Theorem 1, in the formula for g(z)
given by (6). The theorem follows by using the expansion
around z = 1 in equation w(z) = q(z)f(2). O

Proof of Theorem 4. We use the result of the previous theo-
rem and we apply Flajolet-Odlyzko theorems on w(z). O
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1. INTRODUCTION

With the worldwide diffusion of wireless networks (WLANs,
3G cellular networks), the usage of wireless links for delivery
of video streams is becoming a common practice. However,
unlike wired links, wireless connections suffer from a num-
ber of specific drawbacks, including time-varying behavior,
limited shared bandwidth, noisy medium, and user mobil-
ity. Moreover, the mobility of the user terminals implies the
usage of batteries, and thus the need to limit transmission
power and carefully utilize energy in order to maximize de-
vice lifetime. This aspect is also being considered by well-
known and worldwide diffused standards like IEEE 802.11,
which recently activated working group IEEE 802.11h [1] in
order to address the aspect of power saving.

In this scenario, optimized video transmission involves
at least joint control of source coding parameters (encoded
stream packetization, packet classification), medium access
control procedures (ARQ, forward error correction), and
physical parameters (transmission power, channel sensing).

As a consequence, effective optimization can be achieved
only by means of cross-layering solutions.

Indeed, cross-layering [2] is a well-known design prin-
ciple which was recently proposed to overcome some lim-
itations deriving from the standardized layering paradigm
(such as OSI/OSI reference model) imposing independent
design of protocols at different layers and standardized (and
limited) interactions among adjacent layers. At this point, it
is useful to mention that the authors share most of the cau-
tionary perspective on cross-layering illustrated in [3], and—
as it will be clearly discussed in the remainder of the paper—
mainly aim at providing an analytical framework for evalu-
ating the scenarios and the potential benefits deriving from
the application of such a design principle.

The paper considers application of cross-layering
paradigm to support unequal error protection (UEP) of
video streams. UEP strategies for transmission of progres-
sively coded images and videos have been implemented in
various fashions, as some techniques designed for other
contexts have been adapted to the transmission of embedded
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bitstreams. Data is implicitly sorted by its importance, and
this feature can be directly used for the implementation of
error resilience techniques based on UEP. Traditional equal
error protection (EEP) schemes consider all the data as
having the same importance and assign the same degree of
protection to the whole bitstream. On the other hand, UEP
schemes give more importance, hence more protection, to
the most critical parts of the coded image.

Unequal error protection techniques have been studied
in the past [4] for differentiating protection between differ-
ent layers in traditional layered scalable coding. These meth-
ods, based on techniques such as automatic repeat request
(ARQ) and forward error correction (FEC), can be adapted
to the transmission of embedded bitstreams. Reed-Solomon
codes were used by Natu and Taubman [5] for the protec-
tion of JPEG2000 bitstreams during transmission over wire-
less channels. In [6], channel coding is used for implement-
ing UEP of a JPEG2000 bitstream.

For video transmission, the application of UEP within a
fine-grained scalable (FGS) bitstream was first considered by
van der Schaar and Radha in [7], where the frame-grained
loss protection (FGLP) framework was introduced. Based on
it, Yang et al. [8] proposed a “degressive” protection algo-
rithm (DEP) based on FEC for optimal assignment of protec-
tion redundancy among bit-planes. In [9], Wang et al. stud-
ied the problem of rate-distortion optimized UEP for pro-
gressive FGS (PFGS) over wireless channels using prioritized
FEC for the base layer and enhancement layer. A similar
problem was studied in [10], where the objective was to min-
imize the processing power for PFGS video given bandwidth
and distortion constraints. In [11], a joint FEC and trans-
mission power allocation scheme for layered video transmis-
sion over a multiple user CDMA networks was proposed. In
that work, scalability was achieved using 3D SPIHT (wavelet
based coding). The objective was to minimize the end-to-end
distortion through optimal bit allocation among source lay-
ers and power allocation among different CDMA channels.
The authors in [12] considered jointly adapting the source
bit rate and the transmission power in order to maximize
the performance of a CDMA system subject to a constraint
on the equivalent bandwidth. In that work, an H.263+ codec
was used to generate the layered bitstream. Relevant works
on cross-layering between application and physical layers are
provided by [13], where maximization of end-to-end qual-
ity of service is studied by enabling adaptive modulation and
coding, and [14], where H.264/AVC video is protected by us-
ing turbo codes.

Recent works on the topic of optimization of video deliv-
ery over wireless channels are focused on the usage of em-
bedded video streams (3D-ESCOT) [15, 16], and consid-
ered physical layer protocols are those employed in exist-
ing/next generation wireless networks (CDMA and OFDM).
In [17], UEP, retransmissions, and interleaving are employed
to reduce quality fluctuations in video quality of streaming
scalable video, while in [18], motion-compensated temporal
filtering (MCTF) scalable video coding (SVC) is supported
by two-dimensional channel coding to improve resilience to
channel errors. Preliminary works are also available, related

to the problem of video transport over IP networks, like in
[19], where UEP of video packets is proposed driven by a
rate-distortion optimization principle.

However, a few works are available on video quality
optimization using power control and FEC, such as [20],
where joint coding-power control is employed for optimiza-
tion of video delivery over CDMA cellular network, [21],
where power control and channel coding are jointly em-
ployed to improve performance over wireless channels, and
[22], where the authors introduced the application of cross-
layer optimization between physical/link-layer functionali-
ties (power, FEC) and application stream characteristics (em-
bedded video stream).

In this paper, we analyze the problem of optimized video
transmission over an uplink wireless channel, considering an
architecture which enables to control forward error correc-
tion and transmission power on the basis of channel status
and source information. Basically, the problem of providing
the best possible quality is formulated and solved in order
to derive useful guidelines on the effective benefits and usage
scenarios of cross-layering. The reference coding algorithm
will be MPEG-4 FGS [23], but the process can be applied to
other embedded bitstreams as well. However, one of the main
innovation points of the paper is the analysis of the potential
benefits deriving from the implementation of cross-layering
against standard “layered” approach.

In order to provide a virtual positioning of the work
within the existing state-of-the-art, Table 1 classifies some of
the relevant works presented above in terms of some rele-
vant features. More in details, for each considered paper, the
table illustrates whether it is based on scalable video, FEC,
power control, ARQ (retransmission), rate-distortion model,
and so forth. Only more relevant schemes are considered for
sake of clarity.

More in details, the novel contributions of the paper can
be outlined as follows:

(1) the definition of a suitable framework and an architec-
ture for evaluating the potential benefits of cross-layer
design in embedded video transmission over a wireless
link under energy constraints,

(2) the analysis of the advantages and drawbacks deriv-
ing from cross-layer design rather than maintaining
codec/link-layer independence in video transmission
over wireless links,

(3) the flexibility of the proposed framework in terms of
adaptability to different scenarios (i.e., different mod-
ulations, channel models, codec configurations),

(4) the usage of the rate-distortion characteristics of the
embedded video bitstream, enabling to generalize the
results to more than a specific video sequence (or
codec).

The paper is organized as follows. Section 2 introduces
the considered scenario and describes a possible architecture
for enabling cross-layer interaction. Section 3 provides in-
sight to the characterization of an embedded video stream,
focusing on MPEG-4 FGS mode. Section 4 presents the state-
ment of the problem and proposes an analytical method to
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TaBLE 1: Comparison among relevant state-of-the-art approaches and the work presented in the paper.

Rate-distortion model Video stream scalability Power control FEC ARQ
Reference [8] X FGS X v X
Reference [9] v FGS X v X
Reference [11] X Layered v v X
Reference [17] X Multiple description X v v
References [13, 18] X SVC/Layered X N X
Reference [19] v Adaptive slicing X v X
Reference [14] X H.264/AVC X v X
Reference [20] X JSCC v v X
Reference [21] X Layered v v X
Proposed v Embedded (MPEG-4 FGS for testing) v v X

provide a numerical solution. Results are presented and an-
alyzed in Section 5, while Section 6 draws conclusions and
provides insights on future works on the topic.

2. THE CONSIDERED SCENARIO AND
REFERENCE ARCHITECTURE

The considered scenario is a wireless video sensor network,
where mobile devices equipped with video sensors (e.g.,
PDAs, smart phones) are moving within an area covered
by wireless cells. Each mobile terminal within a wireless cell
needs to transmit a video sequence to a remote control center
or video server located on the Internet (see Figure 1). Mobil-
ity of the terminals implies the usage of batteries and thus
constraints on power consumption in order to maximize the
lifetime of the device.

We are interested in studying the optimal set of param-
eters able to provide satisfactory video quality and proper
energy savings within the single-hop uplink transmission be-
tween the mobile node and the wireless access point. As men-
tioned in Section 1, power control and forward error correc-
tion are considered.

In order to provide the required functionality, an ad-
ditional power control module needs to be implemented
within the wireless interface of the mobile terminal, which
controls the power allocated to each video packet on the ba-
sis of information provided by the MPEG-4 video encoder
and radio MAC/physical modules.

Signal-to-noise ratio (SNR) information is required for
effective power control since it provides an estimate of the
status of the channel. Several works, like [24, 25], discussed
how to properly estimate SNR on a wireless link, for example
on an IEEE 802.11 link. A common assumption is to consider
the link symmetric, implying that SNR observed from either
station on the link is very similar, and thus allowing to use
the SNR of the last ACK frame as an indication of the SNR at
the other side [25]. Therefore, in the following paragraphs we
will assume that SNR information can be directly calculated
at the MAC level.

The resulting cross-layering reference architecture is pre-
sented in Figure 2, where the power control module drives

-—
==

Video storage

Gateway

Wireless access

Camera-equip.
terminal

FiGURE 1: The scenario under consideration.

R-D model MPEG-4
FGS codec
RTP/UDP/
1P
Wireless Link SNR
network
interface

Y

FiGure 2: Block diagram of the main components at the mobile
terminal side.
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the power per frame allocated by the radio interface on the
basis of the link state (Link SNR) and information related
to the visual importance of each video packet in the form of
rate-distortion characteristic of the compressed video (R-D
model). In Figure 2, the wireless network interface represents
the whole network adapter of the device, thus comprising the
physical as well as the link layers—as often encountered in
real implementations.

In the remainder of the paper, the encapsulation of video
data by RTP, UDP, and IP protocols is not considered, since
the modeling and analysis are oriented towards the MAC and
physical level only. Furthermore, no fragmentation of the
video packets produced by MPEG-4 FGS encoder is allowed
at lower levels.

3. CHARACTERIZATION OF THE EMBEDDED
VIDEO STREAM

3.1. Characteristics and model of a progressively
coded bitstream

Multimedia data can be coded with progressive coding tech-
niques. When decoded, the generated bitstreams progres-
sively add enhancement information to the recovered data.
The decoding process can be interrupted at any point, and
the data decoded up to that point can be interpreted as a low-
resolution or low-quality version of the fully decoded data. In
progressively coded bitstreams, there are no distinct layers, as
with traditional layered coding. Indeed, with the traditional
approach, scalability is achieved by coding the data in differ-
ent separate coding layers, starting with the base layer (BL),
which contains basic information, and then generating one
or more enhancement layers (ELs). For decoding, the BL is
needed before the first EL can be decoded and so on. In pro-
gressive coding, scalability is achieved though direct trunca-
tion of the bitstream. This approach differs from traditional
layered methods for video scalability because of its capability
to achieve a smooth transition between different bit rates.

In the context of rate control, progressively coded bit-
streams can be used for obtaining fine granularity data rep-
resentations at lower bit rates, since such bitstreams have the
property of allowing different spatial/quality resolutions de-
pending on the amount of data being transmitted and de-
coded.

The most popular progressive coding implementations
are based on wavelet transforms and/or bit-plane coding.
These techniques enable the progressive coding of images,
video, and even audio data. For example, for image coding,
wavelet-based coding techniques, like those used in SPHIT
[26] and EBCOT [27], can be used. These techniques dif-
fer on how the compression is achieved, but all of them
can generate progressively coded bitstreams. In particular,
wavelet transform is used by the newest image compres-
sion standard, JPEG2000 [28, 29], which is based on the
EBCOT paradigm. JPEG2000 not only delivers a state-of-
the-art compression performance, but is also flexible to ac-
commodate tools for the implementation of region of inter-
est (Rol) coding, perception-based quality optimization, and
quality layers.

Wavelets can be further used in video compression. For
example, 3D wavelet coding schemes, such as 3D SPHIT [30],
can be used in obtaining embedded bitstreams of video data.
These techniques group together a sequence of frames and
apply the 3D wavelet transform to them, eventually allowing
both temporal and quality scalabilities.

Another important approach is represented by the fine
granular scalability (FGS), as included in the streaming pro-
file of the MPEG-4 standard [23, 31], that uses a mixed im-
plementation of layered scalability and bit-plane coding for
obtaining two layers, a BL with essential information about
the sequence, and a progressively coded EL that adds infor-
mation and detail to the BL.

Due to its structure, the EL can be truncated at any point
and still be used to add information to the decoded BL. The
inherent scalability and flexibility of FGS enable complex-
ity scalability and easy resource adaptation depending on
the capabilities of video devices. Thus, FGS is suitable for
video conferencing and video multicasting. An interesting
overview of applications enabled by FGS technology is given
in [32].

Due to the many applications of the various forms of
scalability, the joint video team (JVT) composed by ITU-T
and ISO/IEC experts groups is currently working towards a
scalable extension of the H.264/MPEG4-AVC [33]. The cur-
rent reference model, commonly known as scalable video
coding (SVC), includes both fine grain SNR (quality) scal-
ability (FGS) and coarse grain SNR (CGS) scalability modes.
SVC has obtained the important result of successfully ad-
dressing the problem of coding efficiency reduction, a typical
issue of previous scalability schemes such as MPEG-4. Even
if scalable codes have been heavily criticized in the past for
such reason, the advent of SVC gives to scalable coding a new
perspective, and it is not unreasonable to expect an increase
of efficiency from future developments.

For the purpose of our discussion, we consider a generic
embedded coded bitstream with a set of truncation points.
We separately consider the data added between a given trun-
cation point and the subsequent truncation point, and define
in this way different coding layers. Embedded bitstreams are
constructed in such a way that data in one point of the bit-
stream is strictly dependent on preceding data. As a conse-
quence, the incorrect reception of one layer (preceding data)
affects the decoding of all the information added by the sub-
sequent ones.

For sake of simplicity, we assume that layer zero or base
layer (see Section 3.2), which contains the most important
information (such as header information for images or basic
frame information for video), together with a small amount
of data, is always received correctly. This can be possibly
achieved by strong protection of such layer, for example, im-
plementing an automatic repeat request (ARQ) scheme, or
by transmitting BL data during the negotiation phase at the
beginning of a video transmission transaction.

Under this hypothesis, we can compute the average dis-
tortion in the reconstructed data by considering the contri-
butions of each single layer. If we consider an additive dis-
tortion metric, such as the mean-squared error (MSE), the
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FIGURE 3: Example of rate control applied to FGS bitstream.

distortion associated with the reconstructed data can be ex-
pressed as follows:

L 1
D=Dy—E[Al =Dy - > [[(1=pi) - A, (1)

I=1i=1

where Dy is the distortion incurred if only layer zero is re-
ceived, E[A] is the mean distortion reduction due to the re-
ception of L layers, p; is the probability of loss for the /th layer,
and A, is the distortion reduction due to the reception of the
Ith layer.

From (1), we notice that lower-numbered layers have
greater importance than higher ones, thus the transmis-
sion of each layer critically depends on its position in
the bitstream. Stronger protection of the lower layers be-
comes therefore essential, and as a natural consequence it is
straightforward to combine this multilayered approach with
a UEP scheme for achieving improved quality of the received
video.

3.2. Progressive scalability in MPEG4

In MPEG-4 FGS, the BL behaves as a standard baseline
MPEG-4 compressed bitstream, while the EL is obtained by
encoding the difference between the BL and the original se-
quence. Fine granular scalability is provided by the EL, since
residual data is block-encoded and the DCT coefficients are
bit-plane coded, thus generating an embedded bitstream.
Since the EL encoded data is transmitted starting from the
most significant bit-plane (MSBP) to the least significant bit-
plane (LSBP), a truncated EL bitstream (Figure 3) can still be
used for improving, together with the BL, the reconstruction
quality of the video sequence.

If the individual bit-planes are considered, the contri-
bution given to the quality of the decoded sequence by the
data encoded in the EL bitstream decreases as we move from
the most significant bit-plane (MSBP) to the least signifi-
cant one (LSBP). At the same time, data from MSBP is eas-
ier to compress, since it is more correlated than data from
the LSBP. This aspect is shown in the characteristic rate-
distortion (R-D) curve (Figure 5). Typically, the most signif-
icant bit-plane (BP1) is the smallest in size (i.e., it requires
the smallest number of bits), and bit-plane size significantly
increases from the most significant to the least significant bit-
plane. In Figure 4, the average size of the different bit-planes

Average bit-plane size (MB)

0 -
BL BP=1 BP=2 BP=3

Bit-plane

BP=4 BP=5 BP=6

—O— Foreman
-<- Salesman

--¢-- Carphone
-9~ Akiyo

FIGURE 4: Average size of the bit-planes for the various QCIF refer-
ence sequences.

is plot for various reference sequences (BL is encoded with a
bit rate of 14 Kbps). More details on the R-D curve are given
in Section 3.3.

By taking advantage of the structure of MPEG-4 FGS
coding, we can implement a prioritized UEP scheme for the
EL packet [7]. This approach is possible mainly for two rea-
sons. First, it is not possible to decode the data of a bit-plane
without decoding the preceding bit-planes. Second, the data
of the MSBP also carries more (perceptually relevant) infor-
mation with respect to the LSBP.

The highest level of protection can be given to the MSBP,
gradually reducing the protection as the bit-planes become
(perceptually) less significant. This coding approach can sim-
plify rate control algorithms implementation and can be
used in combination with unequal error protection policies
(7, 34].

3.3. Rate-distortion model of the FGS bitstream

Working with an operational rate-distortion (ORD) model,
that is, measuring the distortion for each packet, is typically a
computationally intensive task. A workaround to this prob-
lem is to use a rate-distortion (R-D) model of the EL based
on the statistics collected during the encoding phase. The
rate-distortion model can be derived either from empirical
considerations or from analytical calculations. An interesting
analysis of the FGS EL layer is given by Loguinov and Radha
n [35], where also a distortion model is defined.

In this work, we utilize experimental measurements to
construct an R-D curve. Based on them, the R-D model is
built using a piecewise linear curve (linear within each bit-
plane) [36, 37]. This is reasonable if we assume the statisti-
cal properties uniform within a single bit-plane and consider
the fact that inside a bit-plane the distortion improves grad-
ually by adding bit-plane information one MB at a time. R-D
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data measured for each BP is shown in Figure 5 for different
video sequences. As it can be seen, they validate quite well the
linear-within-a-bit-plane model. The actual R-D data and
the linear R-D model are both utilized by the energy allo-
cation algorithm, to be described later, resulting in the re-
constructed video of the quality shown in Figure 6. As it can
be observed, the quality resulting from the two R-D models
is almost indistinguishable. It is worthwhile to be mentioned
here that the R-D data can be easily calculated also in the fre-
quency domain, as highlighted in [38].

4. MODELING AND ANALYZING THE PROBLEM
4.1. The general framework

For simplicity, we consider transmitting each layer in a sin-
gle link-layer packet. This assumption is not limiting, as it
is possible to consider layer fragmentation in multiple link-
layer packets just evaluating the distortion contribution of
each portion of data in a way similar to the one described
in Section 3.3. Since the design objective is to limit the en-
ergy consumption within a predetermined budget, we as-
sume that the transmission power can be controlled at packet
level. Unequal error protection can then be achieved by ad-
justing the transmission power used by each packet.

Link-layer retransmissions, which are a common strategy
to improve reliability of communication on wireless links, are
not considered, mainly for two reasons.

(1) Retransmissions introduce additional delay in data de-
livery, which is not controllable. As a consequence, de-
layed packets could be received “too late” and there-
fore become unusable, thus introducing serious power
waste.

(2) The cost for retransmitting a packet multiplies the
power consumption related to each packet. Since the
goal is to minimize power consumption (or maximize
battery lifetime), a single packet retransmission would
double power consumption, while a lower increase in
the transmission power could bring more benefits in
terms of probability of correct reception.

Based on the hypothesis described above, the problem
of transmitting a bitstream of compressed multimedia data
with minimum end-to-end distortion D, given a limited en-
ergy budget, can be formulated as follows:

L
n})inD, s.t. Eiot = Z

1
I=1

B; - P
R b

(2)

where R is the channel rate, L the total number of transmitted
packets (or layers), B; and P; are the size in bits and the power
assigned to the Ith packet, respectively, and E; the available
total energy. The number of packets L is related to the bit
budget. Indeed, given a bit rate R and the desired maximum
transmission time T, the bit budget must equal T - R. In case
of equal size packets, L is given by T - R divided by the packet
size B.

The problem can be solved using the Lagrangian relax-
ation method. By introducing the Lagrange multiplier, A, (2)
can be converted into the following unconstrained problem:

1
oy =i o= 211000 -2

where ] is the resulting cost function.



Fabrizio Granelli et al.

Since the average transmission power used by a modu-
lation scheme directly affects the probability of packet loss,
we can represent the relationship between the loss probabil-
ity p; of the Ith packet and the transmission power P; with a
function g, such that p; = g(P;). We assume that such rela-
tionship is known at the transmitter, defined using an ana-
lytical model of the wireless channel or through actual mea-
surements.

The necessary condition for an optimum point of the cost
function J is that its first derivative with respect to P;, with
j=1,...,L,is null. The first derivative of the cost function J
with respect to Py can be written as

I T, By

Setting it equal to zero and rearranging terms, it is possi-
ble to derive the following expressions, for p; # 1:

-1
n(lipi)zl'f(PL)BLaAL)) (5)
i=1

where

B (op)!
f(PL,BL,AL)——R_AL -<8PL> . (6)

From (5), we can obtain the expression

j L-1
1—[ l_Pl A'f(PL,BL,AL) ) 1_[ (l_Ph)71>
i=1 h=j+1
forj=1,...,L—-2.
(7)

The first derivative of the cost function J with respect to
Pj can be written, for p; # 1 and i < L, as

o _ 9
oP;  OP;

L B
1_2(“ 1Pl>-AI+AR’:

=)
(8)

Substituting expressions (7) into (8), we obtain, for j < L,

I _%i

oP; oP;
L-1 L1 B

“(1-pj) [Z [)t f(Pr,Br,Ar) - 1_[ (1-pn) }
I=j h=jtl
A (1p1) - f(P) - AL]
B;
+A- E =0,

)

or

i:,\ ap] . .
an 8P- (l—p]‘)

[i ﬁ (1—pn)

AL+ 'AL:| (10)
I=j+1 h=j+1

+B 0.
2=

By substituting f (P, Br, Ar) from (6) into (9) and elim-
inating A, we obtain

_opj ) opr
~op; (L=pj) "R-AL (aPL>

[i ﬁ (1= pn)

I=j+1 h=j+1

~(1-p1)

. B;
'A1_1+'AL +E:0.

(11)

After some simple manipulations, we obtain, for j < L,

= (%)_ -(1-p1) "By (12)
L L o Ay
13 [fro-mr]- 500
I=j+1 L h=1 L

In the last expression, the left-hand side represents the
information related to the jth packet, and it depends on the
power of its subsequent packets, (j + 1)th to Lth. This closed
form expression will be used later, in combination with the
channel model, for calculating the optimal energy distribu-
tion.

Following a similar approach, it is possible to formulate
and solve the dual problem, that is, how to transmit the bit-
stream by minimizing the transmission energy E, subject to
a distortion constraint. This problem can be formulated as
follows:

L
min{ZBl -Pl}, s.t. Dot = Dy — E[A], (13)
1

where Dy is the maximum acceptable distortion for the
frame. Again, the optimal power assignment must satisfy the
same relationship given by (12). The dual problem presented
here is useful for applications in which a desired level of vi-
sual quality must be maintained using the least amount of
energy.
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4.2. AWGN channel model

In this section, we consider the transmission of the embed-
ded bitstream through a channel with additive white Gaus-
sian noise (AWGN) by using different digital modulation
schemes. Such channel model is considered for its simplic-
ity, even if any channel (multipath, indoor, outdoor) can be
considered—given that it is possible to derive the relation-
ship between energy (or power) and probability of error per
bit. Moreover, it was demonstrated that AWGN model can
be used also in case of CDMA modulation, under specific
hypothesis [39].

Since most link-layer protocols discard packets contain-
ing errors, from the application point-of-view we can assume
that generally the probability of packet loss can be written as
the probability of losing at least one bit:

pi=1-(1-¢)", (14)

where ¢ is the bit-error probability, which depends on the
adopted modulation scheme.

Well-known results from the communication theory [40]
provide a relationship between ¢ and the transmission pa-
rameters for different modulations. For the BPSK modula-
tion, for example, ¢ is given by

£ = Q(,/Z - yh), withyy, = %, (15)

where Ej, is the bit energy, Ny the noise power per Hz; and
the function Q(x) is given by:

Qx) = Lm J% e gy, (16)

Generalizing, for several digital modulation schemes, the
bit-error probability can be written as

e=a- QT ), (17)

where the values of a and « for different modulations are
summarized in Table 2.
Equation (12) can then be expressed as

Ei [E . (@ ED/(2-No)
(x - — - - e
No b

L
= (1 ~a- Q( a- f}”)) \JEL - ela BN
0

1-a-Q

,Bh

L L h
1+ S [|1-a-qf a2 A

I=j+1 h=1 No AL
(18)

The minimization problem can be solved by finding the
value of E% that satisfies the energy constraint. Since it is not
possible to provide an analytical closed form solution to the
problem, a numerical method is used.

TaBLE 2: Parameters a, «, and the spectral efficiency r,/Br for dif-
ferent modulations.

Modulation a fod /Bt
FSK 1 1 1
BPSK; PSK 1 2 1
MSK; QAM; QPSK 1 2 2

Once the energy levels for each packet are known, the
packet transmission power for packet j can be calculated us-
ing the following relationship:

Pj=E}-R (19)

4.3. Power control with forward error correction

During video transmission, for increasing the protection of
the information stored in the packets, it is possible to add
redundancy bits by employing a forward error correction
(FEC) code. This operation, usually performed at MAC level
in building the MAC frame, enables to recover a given per-
centage of transmission errors without requiring interaction
between the sender and the receiver.

In this section, we address the problem of power control
in presence of FEC for optimizing video streams delivery, and
analyze the performance of the system in different scenarios.
Optimal energy distribution is jointly employed with error
correction schemes in order to achieve optimal nonuniform
error protection using different modulation schemes. More-
over, the analytical formulation of the proposed framework
can be used for estimating the degree of protection offered
by power control and FEC, as well as the system sensitivity to
the parameters setup. In the remainder of the paper, we will
assume that FEC code rate is fixed for all the EL packets—
modeling a fixed frame check sequence (FCS) field which is
quite common in wireless networks.

A well-known FEC code is the Reed-Solomon code [41],
which divides the codeword in m-bit symbols. By its defini-
tion, an RS(#, k) code with a codeword of n symbols and k
symbols of data can correct up to t = (n — k)/2 symbols er-
rors. A symbol represents a sequence of bits, considered as a
single “block of information” for the purpose of application
of the FEC code.

The probability of packet loss deriving from the employ-
ment of an FEC strategy can then be written as the probabil-
ity of receiving more than ¢ uncorrect symbols, that is,

t
n ; —i
PZI_Z(I-> 'Péymboll (1_Psymbol)n 1) (20)
i=0
where Pgympol is the error probability for a symbol of m bits,
and depends on the bit-error rate ¢ in the following way:
Psymbol =1- (1 - s)m. (21)

The term ¢ is the bit-error probability, and depends on
the employed modulation parameters and the characteristics
of the transmission channel, as described in Section 4.2.
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Ficure 7: Foreman QCIF sequence, frame 10, equal-size packets: (a) total energy Ei (J) and (b) frame distortion (MSE) (dB) versus the
power of the last packet, P;, (W). In (a), the dotted line represents the energy budget.

4.4. Solution for AWGN channel model

As a consequence of the introduction of the FEC schemes,
(8) can then be expressed as in the following formula:

E) - eEra/2No (1 - g))' ™" (1= p))

n i —i—-1 .
Z;:O <1> ' P;yrilbol,j ) (1 - Pstbol,j)n . (l -n- Psymbol,j)
\/Ei e EE @/ No) L (1-g )" (1-py)

n i —i—1 .
Zf:o (l) : P;linbol,L " (l_Psymbol,L)n o (l—l’l " PSymbol,L)

: [ i ﬁ (1—pn) " - %4—1].

bl L

(22)

The minimization problem can be solved by finding
the value of Ej that satisfies the energy constraint. Indeed,
(22) allows to compute the energy to be assigned to the

packet j, Ej, from those assigned to the subsequent packets

{E{,H,...,Eé}. Starting from a given Eé, we can then com-
pute the optimal energy distribution {E},...,E} to be as-
signed to the packets and the energy budget required for
transmitting them.

It is possible then to use (12) to construct a curve
Epudget = f (Eé) that extrapolates the relationship between
the energy budget and the optimal choice of Ex.

A numerical algorithm (e.g., the bisection method) can
be used to find the value of Ef, and thus the optimal energy
distribution {E},..., E}}, that satisfies the energy constraint.
In the case that a solution with E} greater than zero does
not exist, the solution of the minimization problem must be
searched using L’ = L — 1 packets.

Once the energy levels for each packet are known, the
transmission power for the jth packet can be calculated as

pP; = Ei - R. An example of the numerical approach described
above is presented in Figure 7.

5. RESULTS

A number of experiments have been run simulating the
transmission of various sequences. Results presented in this
section are obtained by simulating the transmission of the
QCIF test sequence foreman, with a frame rate of 10 fps,
noise power Ny of 107> W/Hz, and By = 200 KHz, unless
otherwise stated. The sequence is encoded with the MPEG-
4 FGS algorithm, setting a fixed bit rate of 14 Kbps for the
BL. Packet size is fixed (100 bytes). The maximum number
of transmitted EL packets, L, is calculated based on the video
frame rate and the available bit rate r,. The value of r;, de-
pends on the transmission bandwidth Br and the spectral
efficiency of the adopted modulation scheme (Table 2), ac-
cording to the equation

O = —

By (bps/Hz). (23)

Figure 8 presents the results achieved by the proposed
optimization approach as compared with equal energy dis-
tribution among the packets, in the case of BPSK modu-
lation, for four different test sequences: foreman, carphone,
salesman, and akiyo. The employed performance metric is
the peak signal-to-noise ratio (PSNR) at the video decoder,
as is usual in video transmission schemes. The proposed so-
lution provides a relevant advantage in error-prone situa-
tions, while for an energy value Ei higher than (approxi-
mately) 0.5 Joule the performance is similar to equal energy
distribution—due to the good performance of the employed
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FIGURE 8: Performance comparison between the proposed approach and equal energy distribution (BPSK modulation, RS(160,100), By =
200 KHz). Test sequences are: (a) foreman, (b) carphone, (c) salesman, (d) akiyo.

modulation and FEC code. In error-prone situations, the op-
timal algorithm prefers not to send the less important pack-
ets allowing a higher energy protection of the remaining bit-
stream. This consideration remains valid for all considered
test sequences.

This behavior is highlighted for the foreman sequence in
Figure 9, where a detail on the performance contribution in
terms of visual quality is shown for different choices of L.

The impact of different levels of error protection (dif-
ferent FEC code rates) is presented in Figure 10, where the
PSNR is plot against the total available energy for two codes

with different correction capabilities. Clearly, it is possible to
achieve better performance in error-prone scenarios by using
a stronger code, at the expense of a lower performance if the
channel conditions improve.

Figure 11 summarizes the obtained results for the trans-
mission of a sequence using different modulation schemes
(BPSK, MSK, FSK). BPSK achieves better performance than
FSK, while MSK provides a higher spectral efficiency, thus
allowing transmission of a higher portion of the EL bit-
stream. Figure 12 demonstrates that the joint employment of
FEC codes and power control improves the robustness of the
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FIGURE 9: Performance comparison between the proposed ap-
proach and equal energy distribution (BPSK modulation,
RS(160,100), By = 200KHz). Incremental PSNR contribution for
each received packet beyond the BL is represented.
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F1GURE 10: Performance of the proposed approach and equal energy
distribution for different RS codes: RS(110,100) and RS(160,100)
(BPSK, By = 200 KHz).

video stream. On the other hand, equal energy distribution
is characterized by a step-like behavior, making it very sen-
sitive to changing channel conditions—especially if FEC is
employed.

Finally, Figure 13 summarizes the obtained results, com-
paring the considered cross-layering approach (UEP) with
equal energy distribution (EEP). This allows us to conclude
that there is a relevant advantage in the employment of

BL+EL@400 Kbps

44 |

PSNR (dB)

0.5 1 1.5 2 2.5
Energy budget for enhancement layer, Eo; (J)

—— MSK optimal
-=-= MSK equal energy
—o— FSK optimal

--o- FSK equal energy
—0— BPSK optimal
-<0- BPSK equal energy

Figure 11: Comparison among different modulation schemes
(BPSK, FSK, and MSK) in terms of PSNR at the receiver
(RS(110,100), By = 200 KHz).

40 rBL+EL without FEC

PSNR (dB)

Base layer only

0.5 1 1.5 2 2.5 3
Energy budget for enhancement layer, Eo (J)

—— Optimal no FEC
""" Equal energy no FEC

—— Optimalt =5
--0- Equal energy t = 5

FIGURE 12: Performance improvement deriving by the introduction
of RS(110,100) code (BPSK, By = 200 KHz).

optimized power control and forward error correction—
especially when the available energy budget is limited, while
above a certain level of available transmission resources
transmission is reliable and thus unequal protection (and
cross-layering) is less valuable. Moreover, the introduction of
FEC makes the performance more sensitive to the available
power, and as a consequence requires reliable estimation of
the state of the channel.
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F1GURE 13: PSNR performance of cross-layer UEP (a) and improvement against EEP (b) versus energy budget and code correction capability
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FIGURE 14: Performance gain of cross-layer UEP against EEP for MSK (a) and BPSK (b) modulations.

Summarizing, from the analysis of our model we con-
clude that cross-layering oriented towards unequal error pro-
tection can provide a relevant performance gain, especially
for limited availability of transmission resources (energy
budget lower than 2 Joules in Figure 13) or in the case of
a very noisy channel. In particular, interaction between the
video encoder and power control is advisable for power-
constrained devices, while FEC should be considered more
carefully since it is making the system more sensitive to chan-
nel conditions, even if it could provide additional power sav-
ing. This aspect is further illustrated in Figure 14(a), which
represents a different view of the graph in Figure 13(b).
Figure 14(b) underlines that similar behavior holds for other
modulations as well (BPSK in particular).

Finally, Figure 15 provides a comparison among differ-
ent modulation schemes (FSK, MSK, and BPSK) in terms of

energy spent against maximum achievable PSNR gain. The
curves are plot for different correction capabilities of the code
(). The graph clearly outlines that maximum power savings
is achieved by using BPSK (providing the optimal parame-
ter settings, as well), while the highest gain (more than 7 dB
against EEP, more than 3 dB against BPSK) derives by the em-
ployment of MSK at the expense of a slightly higher energy
consumption.

As a final remark regarding the possible implementation
of a system supporting the proposed cross-layered architec-
ture, the complexity of the devices will need to be increased
(with reference to the fully layered architecture) mainly to
support interaction between the source encoder and the link
and physical layer protocols, in order to enable information
exchange. The process of optimization does not severely im-
pact on the complexity of the resource-constrained video
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FIGURE 15: Relationship between PSNR gain of cross-layer UEP
strategy against EEP and available energy budget.

device, since having a suitable R-D model of the video source
(which is likely, i.e., in the case of surveillance applications)
the whole process can be performed offline and then allow
adaptive power and FEC allocation on the basis of a simple
lookup table for each EL packet.

6. CONCLUSIONS AND FUTURE WORK

Cross-layering is an interesting design paradigm, recently
proposed to overcome the limitations deriving from the
ISO/OSI layering principle in order to improve performance
of communications in specific scenarios, such as wireless
multimedia communications. However, most available so-
lutions are based on empirical reasoning, and do not pro-
vide a theoretic background supporting such approaches.
The paper provides an analytical framework for the study of
single-hop embedded video delivery over a wireless link, en-
abling the study of cross-layer interactions for performance
optimization using power control and FEC and providing
a useful tool for determining the potential benefits of such
architecture. From analysis of the achieved results, the fol-
lowing remarks can be derived: (i) cross-layering is neces-
sary to allow video transmission in presence of limited trans-
mission resources (bandwidth, power); (ii) introduction of
FEC codes brings relevant performance gains, but perfor-
mance becomes more sensitive to available energy budget;
(iii) adaptation of transmission power and FEC based on R-
D model provides more benefits than independent usage of
power control or FEC, supporting a wider range in terms of
energy budget.

Future work will deal with the analysis of more complex
scenarios (such as in presence of link-layer retransmissions,
multihop communication) and with the investigation on the
definition of an end-to-end R-D model for multihop video
transmission.
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1. INTRODUCTION

There have been considerable interests in selforganizing, fast
deployable wireless ad hoc networks within both academic
society [1, 2] and industry [3]. Since these networks con-
sist of a group of battery operated wireless devices, they are
ideal for providing instantaneous wireless services without
deploying access points or wired infrastructure. On the other
hand, limited battery lifetime greatly affects the usefulness
of wireless ad hoc networks. Therefore, it is of great impor-
tance to develop energy-efficient communication techniques
for such networks. Recently, there have been substantial re-
search efforts in developing energy-efficient routing proto-
cols for wireless ad hoc networks (see, e.g., [4-9]). The basic
idea of these energy-efficient routing protocols is to integrate
energy metrics into the route search or maintenance pro-
cess. While saving considerable amount of energy compared
to traditional routing protocols, these energy-aware routing
algorithms become more complex and very difficult to im-
plement. Decoupling routing algorithms and other add-on fea-
tures, for example, energy saving in our case, is of great impor-
tance from the point of view of protocol engineering and has
become a broadly accepted industrial practice.

In this paper, we follow the above philosophy to improve
energy efficiency of wireless ad hoc networks. Our objective
is to develop energy-efficient configuration algorithms for a

multihop path that has been obtained through traditional
routing protocols. The rationale behind this approach is that
if the path obtained is not properly configured, the battery
energy at some intermediate nodes may be quickly depleted
and the whole path becomes unusable. The resulting route
recovery operations [10, 11] will lead to extra energy cost for
the whole network. In addition, since the path configuration
is decoupled with any routing protocols or transport layer
protocols, it can serve as an add-on feature to existing rout-
ing or transport protocols with low implementation complexity.
Specifically, we consider a multihop path with hop-by-hop
automatic repeat request (ARQ) mechanism. With hop-by-
hop ARQ, a data packet must be acknowledged in the cur-
rent hop before it could be transmitted over the next hop.
Otherwise, packet retransmission occurs. Traditionally, this
transmission/retransmission process is continued until ei-
ther the packet arrives at the destination node correctly or the
packet is dropped because the maximum number of allowed
retransmissions is exceeded for that packet. This retransmis-
sion limit usually stems from the delay constraint of the data
traffic, especially those generated by voice and/or video ap-
plications (in this work, we focus on the transmission delay
while assume queuing delay due to multiple flow has been
subtracted from the total delay budget). Obviously, this best-
effort transmission strategy will lead to the best end-to-end
path reliability, that is, the lowest packet loss rate. The energy
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cost for packet delivery with this strategy, however, will be
large. Moreover, we can intuitively expect that if the num-
ber of retransmissions performed over an intermediate hop
is large, the probability that the packet can successfully reach
its final destination within the delay constraint will be small.
It will be more energy efficient if we drop the packets im-
mediately when the probability for the packet to reach its ul-
timate destination within a given delay constraint becomes
very small.

With this observation in mind, we propose an energy-
efficient hop-by-hop retransmission strategy for multiple-
hop transmission. In particular, we allocate each hop along
the path of a number of permitted retransmissions in ad-
vance.! If the number of performed retransmissions over a
hop reaches its prespecified limit, then the transmitting node
of that hop will drop the packet. To determine the number
of allowed retransmissions for each hop as well as select the
transmitting power for each transmitting node, we formu-
late optimization problems which take into account the de-
lay constraint of the data packets, the channel quality of each
hop, and the available energy supply of each transmitting
node. These optimization problems are solved at the desti-
nation node where the channel quality and energy resource
information of each hop have been collected during the route
discovery process and the solution are then used to configure
the multihop path.

Specifically, we develop two path configuration algo-
rithms. The first algorithm, termed as minimum-energy con-
figuration, targets at reducing the average energy consump-
tion per packet delivery over the multihop path. We show
through numerical examples that the minimum-energy algo-
rithm can save considerable energy for packet delivery, com-
pared with the traditional best-effort retransmission strategy,
while guaranteeing a given quality of service (QoS) level in
terms of the packet delivery ratio within a given delay con-
straint. While the minimum-energy configuration can re-
duce the average energy cost per packet transmission, it does
not take into account the available energy resources of in-
termediate nodes along the path. We then develop another
path configuration algorithm, termed as maximum-lifetime
configuration, that tries to extends the lifetime of the multi-
hop path by taking into consideration both the link quality of
each hop and the battery resource of the transmitting nodes.
Numerical examples also show that the maximum-lifetime
configuration algorithm can prolong the lifetime of the mul-
tihop path at the cost of slightly increased average power
consumption per packet delivery, compared to minimum-
energy path configuration.

The rest of the paper is organized as follows. Section 2
introduces the system and channel model under considera-
tion. In Section 3, we study the packet delivery ratio and av-
erage energy consumption with the best-effort transmission

1 Alternatively, we can set a limit for the total number of allowed retrans-
missions up to the current hop. In this case, the packet dropping decision
will depend on the number of retransmissions performed in the previous
hops, which will lead to a more complicated configuration algorithm and
will be addressed in a different paper.

strategy as a benchmark. In Section 4, the minimum-energy
configuration problem is formulated and solved. The opti-
mization problem for the maximum-lifetime configuration
is then presented in Section 5. Selected numerical example
is presented and discussed in Section 6. In Section 7, we ex-
plain in detail how to incorporate our path configuration al-
gorithms with existing routing/transport protocols. Finally,
we conclude the paper in Section 8.

2. SYSTEM AND CHANNEL MODELS
2.1. Multihop path with fading

We consider a multihop path obtained via a certain routing
protocol, where there are L hops between the source node, S,
and the destination node, D. Let Ry denote the kth interme-
diate node for k = 1,...,L — 1. We can represent the ith hop
as R;_1R;, 1 < i < L, with the notation Ry = Sand R; = D.
The radio link for each hop is assumed to be subject to inde-
pendent Rayleigh block fading. In particular, the amplitude
of the fading signal during a packet transmission can be con-
sidered constant and varies independently for the next trans-
mission. The cumulative distribution function (CDF) P),(x)
of the instantaneous received signal-to-noise ratio (SNR) y;
at R; for the ith hop is given by

Pyl(x)=1—exp<—§>, (1)

i

where 7, is the average received SNR of the ith hop, which is
proportional to the transmitting power of the transmitting
node R;_;, denoted by p;. Specifically, we have y, = G; - p,
where G; is a parameter depending on the antenna gain, the
distance between the two nodes, and the shadowing effect,
and so forth. We assume that G; remains constant for the
time duration of interest. We also assume that each transmit-
ting node can select its transmitting power within the range
of (0, pmax ], where pmay is the common maximum transmit-
ting power for all transmitting nodes.

The packet error rate over a radio hop is in general a com-
plex function of the instantaneous received SNR of that hop.
Simultaneous transmission over other hops will also cause
interference to current hop. Note that since nodes cannot si-
multaneously transmit and receive packets, interference will
only come from nonneighboring hops and therefore is small.
In this paper, we treat the interference from other hops as
background noise and approximate the packet error rate for
the ith hop with the probability that the instantaneous re-
ceived SNR y; is smaller than a fixed threshold yr [12-14].
Mathematically, the packet error probability of the ith hop
Ri_1R;, 1 < i < L, denoted by P;, is approximated by

Giy-Tpi>' )

P; =Py (yr) =1—exp<—

Note that the above equation associates the packet error rate
for the ith hop with the transmitting power of its transmit-
ting node R;_;.
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2.2. Hop-by-hop ARQ for delay sensitive traffics

We assume that the multihop path employs hop-by-hop
ARQ mechanism. With hop-by-hop ARQ, the transmitting
node of a certain hop waits for a positive acknowledgment
before advancing to the transmission of the next data packet.
If the positive acknowledgment is not received within a given
threshold time, the transmitting node will retransmit the
packet until the packet is positively acknowledged. Then the
next node along the path will transmit the packet to the sub-
sequent nodes in the same fashion. Traditionally, this pro-
cess is continued until either the packet arrives at the desti-
nation correctly or the packet is dropped because the maxi-
mum number of allowed retransmissions is exceeded for that
packet. This retransmission limit usually stems from the de-
lay constraint of the data traffic, especially those generated by
voice and/or video applications. In this paper, we propose to
optimally select the retransmission limit as well as the trans-
mitting power for each hop for energy saving purpose.

We consider the transmission of delay sensitive traffic
over the multihop radio path. More specifically, the traffic
has the QoS requirement that packets must be delivered to
the destination node without error within Tp seconds with
a required probability Prq. Note that we focus on the al-
lowed transmission delay while assume queuing delay due to
multiple flow has been taken into account during the rout-
ing process and subtracted from the total delay budget. The
common round-trip time of each individual hop is assumed
to be T and, as such, the total number of allowed trans-
missions/retransmissions? is N = | Tp/Tr]. The QoS re-
quirement for the traffic can then be rephrased as follows:
the packets must arrive at the destination correctly within
N total transmission/retransmissions, or equivalently within
N — L retransmissions, with the probability of Prq. Finally,
while there may be multiple packet traveling along the path
at the same time, we ignore the interference between differ-
ent packet transmissions. Note that if a node cannot transmit
and receive at the same time, simultaneous transmission on
adjacent hops will not occur.

3. ANALYSIS ON UNCONFIGURED BEST-EFFORT
TRANSMISSION

In this section, we consider the best-effort transmission strat-
egy for packet transmission over a multihop path. With best-
effort transmission, every node along the path tries to deliver
the packet to the next node without error by performing as
many retransmissions as necessary with maximum transmit-
ting power pmay, thatis, pi = pmax fori = 1,2,...,L. A packet
is dropped only if the maximum number of allowed retrans-
missions is exceeded. We derive closed-form expressions for

2 Since the receiving node may transmit to the next node once it correctly
receives the packet, without waiting for the positive acknowledgment to
reach the transmitting node, the actual value of N may be slightly greater
than | Tp/Tr |. We ignore those extra transmissions for the sake of brevity
here.

the packet delivery ratio and average energy consumption for
a single packet delivery with best-effort transmission.

Let x; denote the number of transmissions and retrans-
missions that are actually performed over the ith hop. We
note that with the best-effort strategy, a packet can arrive
at the destination without error after k = 3% | x; transmis-
sions/retransmissions, where L < k < N. The probability of
each realization of vector x = [x1,x2,...,x], satisfying (i)
k = ZiL:lx,-, (ii) 1 < x; < k,and (iii) L < k < N, can be
calculated as

L
[1P ' (1-Py), (3)

I=1

Pyucc (X) =

where P; is the packet error probability for the I/th hop. Note
that P; was given in (2) with p; now equal to pmax for all L.
Summing up the probabilities for all possible vectors, we ob-
tain the packet delivery ratio Py, with best-effort transmis-
sion strategy as

N
Pyce=>.| > (HP"’ N 1—P1) . (4)
k=L | sL =k V=1

1<x;<k

We now determine the average energy consumption for a
single data packet delivery, regardless of whether the packet
arrives at the destination node correctly within the delay con-
straint. Note that if a packet fails to arrive at the destination
within the maximum number of retransmissions, it may be
dropped on any one of the L hops. In this case, all N — L al-
lowed retransmissions must have been performed. Note that
if the packet is dropped on the jth hop, then the vector x sat-
isfies (i) x; = O for j < i < L; (ii) S xi=N—-(L- j); and
(iii) 1 <x; < N—(L—j)forl < i < jand the probability
for each such vector is equal to

gfrgpu) ( [1P )p}‘f'. (5)

Therefore, the probability that the packet is dropped on the
jthhop P((ijrip is obtained as

()
Pdrop = ) Z
Sl x=N-(L-j)
1<x;<N—(L-j)

(ﬂP’” '‘A-p )P (6)

For a particular realization of vector [x;, x3,...,xL], the cor-
responding energy consumption & isequal to T - Z,-Lzl Xi Pmax>
where T is the time duration required for transmitting a data
packet. For simplicity, in the rest of the paper, we set T = 1
without loss of generality. Therefore, we obtain the following
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analytical expression for the average energy consumption per
packet delivery with best-effort transmission strategy as

E[€] =i > k(éxipmax)(npxl I 1—p,)

d (7)
Z inpmax
= sl x=N-@-j) V=1
1<x;<N—(L—j)

(]_[P"' "1-p )P ]

where E[-] denotes the statistical expectation.

4. MINIMUM-ENERGY CONFIGURATION

In this section, we consider the minimum-energy configura-
tion of a multihop link for energy-efficient packet delivery.
We assign a maximum retransmission limit to each individ-
ual hop, denoted by ;, in advance. As such, packet drop may
occur in any hop when the retransmission limit for that hop
is reached. We first derive closed-form expressions for the
message delivery ratio and average energy consumption with
an arbitrary transmitting power and retransmission limit
configuration. Then, we formulate and solve an optimiza-
tion problem to configure the path through jointly setting
the transmitting power for each transmitting node and the
number of allowed transmissions/retransmissions over each
hop.

4.1. Packet delivery ratio and energy
consumption analysis

Let X and p denote the vector of the number of permitted
transmissions/retransmissions and the transmitting power
over the ith hop, respectively, that is, X = [X},X,...,%] and
P = [p1>p2-...>pr]. We first determine the probability of
successful packet transmission over the multihop link for a
particular choice of the vectors X and p. Note that node R;_;
will drop a packet if the data packet has been transmitted x;
times over the ith hop R;_; R; without being correctly received
by R;. It can be shown that the packet delivery ratio Py, (X, p)
is given by

L

Psucc(ijp) = 1_[ (1- Pi)?i)) (8)

where P; is the packet error probability for the ith hop, which
is given in (2) as a function of p;.

We now calculate the average energy consumption for a
single packet transmission regardless of whether it is success-
fully delivered to the destination within the delay constraint.
For a particular realization of X and p, the average power con-

sumption per packet delivery over the configured multihop
link is given by

L
E[€(,p)] = D E[xi]pi, (9)
i=1

where x; denotes the actual number of transmissions and re-
transmissions performed over the ith hop, which becomes a
discrete random variable (RV) taking integer values from 0
to X. Note that the distribution of x; depends on the values
of Xj and pj for 1 < j < i. For the first hop, the source node
R, would repeatedly transmit a data packet until either it is
successfully received by R; or the number of maximum re-
transmissions for the first hop X; is exceeded. Conditioning
on the number of retransmissions used in a successful de-
livery and applying the total probability theorem, it can be
shown that the probability that a data packet is correctly re-
ceived by Ry is (1 —Py) - >0, P,¥"!. Moreover, we can easily
obtain the probability that a packet is dropped in the first hop
is P;*'. Combining the two mutually exclusive cases, we can
write E[x; ] as

2 A
=(1-P) > PF 1 k+ PRy (10)
k=1

E[x ]

After similar algebraic manipulations as in [15, page 36], we
have

1 - P

E[.X'l]: I_Pl.

(11)

For the second hop R;R;, x, may be either zero or a posi-
tive integer depending on whether the packet can reach R; or
not. If the packet is successfully delivered to R;, we can follow
the similar approach for deriving (11) to calculate the aver-
age number of transmission/retransmissions performed by
R,. Therefore, noting that the probability that a data packet

can reach R, correctly is equal to 1 — Py', it can be shown that

E[x,]

=P x0+(1-P")

X |:(1 —Pz) ZP2k71 . k+P§z . 36\2] (12)

k=1
1-P®

=(1-pP")- .
(1=P") - 5

With the above derivation in mind, we now develop a general
expression for E[x;], i > 2. Note that x; is nonzero if and
only if the packet is successfully delivered over the first i — 1
hops and finally received by R;_;, the probability of which is

given by H;;ll(l - P;Cj ). Also note that the average number
of transmissions/retransmissions conducted in the ith hop is
(1 — P)/(1 — Py), after the packet arrives at R;_; correctly.
Therefore, we have

E[x] =[] (1-P})- PPz (13)
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Combining (9), (10), and (13), we obtain a closed-form ex-
pression for the average energy consumption per packet de-
livery over a configured L-hop path as

1-P'
1-P

E[&(%,p)] = (1-P)-

4.2. Minimum-energy optimization

Based on the closed-form expressions for the packet delivery
ratio and average energy consumption of a multihop wireless
path, we are now in a position to formulate an optimization
problem for the multihop route configuration. In particular,
we seek to select vectors X and p so that the average energy
consumption for packet delivery is minimized and the packet
can arrive at the destination node within N — L retransmis-
sions with probability at least Pyq. This leads to the following
optimization problem:

minimize E[€(X, p)] (15a)
xp
subject t0 Pyycc(X, P) = Preg (15b)
Pmax > pi >0 forl<i<I, (15¢)
L
>%=N, xef{l,2,..,N} (15d)
i=1

where in this case the packet delivery ratio Py (X,p) be-
comes a function of both power configuration vector p and
retransmission configuration vector X.

Note that in the optimization problem (15), x; can only
take integer values whereas p; are continuous variables, and
that both the objective function and the constraints given in
(19b) are nonlinear functions of X; and p;. Therefore, the op-
timal configuration problem of a multihop link is actually
a mixed integer nonlinear programming (MINP) problem
[16]. In general, optimization problems of this kind are NP-
hard and few algorithms guarantee to find the global mini-
mum. However, in practical systems, the number of hops in
a multihop wireless link is usually small. In this case, (15)
can be efficiently solved by using small scale MINP algo-
rithms such as the branch-and-bound algorithm [17]. Be-
cause of space limitation, we omit the details of applying
the branch-and-bound algorithm to solve the optimization
problem. Obviously, the calculation of the solution to the
optimization problem will incur additional energy consump-
tion to the destination node. However, as we will observe in
the later numerical examples, the average energy saving for
packet transmissions with route configuration based on the
possibly local-minimum solution is significant compared to
the unconfigured best-effort approach, which justifies the en-
ergy cost spent in solving the optimization problem.

5. MAXIMUM LIFETIME CONFIGURATION

While the minimum-energy configuration in the previous
section can reduce the average energy cost per packet trans-
mission, it does not take into account the available energy

resources of intermediate nodes along the path. Consider, as
an example, a transmitting node with low battery supply and
sending data packets over an unfavorable radio hop. With the
minimum-energy configuration, this node will be configured
with high transmitting power and a large number of retrans-
missions. This configuration will quickly deplete the battery
resource of this node and leave the whole path unusable,
which will not only cause the interruption of the data trans-
mission but also lead to extra route recovery operations. In
this section, we develop a maximum-lifetime configuration
algorithm for multihop paths in wireless ad hoc networks. In
particular, we take into consideration both the link quality of
each hop and the battery capacity of the transmitting nodes
in determining the transmitting power for each transmitting
node and the maximum number of allowed retransmissions
for each hop to extend the lifetime of the multihop, in terms
of the average number of packets that can be transmitted.
Note that for a particular pair of path configuration vec-
tors X = [X),%2,...,%.] and p = [p1, pa2s- .., pr], the average
packet delivery ratio of that multihop path is given in (8). We
assume that the multihop path reaches its lifetime when the
battery supply of any intermediate node becomes too little to
support a single packet transmission. Let B;, 1 < i < L, de-
note the remaining battery resource of the ith node for packet
transmission. The average path lifetime is defined as

N . B;
T(X,p) mim{E[xi]pi}’ (16)
where E[x;] is the average energy consumption per packet
delivery over the ith hop, which is given in (13).

Based on the closed-form expressions for the packet de-
livery ratio and the average path lifetime, we can formu-
late another optimization problem to configure the multihop
path. In particular, we seek to select vectors X and p so that
the average path lifetime is maximized under the constraint
that the packet can arrive at the destination node within N—L
retransmissions with probability at least Preq. This leads to
the following optimization problem:

maximize T'(X, p) (17a)
xp
subject t0 Pyucc(X, P) = Preq, (17b)
Pmax > pi >0 forl=<i<I, (17¢)
L
>% =N, xXe{l,2,..,N}L (17d)
i-1

From (16) and (17), we see that (17) is a constrained opti-
mization problem with a minimax-type objective function to
which few optimization algorithms are directly applicable. To
deal with this problem, let § be a lower bound of Bi/E|[x;] pi,

i=1,...,L, for vectors X and p satisfying constraints in (17),
that is,
B; .
> forl<i<L. (18)
E[xi] pi

It follows from (16) and (18) that T'(X,p) > 8. Hence, maxi-
mizing T(X, p) subject to the constraints in (17) amounts to
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TaBLE 1: Results of minimum-energy path configuration.

c P X
[0.158,0.06,0.158] [0.338,0.214, 0.354] [4,3,4]
[0.158,0.06,0.05] [0.319,0.154,0.175] (4,4,3]
[0.05,0.06,0.158] [0.166,0.152,0.326] (3,4,4]

maximizing the lower bound & subject to the constraints in
(17) and (18). In this way, the optimization problem in (17)
is reformulated as

maximize & (19a)
x,p,0

subject to L>s, 1<i<I, 19b
! E[xi]pi (190)
Pyucc(X, P) = Preqa (19¢)
Pmax > pi >0, 1<i<IL, (19d)

L
> % =N, xe€f{l,2,..,N} (19e)

i=1

where lower bound § is treated as an additional variable.
Note that the maximum-lifetime configuration of a multi-
hop path is again an MINP problem [16]. Since the num-
ber of hops in a multihop wireless link is usually not large,
(19) can also be efficiently solved by using small scale MINP
algorithms such as the branch-and-bound algorithm [17].
As we will see in the next section, even with possibly local-
minimum solution, the maximume-life configuration can ex-
tend path lifetime and save considerable energy, compared to
the unconfigured best-effort case.

6. NUMERICAL EXAMPLES AND DISCUSSION

In this section, we illustrate the effectiveness of the path con-
figuration algorithms over multihop paths through numeri-
cal examples. In particular, we consider a 3-hop path, that is,
L = 3, while noting that most of observations hold for paths
with a larger number of hops. To simplify the following pre-
sentation, we define a channel coefficient vector ¢, whose ith
entry ¢; is given by

_rr
G/’

It can be seen that the channel condition of the ith hop be-
comes worse as the corresponding coefficient ¢; increases.
The QoS requirement of the traffic is assumed to be that
packets should reach its destination after N = 11 transmis-
sion/retransmission with probability of at least Pq = 0.95.
The maximum transmitting power pmax is set to 0.56 W.
For the maximum-lifetime configuration, we assume that the
battery capacities of the three transmitting nodes are set as
By = 600], B, = 5007, and B3 = 400], respectively.

Ci i=1,2,3. (20)

6.1. Minimum-energy configuration

In Table 1, we present the solutions of the minimum-energy
configuration problem given in (15) for three different
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FIGURE 1: Average power consumption per packet with the
maximum-lifetime configuration, minimum-energy configuration,
and unconfigured best-effort strategies (Pr,q = 0.95, N = 11,
Prnax = 0.56 W).

choices of channel coefficient vector ¢. As we can see, the
path configuration algorithm selects a higher transmission
power and allocates a larger number of retransmissions to a
hop experiencing poor channel condition, as one can expect
by intuition. We also notice that this bias in route configu-
ration towards poorer hops is not inversely proportional to
the channel quality. In particular, we note that p;/p; < ci/c;
for ¢; > c;. Finally, we observe from the first choice of vec-
tor ¢ that although the first and the last hops experience the
same poor channel condition, the configuration algorithm
allocates more power to the last hop and the same retrans-
mission limit for both hops. This is because once a packet ar-
rives at the last hop, less energy will be wasted if the packet is
successfully transmitted to the destination than if the packet
is lost eventually.

The energy saving offered by the minimum-energy con-
figuration algorithm is illustrated in Figure 1. In generat-
ing the numerical results, we fix the channel coefficient
of the second hop ¢, to be 0.06 while varying ¢; and
c3 from 0.05 to 0.158.> We first compare the average en-
ergy consumption for a single packet delivery in the 3-
hop wireless link with minimum-energy configuration and
unconfigured best-effort case (i.e., each node always uses
the maximum transmitting power pmax for each transmis-
sion/retransmission). It can be observed that route config-
uration can save considerable amount of energy compared
to the traditional best-effort strategy. For example, when ¢,
and ¢ are equal to 0.0998 and 0.0792, respectively, the aver-
age power consumption required for a packet delivery with
minimum-energy configuration is only 36.38% of that of
the unconfigured best-effort case. It can also be seen that
both strategies consume less energy on average as the channel

3 This range for the channel coefficients and the choice of 0.7 W for pmax
guarantee that even the worst hop, that is, the hop with channel coefficient
0.158, has a packet loss rate less than 20%.
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TaBLE 2: Results of maximum-lifetime path configuration.

~

c P X
[0.05,0.05,0.126] [0.443,0.367, 0.143] [2,2,7]
Minimum-energy case [0.159,0.128,0.247] (3,4,4]
[0.126,0.05, 0.05] [0.180,0.248, 0.188] [5,3,3]
Minimum-energy case [0.254,0.165,0.132] (4,3,4]

coefficients ¢; and c3 decrease. That is because smaller val-
ues of the channel coefficients represent better channel con-
ditions.

Figure 2 plots the packet delivery ratio with the mini-
mume-energy configuration and unconfigured best-effort
case as the functions of ¢; and cs. It can be observed that for
all value pairs of ¢; and c3, the minimum-energy configured
path can always provide a packet delivery ratio greater or
equal to Prq, which satisfies the QoS requirement. Note also
that the application of traditional best-effort strategy leads
to a slightly higher packet delivery ratio compared to the case
with minimum-energy configuration, as expected. However,
considering Figures 1 and 2 together, we can observe that the
minimum-energy path configuration achieves the appealing
property of maintaining acceptable path reliability while sig-
nificantly reducing the average energy consumption.

6.2. Maximum lifetime configuration

In Table 2, we present the solutions of the maximum-lifetime
path configuration problem given in (19) for two different
choices of channel coefficient vector. For comparison, we
also present the results of the same path with minimum-
energy configuration in the italic format. As we can see, the
maximum-lifetime configuration algorithm selects a smaller
transmitting power and allocates a larger number of retrans-
missions to transmitting node with less battery resource,
compared with the minimum-energy configuration. As such,

FiGure 3: Path lifetime with the maximum-lifetime configura-
tion, minimum-energy configuration, and unconfigured best-effort
strategies for a 3-hop path (Preq = 0.95, N = 11, prax = 0.56 W).

the average energy consumption over the corresponding hop
decreases to achieve a longer path lifetime. For example, for
the first choice of channel coefficient vector, the average en-
ergy consumption of the third hop with maximum-lifetime
configuration is 0.327, while a value of 0.41 is observed with
minimum-energy configuration.

We now compare the maximum-lifetime configuration
with the minimum-energy configuration and the unconfig-
ured best-effort case. In Figure 3, we plot the path lifetime
with the three strategies. It can be seen that with maximum-
lifetime configuration, the multihop route achieves the
largest lifetime. For example, when ¢; = 0.063 and ¢; =
0.0998, there is a 23.1% and a 150% increase in the path life-
time with the maximum-lifetime configuration, compared
with minimume-energy configuration and traditional best-
effort case, respectively. It can also be seen that as ¢; and c3
decrease, that is, the channel conditions improve, all three
schemes would lead to an increased path lifetime, as ex-
pected.

For comparison purpose, we have also plotted the aver-
age energy consumption with maximume-lifetime configura-
tion in Figure 1 and the corresponding packet delivery ra-
tio in Figure 2. As we can see, the maximum-lifetime con-
figuration can also save considerable amount of energy per
packet delivery compared to the unconfigured best-effort
case. We also notice that the maximume-lifetime configura-
tion will lead to a slightly larger average power consumption
than minimum-energy configuration for the same selection
of channel coefficients. From Figure 2, we observe that, sim-
ilar to the minimum-energy configuration, the maximum-
lifetime configuration can always provide a packet delivery
ratio greater or equal to 0.95 for all value pairs of ¢; and cs.
Considering Figures 1, 2, and 3 together, we can observe that
the maximum-lifetime configuration achieves the property
of maintaining acceptable path reliability and considerably
low energy consumption while significantly improving the
lifetime of an existing path.
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7. IMPLEMENTATION CONSIDERATION

The route configuration algorithm presented in this paper
targets at the efficient usage of existing paths obtained by
routing protocols. As such, our route configuration algo-
rithm could become an optional but a desired feature of any
existing routing protocol of wireless ad hoc network for im-
proved energy efficiency. In this section, we adopt a com-
monly used routing protocol, dynamic source routing (DSR)
[10], as an example to illustrate how our route configuration
algorithm can be utilized. The principle discussed in this sec-
tion is applicable to most routing protocols.

The DSR protocol [10] uses the source routing approach
(i.e., every data packet carries the whole path information in
its header) to forward packets. When a source node wants
to send messages to a destination node but does not know
a path to the destination, the source node initiates the route
discovery process by broadcasting a Route REQuest (RREQ)
message. Each node, once receiving the RREQ message, puts
its node ID in the RREQ message and rebroadcasts the mes-
sage. When the RREQ message reaches the destination node,
the destination node replies with a Route REPly (RREP) mes-
sage to the source node, using the reversed path that the
RREQ message just traversed. The source node can obtain
the complete path information after it receives the RREP
message.

Our path configuration algorithms could be applied to
the route discovery process of DSR as follows. From imple-
mentation point of view, decoupling the routing protocol
and energy saving means that the routing algorithm is irrel-
evant to energy metrics. Nevertheless, data structure of con-
trol messages may need to change to facilitate path configu-
ration. Each RREQ message should piggyback parameters of
the link status of intermediate hops, that is, the parameters
G; in Section 2, and the remaining battery resource, that is, B;
in Section 5. After receiving RREQ, the destination node uses
the collected information to solve the optimization problem
and determine the retransmission limit and the power level
for each intermediate hop. Then, it piggybacks the configu-
ration information in the RREP packet. Each intermediate
node, once receiving the RREP packet, will configure itself
accordingly.

Since our path configuration algorithms are essentially
independent of routing protocols or transport layer proto-
cols, our path configuration algorithms could also be used
for an end-to-end data flow. For instance, when a source
node wants to establish a TCP connection with a destination
node, the TCP SYN message can piggyback the link status in-
formation to the destination node. The destination node, af-
ter it calculates the path configuration with our algorithms,
can use the TCP ACK message to notify each intermediate
node the path configuration instruction. Similar operations
could be performed even during an on-going data flow, by
piggybacking the control information in the end-to-end data
and acknowledgment messages.

We stress that route configuration is not performed on
a packet-by-packet basis. When the network topology and
network link quality are stable, the frequency of path re-
configuration could be quite small. In mobile ad hoc net-

works, however, route reconfiguration should be performed
when the network topology changes and new paths are
searched for. Although the destination node may consume
extra energy in calculating optimal path configuration, such
cost is not prohibitive as long as the number of nodes re-
mains small. On the other hand, the path configuration pro-
cess has substantial benefits due to the fact that a properly
configured path will last longer and also the fact that energy
cost on calculation is negligible compared to that on message
transmission. For instance, the energy cost for transmitting
1 bit could be equivalent to the energy cost of executing up
to 800 instructions [18].

8. CONCLUSION

In this paper, we have proposed the minimum-energy and
maximum lifetime configuration algorithms to configure an
existing multihop path with ARQ mechanism under a given
QoS requirement and delay constraint. Our algorithms could
work as an add-on function with most existing routing and
transport protocols. Numerical results clearly illustrate the
benefit of the proposed methods. We observed that the new
algorithms can prolong the lifetime of the multihop path
while maintaining an acceptable packet delivery ratio and
considerably low overall average energy consumption. We
have also investigated the tradeoff of path lifetime versus
average energy consumption between the minimum-energy
and maximum-lifetime configuration schemes.
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1. INTRODUCTION

In order to achieve efficient resource usage in a wireless net-
work and to provide high quality of services to the largest
possible number of users, it is necessary to obtain an opti-
mal configuration of the wireless transmission system. Dy-
namic changes of transmission conditions and concurrently
running applications by different users make dynamic op-
timization of resources a complex task. In realistic scenar-
ios, multiple users share the wireless medium and run rather
diverse applications such as video streaming/conferencing,
voice telephony, and file download. Dynamic allocation of
resources across all the users and all the applications provides
an opportunity to achieve increasing network resource usage
and to maximize the user satisfaction at the same time.
Application-driven cross-layer optimization (CLO) has
been studied for systems supporting single applications
[1-4]. However, in reality, the users sharing the wireless
medium, for example, in a cell, usually run different appli-
cations. User satisfaction translates into a different set of re-
quirements for each type of application. Furthermore, the
impact of losses on the user-perceived quality is also very
much application-dependent. Jointly optimizing the system
for different users and applications requires (1) defining a
common metric that quantifies the user perceived quality of

service for the service delivery and (2) mapping network and
application parameters onto this metric.

The challenge of optimization across multiple applica-
tions has been treated mainly in the form of throughput
maximization [5, 6]. Maximizing throughput leads to opti-
mum performance only for applications which are insensi-
tive to delay and packet loss. Multimedia applications such
as video streaming and voice telephony are highly sensitive
to changes in data rate, delay, and packet losses. Even the im-
portance of a packet changes dynamically depending on the
transmission history of previous packets. Due to these rea-
sons, throughput maximization leads to performance which
is usually not optimal with respect to user perceived quality
for multimedia applications.

A possible metric to capture user satisfaction is the mean
opinion score (MOS). MOS was originally proposed for voice
quality assessment and provides a numerical measure of the
quality of human speech at the destination. The scheme uses
subjective tests (opinionated scores) that are mathematically
averaged to obtain a quantitative indicator of the system per-
formance. To determine MOS, a number of listeners rate the
quality of test sentences read aloud over the communication
circuit by a speaker. A listener gives each sentence a rating as
follows: (1) bad; (2) poor; (3) fair; (4) good; (5) excellent.
The MOS is the arithmetic mean of all the individual scores.
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The multiapplication CLO approach proposed in this pa-
per extends the use of MOS as a user-perceived quality metric
to other applications, such as video streaming, web browsing
and file download. This enables us to optimize across appli-
cations using a common optimization metric. The objective
function to be maximized can be chosen, for example, to be
the average MOS of all the users competing for the resources
of the wireless communication system:

K
FX) = — > & - MOS(X), (1)
k=1

1
K

where F(X) is the objective function with the cross-layer pa-
rameter tuple. X € X - X is the set of all possible parameter tu-
ples abstracted from the protocol layers representing a set of
candidate operation modes. Ak are free parameters which can
be chosen in two different ways. For a priority-based scheme,
they can be chosen to provide different relative importance
of the user as determined by the service agreement between
the user and the service provider. For an equal-priority sys-
tem, Ax can be chosen to ensure fairness among the users. In
this paper, we take the second approach. Although the MOS
functions for different applications can be different, a linear
combination, as in (1), can be used because the range of the
functions is the same, that is, from 1 to 5. The decision of the
optimizer can be expressed as

Xopt = argmax F(X), (2)
xeX

where X is the parameter tuple which maximizes the ob-
jective function. Once the optimizer has selected the optimal
values of the parameters, it distributes them to all the indi-
vidual layers which are responsible for translating them back
into actual layer-specific modes of operation.

In this work, the abstracted parameters for the physical
and data link layers are transmission rate R and packet error
probability (PEP) for all users for all candidate modes of op-
eration. For a detailed description of the principle of parame-
ter abstraction and the formulation of objective functions for
multiuser cross-layer optimization, please refer to [1-3, 7].

The proposed MOS-based optimization approach has
several advantages with respect to previous work. First, com-
pared to traditional techniques for multiuser diversity [8],
it allows us to directly relate network parameters, such
as rate (R) and packet error probability (PEP) to a user-
perceived application quality metric such as MOS. Second,
compared to the application-driven cross-layer optimization
described in [2, 3], it allows us to further maximize the
optimization gain by taking advantage of the diversity not
only across multiple users running the same application, but
also across users running different applications. Our exper-
iments applied to scenarios including multiple concurrent
video streaming, voice telephony, and file download applica-
tions show that MOS-based optimization significantly out-
performs throughput-based optimization.

This paper is arranged as follows. In Section 2, we
describe MOS functions for three different applications,
namely voice telephony, file download, and video streaming.

User satisfaction

Some users dissatisfied -
3.6 O
=
Many users dissatisfied .
Nearly all users dissatisfied
2.6

_ 1
Fi1GURE 1: Relation between MOS and user satisfaction [9].

In Section 3, we give a detailed description of our multiappli-
cation cross-layer optimization framework. Section 4 gives
an overview of our simulation setup that is used to com-
pare our approach with throughput maximization. Section 5
presents our experimental results and Section 6 concludes
the paper.

2. MEAN OPINION SCORE (MOS)

The objective function of (1) requires the mapping of trans-
mission characteristics (in our case transmission rate and
packet error probability) to MOS for different applications.
We now describe this mapping for voice communication, file
download, and video streaming applications.

2.1. Voice communication

The traditional method of determining voice quality is to
conduct subjective tests with panels of human listeners. The
results of these tests are averaged to give MOS but such tests
are expensive and are not feasible for online voice quality
assessment. For this reason, the ITU-T has standardized a
model, perceptual evaluation of speech quality (PESQ) [10],
an algorithm that predicts with high correlation the quality
scores that would be given in a typical subjective test. This
is done by making an intrusive test and processing the test
signals through PESQ.

PESQ measures one-way voice quality: a signal is injected
into the system under test and the degraded output is com-
pared by PESQ with the input (reference) signal. The output
of the PESQ algorithm is a numerical value that corresponds
to MOS. The mapping between MOS and user satisfaction is
presented in Figure 1.

The PESQ algorithm is computationally too expensive to
be used in real-time scenarios. To solve this problem, we pro-
pose a model to estimate MOS as a function of the trans-
mission rate R and the packet error probability (PEP). The
available rate determines the voice codec that can be used.
In Figure 2 we show experimental curves for MOS estima-
tion as a function of PEP for different voice codecs. The
curves are drawn using an average over a large number of
voice samples and channel realizations (packet loss patterns).
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Figure 2: PESQ-based MOS versus packet error probabilities for
different voice codecs.

These curves can be stored at the optimizer for every codec
that is supported. If transcoding from an unsupported codec
is required, the corresponding curve has to be signaled to the
optimizer as side information. It should be noted that the av-
erage MOS (averaged over a large number of packet loss pat-
terns for a fixed PEP) of individual voice samples may differ
as much as 10% for the highest considered PEP, but the de-
viation from the mean values (averaged over a large number
of voice samples) as shown in Figure 2 is found to be less
than 7%.

Depending on the distortion imposed by the source
codec, every voice codec leads to a different MOS value in
the case of error-free transmission. Also the codecs exhibit
different sensitivities to packet losses. As an example, let us
consider two lower layer parameter tuples (R = 64kbps,
PEP = 14%), and (R = 6.4kbps, PEP = 0%) and assume
these two represent possible operating modes of the lower
layers for a particular user. In this example, the second pa-
rameter tuple (R = 6.4kbps, PEP = 0%) leads to a gain of
0.3 on the MOS scale and the cross-layer optimizer would
select it as its outcome.

2.2. File download

To estimate user satisfaction for file download applications,
we use the logarithmic MOS-throughput relationship intro-
duced in [11] which results from the assumption that the
utility of an elastic traffic (e.g., FTP service) is an increasing,
strictly concave, and continuously differentiable function of
throughput. We assume that every user has subscribed for a
given data rate and user satisfaction is characterized by the
actual rate the user receives. The MOS is estimated based on
the current rate R offered to the user by the system and packet

200
150

100
50

patd yate &\‘WS\

F1Gure 3: MOS as a function of transmission rate and packet error
probability for file download applications.

error probability PEP:
MOS = axlog,, [b*R*(1 — PEP)], (3)

where a and b are determined from the maximum and min-
imum user perceived quality. If a user has subscribed for a
specific rate Reervice and receives R = Rgervice, then in case of
no packet loss user satisfaction on the MOS scale should be
maximum, that is, 4.5. On the other hand, we define a mini-
mum transmission rate (e.g., 10 kbps in Figure 3) and assign
to it a MOS value of 1. Using the parameters a and b, we fit
the logarithmic curve in (3) for the estimated MOS. Varying
the actual transmission rate R and packet error probability,
PEP, this model results in the MOS surface shown in Figure 3.

2.3. Streaming video

Assessment of video quality is addressed in the literature
with a wide variety of techniques. References [12, 13] are
ITU recommendations to perform subjective assessment of
TV and multimedia quality, respectively. Reference [14] gives
a perceptual quality metric with respect to blockiness in
compressed video. In [15], authors propose a reference-free
method to estimate subjective quality using blurriness of the
reconstructed video. Assuming that human visual perception
is highly adapted for extracting structural information from
a scene, [16] proposes a method of image quality assessment
using degradation of structural information and develops
a structural similarity index (SSIM). Reference [17] gives a
comparison of different computational models of video qual-
ity, carried out by the video quality experts group (VQEG) of
ITU.

Peak signal-to-noise ratio (PSNR) is an objective mea-
surement of video quality which is widely used due to its sim-
plicity and high degree of correlation with subjective quality
[17]. PSNR is based on mean square error (MSE) as follows:

2
PSNR = 10 log,, % (4)
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FiGure 4: Illustration of the source distortion model (left), and the loss distortion model (right) using two test video sequences “Foreman”
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FiGure 5: MOS versus PSNR.

The distortion of a video sequence can be expressed in terms
of MSE. Distortion is assumed to be composed of two com-
ponents, namely the source distortion Ds and the loss distor-
tion Dy :

D =Dg+ Dy, (5)

Dy is due to the compression of the video sequence, while Dy,
is due to the losses generated in the network. Consequently,
Dgs depends on the video source rate, R and Dy is a func-
tion of packet error probability PEP. In this paper, we apply
the source distortion model as proposed in [18], and the loss
distortion is assumed to be a linear function of PEP [19],

D =Ds+Dy = +p - PEP, (6)

a
exp(R/b) — 1
where a, b, and 8 are model parameters. The source distor-
tion model requires three pairs of rate and distortion mea-
surements, as illustrated in Figure 4(a) for two test video

sequences. The loss distortion model requires measuring
distortion for different PEP and uses best-fit to compute
B - B is assumed to be independent of the video encoding
rate. The validation of the loss distortion model is shown
in Figure 4(b). Encoding is done with the H.264 reference
encoder, with 30 frames per second in QCIF format. Each
packet is assumed to have a fixed size of 125 bytes. Each video
frame is encapsulated into one or more such packets.

In this work, we assume a simple linear mapping between
PSNR and MOS. We assume that the maximum user satis-
faction is achieved for a PSNR of 40 dB and the minimum
user satisfaction results for PSNR values below 20 dB. The
upper limit comes from the fact that reconstructed video se-
quences with 40 dB PSNR are almost indistinguishable from
the original and below 20 dB very severe degradations distort
the video. Figure 5 shows our assumed relationship between
PSNR and MOS.

3. MULTIAPPLICATION CROSS-LAYER OPTIMIZATION

Based on the MOS framework described above, we are able
to optimize the system taking actual user perceived quality
of service into account. Our optimization scheme is not only
applicable to the application types described in Section 2, but
to any general mix of applications.

3.1. Architecture

In [1, 2], we have proposed a cross-layer optimization ar-
chitecture (Figure 6) with a component, called cross-layer
optimizer (CLO), that periodically selects the optimal pa-
rameter settings of the different layers. This architecture is
inspired by the CLO approach presented in [7]. Our CLO
uses abstractions of different layers and optimizes the assign-
ment of resources to each user. In our work, the abstracted
parameters from the lower layers are rate R and packet er-
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FiGure 6: CLO architecture.

ror probability PEP for every user for all possible modes of
operation. From the application layer we extract the utility
functions (MOS versus PEP). We assume that the optimizer
is located at the base station, the utility functions are gener-
ated at the sender and are sent as side information along with
the media bitstream.

3.2. Optimization policy

As an example, we consider three types of users: U—
requesting voice service, V—file download, and W—video
streaming. Depending on the type of application, the mo-
bile users require different resources over the wireless chan-
nel. The available transmission rate for each user depends on
the modulation scheme, the channel code rate, and the as-
signed share of the medium access. In our example, a user
requesting voice service may be served with different voice
codecs (G.711, Speex, iLBC, or G.723.1.B), his data may be
encoded with different channel code rates 1/2, 1/3, 1/4, or 1
(uncoded) and DBPSK or DQPSK modulation can be used.
Every transmission policy gives different quality of service to
the user and requires different amount of channel resources.

We create sets of transmission policies for every service.
Ty is the set of transmission policies for voice service, Ty is
the set of transmission policies for the file download service,
and Ty is the set of transmission policies for the video ser-
vice.

3.3. Mean opinion score maximization

The goal of this optimization is to achieve maximum user
satisfaction and fairness among the users. For every user, de-
pending on the service, we define a decision variable for ev-
ery transmission policy—whether this user is served with a
given transmission policy or not. Consequently, these deci-
sion variables are of boolean type, that is, either the user
transmits its information using this policy or not. For the
voice users, we have decision variables u;;, where “i” denotes
the ith user and “j” refers to the jth transmission policy
available for the voice users.

Mobile users in the wireless network have time-varying
position, which results in variable SNR at the receiver. Based

on the SNR, we compute an estimate of the PEP [20] for dif-

ferent modulation schemes (DBPSK and DQPSK) and differ-
ent channel code rates, that is, for all candidate transmission
policies. A channel realization is generated and the estima-
tion of the PEP is performed for all the transmission policies
given the particular SNR at the receiver.

Our objective function for multiuser multiapplication
cross-layer optimization is defined in (7). A maximization of
the sum of the MOS perceived by every user in our multime-
dia wireless network has to be achieved. The parameter A is
used to ensure fairness among the users.

Maximize
Z Z )Lu,‘uijE[MOS,‘j] + Z z AvivijE[MOS,'j]
ieU jeTy i€V jeTy (7)
+ Z Z AwiwijE[MOSij]
ieW jeTw
subject to
> ouj=1 VieUl,
jeTu
> owi=1, Vi€V, (8)
JETy
> owij=1, VieWw,
jE€Tw
D myit 2 D rviit 2 X riwy
ieU jeTy i€V jeTy ieW jeTw (9)

< total symbol rate.

In our example, every user must be associated with only
one transmission rate, channel code rate, and modulation
scheme. The decision variables u;;, vij, and w;; are of boolean
type which leads to the constraints (8). The total available
symbol rate for all the users is constrained to be less than the
total symbol rate of the system. Every transmission policy has
an associated symbol rate r;; and the sum of all the chosen
symbol rates of all the users must be less than or equal to
the total symbol rate. The above problem can be solved with
a full search through the possible parameter space which has
the worst case number of searches of | Ty |Kv - | Ty [Kv - | Ty | Kw
where |Tyl, | Ty| and | Ty | are the numbers of transmission
policies and Ky, Ky, Ky are the numbers of users of user
classes U, V, and W, respectively.

The parameters A,;, 1,;, Ayy; in (7) are inserted to ensure a
fair allocation of resources. The optimizer finds a resource
allocation which maximizes the user satisfaction based on
MOS. In this case, there is a possibility that even though the
system performance is maximized, a given user is not satis-
fied. This could be caused by low receiver SNR and the opti-
mizer can decide to allocate the resources to the other users.
This contradicts with the fairness we are trying to offer to the
users independent of their location. To solve this problem, we
propose to select the scaling coefficients A,;, A,;, A,,; based on
the history of the user estimated MOS. On every rate alloca-
tion procedure, we find the user with the maximum average
of the estimated MOS from the previous steps. Let us assume
that we are at rate allocation step “N” and we have K users in
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the system. The value of the maximum perceived MOS by a
single user is found by

MaxMOSy
1 N-l N-1 N-1
“N_1 max( Z MOS,; Z MOS,,;... ; Z MOSK,,>.
n=1 n=1 n=1
(10)
The scaling coefficient for every user is calculated with
AkN MaxMOSN 1.k (11)

T (/N - 1) ¥ MOsy,”

The user with the maximum perceived MOS has a scaling
coefficient of one. The other users have scaling coefficients in
the range [1; 4.5], because the denominator is also bounded
in the interval [1; MaxMOSy]. Since these A values scale the
estimated MOS for every transmission policy and we maxi-
mize the sum of the MOS of all the users, the optimizer as-
signs transmission policies with high estimated MOS to the
users with higher A. This ensures fairness by providing higher
resources to the users which have been receiving lower MOS
up to the time of the current optimization step.

3.4. Throughput maximization

A common network performance metric is the throughput
of the system. Traditionally, the goal of the network operator
is to maximize the network throughput. By throughput we
consider the effective rate (goodput) G;; of a given user i at
time j:

G,’j = R,‘j*(l - PEPij) (12)

with R;; is the actual transmission rate and PEP; is the packet
error probability. The objective function for such an opti-
mization model is to maximize the sum of the goodput allo-
cated to all the users in the system and is given with (13). The
assumption is that a higher goodput will result in a higher
user satisfaction regardless of the application type.

For throughput maximization, we have the same set of
decision variables as in (7)—(9). The difference is the absence
of the scaling parameter A. Here we do not need scaling of the
allocated transmission rate, because the transmission rates
required by different applications are not comparable. Addi-
tionally, in order to make a fair comparison with our MOS-
based optimization, we include a constraint on the packet er-
ror probability, PEPp,y, for each application type, so that the
real-time applications are assigned a sensible share of the re-
sources.

Maximize

2 2 wGy+ 2 > viGi+ 2 X wiGy o (13)

icU jeTy i€V jeTy iEW jeTw

subject to

> ouj=1, VieU, (14)

j€Tu
> ovij=1, VieV, (15)

jETY
Z Wij = 1, VieWw, (16)

jETW

D Dm0 > rvii > D rijwij
iceU jETU iEVjETV Z'EW]'ETW (17)
< total symbol rate,

PEP; < PEPpax,i- (18)

3.5. Greedy resource allocation algorithm

The full-search resource allocation described in Sections 3.3
and 3.4 becomes computationally infeasible as the number
of users in the system grows. For example, with three voice
users, two ftp users and two video users, the number of re-
source allocations that have to be considered is 4.845 - 10'2.

The greedy allocation algorithm used in this work is sim-
ilar to the work in [19]. It is initialized by assigning equal
amount of resources to every user. In each subsequent step,
a small amount of resources is taken from the user with the
lowest sensitivity to a decrease of resources and assigned to
the user that receives the maximum benefit. This is repeated
until there is no further improvement in the objective func-
tion. The greedy algorithm for the MOS-maximization is de-
scribed below. The throughput maximization is performed
in a similar way.

Let ®; denote the utility function, and «; the share of re-
source (symbol rate) of user i. Then, A®; denotes the change
of utility for user i due to a change of its resource share, A«;,
where Z,K:I o; = 1, that is, the sum of resource share over all
the users in the system equals unity. The greedy allocation
can be expressed as an iterative maximization of the incre-
mental utility values of two users i and j:

o .
’ ’ 19
T SN T + (19)

where A®; and A®; are changes of utility due to an increase,
Aaj, and decrease, Aaj, of resource share for user i and j,
respectively, and K is the total number of users.

3.6. Generalization

Our cross-layer optimization scheme is not limited to a
certain mix of only those application types we described
in Section 2, but it is applicable to any general scenario.
In Section 3.3, we propose the MOS-based optimization
scheme where it is assumed that the application-layer side in-
formation (SI) is provided to the cross-layer optimizer in the
form of MOS-functions. In a more general scenario, we need
to consider the case when some of the streams provide SI and
some do not. For this purpose, we classify the streams into
two categories: SI and non-SI streams. Our strategy for these
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two groups is going to be as follows: MOS-maximization for
the SI streams, and throughput maximization for the non-
SI streams. An initial resource allocation (e.g., symbol rate)
among the two classes would be necessary. This can be as-
signed with the information on QoS requirement for each
class. We regard this as a separate optimization issue. In
our simulations, the resources (symbol rates) among the two
classes are assigned in proportion to the number of streams
belonging to each class. Let Ky and K be the number of SI
and non-SI streams, respectively. Then, for the purpose of
our simulation, optimization problems of Sections 3.3 and
3.4 are modified only in (9) and (17) to incorporate the sym-
bol rate constraints of (20) and (21) respectively, as follows:

D ryuit 2 > rviit X X riwy

ieU jeTy ieV jeTy ieW jeTw (20)
K
< Total Symbol Rate - ?M,
D Dm0 X rviit 2 X riwy
icU jeTy ieV jeTy iEW jeTw 21)

K
< Total Symbol Rate - ?T,

where K is the total number of users.

4. SIMULATION

The simulations shown in this paper are performed with the
following parameter settings. We assume a total of seven si-
multaneous users in the wireless network. Three voice users,
one male and two female voices, are used. The voice samples
are 60 seconds long. The voice signal comes from the back-
bone network encoded with G.711 voice codec at 64 kbps.
In the base station, following the optimization output, the
signal could be transcoded to 6.4 kbps with G.723.1 codec,
15.2 kbps with iLBC codec, 24.6 kbps with Speex, or it can be
transmitted without transcoding at 64 kbps.

Two users perform a file download using FTP. Both of
them have subscribed for a service with maximum offered
transmission rate of 192 kbps.

Two users are using video streaming service. The video
sequences used for our simulation are “foreman” and
“mother and daughter,” encoded with the H.264 reference
software encoder. The GOP structure is I-P-P-.. ., encoded at
30 frames per second in QCIF resolution (176 X 144 pixels).

The A values in (7) are all initialized to 1 in our ex-
periments. The total available symbol rate is constant and
we have examined three different cases: 500 Ksymbol/s,
1000 Ksymbol/s, and 1500 Ksymbol/s. The supported mod-
ulation schemes are DBPSK and DQPSK. Channel code rates
of 1/2, 1/3, 1/4, and 1 (uncoded) are supported, using convo-
lutional code.

To reflect user mobility, the receiver SNR for every opti-
mization step is drawn randomly for every user from a uni-
form distribution from 5dB to 25dB. The system is active
for 60 seconds and we assume that the average channel char-
acteristics remain constant for 1.2 second periods, which re-
sults in 50 optimization loops. PEP .y is set to be 0.1, 0.2,
and 0.3 for video, voice, and ftp services, respectively.

CDF

2 2.5 3 3.5 4 4.5
Mean MOS

— MOS, 500 Ksym/s
— MOS, 1000 Ksym/s
— MOS, 1500 Ksym/s

- -~ Throughput, 500 Ksym/s
- -~ Throughput, 1000 Ksym/s
- - Throughput, 1500 Ksym/s

FIGURE 7: Mean opinion score of all seven users for three different
total symbol rates (500, 1000, and 1500 Ksymbol/s) and two differ-
ent optimization techniques, MOS maximization and throughput
maximization.

The wireless system we have implemented in this work
does not refer to any particular physical layer interface. We
kept it intentionally simple, as the main goal of our work
is to demonstrate the potential gain for any wireless system
considering joint optimization across multiple different ap-
plications.

For the voice users, the signal samples are partitioned
into 1.2 seconds and every sample is encoded using the voice
codec determined by the optimization algorithm. At the end
of the optimization loops, these voice samples are assembled
into a single file and the perceived quality (MOS) is com-
puted by comparing the original signal and the distorted one
using PESQ.

For the video user, if a slice (packet) is lost, it is not writ-
ten in the bit stream, which tells the decoder to invoke the
error concealment algorithm. The PSNR of every frame and
the resulting average PSNR are computed. The average PSNR
is converted to an MOS value using the relationship shown in
Figure 5. For file download we compute the MOS using the
relationship given in (3).

5. RESULTS

5.1. Comparison between MOS-based and
throughput-based optimization

In this section, a comparison between the two investigated
optimization approaches (MOS maximization and through-
put maximization) is performed. We use the setup described
in the previous section and the results are based on 600 runs.

Figure 7 shows the cumulative density function (CDF)
of mean opinion score over all the users for the two
optimization approaches and three different total system
rates: 500 Ksymbol/s (overloaded system), 1000 Ksymbol/s
(moderately loaded system), and 1500 Ksymbol/s (lightly
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Ficure 9: MOS gain per user, system symbol rate of 1000 Ksym-
bol/s.

loaded system). The average gain in MOS for the three sys-
tems is 0.26, 0.30, and 0.34, respectively.

Figures 8-10 present the gain per user in the system.
The curves are produced as a difference between the mean
MOS computed with MOS maximization and through-
put maximization. Starting with a system symbol rate of
500 Ksymbol/s (Figure 8), in 50% of the simulations, the av-
erage gain for all users is 0.26. The video and FTP users are
benefited with a little penalty on the voice users. In Figures
9 and 10, we observe increasingly higher gain for the video
users, with little noticeable loss of quality for the voice users.
The quality of voice and video services are very sensitive to
packet losses. In our throughput maximization approach we
set a maximum allowable packet error probability, PEP
of 0.2 for voice and 0.1 for video service. This turns out to
be a reasonable choice for the voice users and the second
video user “(mother and daughter),” but is too high for the

FiGgure 10: MOS gain per user, system symbol rate of 1500 Ksym-
bol/s.
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Ficure 11: Bar plot showing the average MOS over a 30-second
simulation run.

first video user “(foreman),” because of its dynamic content
which is highly sensitive to packet loss. In our MOS-based
cross-layer optimization approach, application requirements
are taken care of individually for each user, which results in
optimum allocation of resources in terms of user perceived
quality.

Figure 11 shows the average MOS of the seven users over
a 30-second simulation run. Figure 12(a) shows the receiver
SNR which was fixed during the simulation and Figure 12(b)
shows the resource shares, a. Videol receives a very low
SNR, which results in poor received video quality for both
optimization approaches. However, our MOS maximization
approach, being aware of the utility function of the ap-
plications, does not assign any resource to this user, and
distributes the saved resources to other users which results
in higher mean MOS.
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F1GURE 12: (a) Mean receiver SNR of seven users, (b) resource shares.
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FIGURE 13: Mean MOS versus the number of users for the greedy
algorithm and the full search algorithm.

5.2. Performance of the greedy search algorithm

The full-search algorithm described in Sections 3.3 and 3.4
is computationally too expensive to be implemented. In or-
der to use our cross-layer optimization scheme in a real-time
scenario, we also developed a greedy search algorithm, as de-
scribed in Section 3.5. The resource that is allocated among
the users is the time-share, which translates to a particular
symbol-rate for a user, as the total symbol-rate of the sys-
tem is fixed. Figure 13 shows the mean MOS versus the num-
ber of users using the greedy search approach for K = 7
to 200 while the total symbol rate of the system is fixed
at 1000 Ksymbol/s. In the simulations when we use varying
number of user, we keep the number of video and ftp user
fixed at two and two, respectively, and increase only the num-

ber of voice user. At K = 7 and K = 8, we also compute the
mean MOS using the full-search approach, and we observe
little difference between the two approaches. For K > 8, the
computation for the full-search approach becomes infeasible,
while the greedy search remains fast enough to be used in on-
line optimizations. As the number of user increases, the gap
between the MOS-based and throughput-based approaches
gradually decreases. Please note that for satisfied users, the
MOS should stay above 3.5. At this level, we see significant
improvements when using the MOS-based optimization.

The convergence speed of the greedy algorithm can be
measured in terms of the number of iterations. The number
of iterations tends to be dependent on the resource alloca-
tion step size A; and a minimum threshold of utility im-
provement at each iteration, A®y;,. The improvement of util-
ity at each iteration, A®i,; = A®; — A®; is compared with
the threshold, A®y,. The algorithm is assumed to converge
when A®jy; < A®yy,. For a comparison of the number of it-
erations required for different number of users with a wide
range of channel conditions, we keep these two parameters
fixed, Aa; = 0.0001 and A®;;, = 0.00005 (MOS).

Figure 14 shows the CDF of the number of iterations for
5, 10, and 50 users. The worst-case number of iterations is
found to be in the range of 3000 to 4000 iterations. It is inter-
esting to find that the 5-user case may take more iterations to
converge than what we observe for the case of 50 users, the
reason being the use of equal step size for both cases. Fur-
ther fine-tuning is possible by choosing a step-size that is a
function of the number of users. Also, for those applications,
which have a limit on the rate (e.g., voice communication
applications with at most 64 kbps), we can speed up the
greedy algorithm by using this fact during initialization.

The time to complete each iteration, however, increases
with the number of users. The convergence speed of the
greedy algorithm in terms of time is shown in Figure 15.
The measurements are taken from the Matlab-based simu-
lation environment, with an Intel dual-core T2300 1.66 GHz
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processor. Using dedicated software and hardware environ-
ments, the convergence speed is expected to be much faster.

Figure 16 shows the worst-case performance gap between
full-search and greedy algorithm. The performance gap is
computed as the difference between the MOS values ob-
tained by using the full-search and the greedy algorithm. We
find that the gap is reasonable.

5.3. Optimization with and without side information

In this section, we consider the more general case when
some of the streams provide application-layer side informa-
tion (MOS functions) and some do not. As discussed in
Section 3.6, we perform MOS-based optimization for the SI
streams, and throughput-based optimization for the non-SI

0.04

0.03 : : . . . . . . J
0.02 + - . . . . . J
0.01 : . . . . . J
0
5 6 7 8

Number of users

deltaMOS

FiGURE 16: Worst-case difference in MOS (deltaMOS) between full-
search and greedy algorithm.
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FiGure 17: CDF of mean PSNR (in dB) for a five-user video stream-
ing scenario.

streams. In this section, we consider a five-user video stream-
ing scenario. Figure 17 shows the CDF of mean PSNR over
five users for all possible cases of with and without SI. For
this scenario, we use the same video sequence (“foreman”
sequence) for all five users with a wide variety of channel
conditions. For the case “SI for all user” MOS-based opti-
mization is used, while for the case of “no SI,” throughput-
based optimization is performed. For the other cases, both
approaches are used in combination. Figure 17 shows that
we have an average gain of 1 dB PSNR for each additional
stream with SI. It is easy to extend this strategy to a system
having different application types, although the results will
be more involved due to the different quality metrics for dif-
ferent applications.
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6. CONCLUSION

In this paper, we propose a novel multiuser cross-layer opti-
mization approach across multiple applications using MOS
as a common application layer performance metric. With
this approach we are able to dynamically optimize the wire-
less transmission system resource usage and the user per-
ceived quality of service in a multiuser environment. We
compare our approach to a traditional approach where allo-
cation is done with the goal of maximizing overall through-
put. Our simulation results show significant improvements
in terms of user perceived quality for a variety of circum-
stances.
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1. INTRODUCTION AND MOTIVATIONS

The IEEE 802.11 wireless local area networking standard [1]
provides network access capabilities to an ever expanding ar-
ray of devices, including multimedia-enabled devices. The
802.11 standard addresses channel noise and MAC-level col-
lision issues by means of a link-layer automatic repeat request
(ARQ) scheme. This mechanism is well suited for generic
data transmission, because it is fast and simple to implement.
However, for the specific—and increasingly important—case
of multimedia traffic, more advanced ARQ techniques could
deliver higher perceptual quality as well as use network re-
sources more efficiently.

Multimedia communications exhibit peculiar features if
compared with conventional data transmissions. Two of the
most important characteristics of multimedia streams, in
fact, are the highly nonuniform perceptual importance of
data and the strong time sensitivity. Most ARQ techniques
designed for multimedia communications often consider

one or both characteristics. For instance, the Soft ARQ pro-
posal [2] avoids retransmitting late data that would not be
useful at the decoder, thus saving bandwidth. This technique
has also been adapted to deal with layered encoded streams.
Other works focused on optimizing prioritization mech-
anisms in order to take advantage of the different percep-
tual importance of the syntax elements contained in a com-
pressed multimedia bitstream. For instance, video packets
can be protected by different error correcting codes depend-
ing on the type of frame to which the packets belong, as in
[3], in which an additional ARQ scheme that privileges the
most important classes of data is also implemented by means
of different retry limit values. The work in [4] proposes to
schedule video frames according to the priority given by their
position inside the group of pictures (GOP), and at the same
time, it assigns different priorities to motion and texture in-
formation contained in each packet. A retry limit adaptation
scheme for layered video has been proposed in [5]. That work
presents an algorithm which can dynamically determine the
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best retry limit value for each layer, depending on channel
error and MAC-level buffer overflow probabilities, in a pri-
ority queueing transmission system.

Further improvements can be achieved by optimizing the
transmission policy for each single packet rather than relying
on a priori determination of the average importance of the
elements contained in the compressed bitstream [6, 7]. In
the low-delay wireless video transmission system presented
in [8], for instance, packets are retransmitted or not depend-
ing on whether the distortion caused by their loss is above
a given threshold. However, it is not clear how to optimally
determine such threshold. Given a way to associate distor-
tion values to each packet, rate-distortion optimization of the
transmission policies has also been proposed [9-11].

This work addresses the specific case of video streaming
over a congested 802.11 network. In order to overcome the
limitations of the standard 802.11 MAC-level ARQ which re-
transmits all packets regardless of their importance, we pro-
pose a cross-layer perceptual ARQ scheme which exploits in-
formation about the perceptual and the temporal importance
of each packet. The proposed ARQ scheme is composed of
three parts: an algorithm which determines retransmission
opportunities, a retransmission scheduling algorithm, and a
formula to compute a priority value for each packet. More
specifically, first a set of retransmission opportunities is de-
termined at the beginning of each GOP, then the schedul-
ing algorithm retransmits packets according to their prior-
ity and on the basis of the receiver feedback. The priority
of each packet is computed using a simple and flexible for-
mula that combines perceptual importance and maximum
delay constraint. Perceptual importance is evaluated using
the analysis-by-synthesis technique [10], which is explained
in Section 3.

This paper presents a detailed analysis of the cross-layer
perceptual ARQ scheme first presented in [12]. Extensive
simulation results quantify the impact of the main algorithm
parameters and illustrate how varying levels of congestion or
channel noise affect the performance of the proposed ARQ
scheme. This work focuses on a congested 802.11e home
network scenario in which the access point represents the
home access gateway (HAG). Test H.264 video transmissions
in presence of several concurrent interfering flows are simu-
lated. Two scenarios have been considered: direct transmis-
sion, from the access point to a PC, and indirect transmis-
sion from the PC to a TV set, relaying on the access point.
Both perceptual video quality (as measured by PSNR) and
network performance metrics are obtained in different con-
ditions and for different values of the main algorithm pa-
rameters, such as the maximum retransmission bandwidth.
Moreover, the sensitivity of the proposed technique to vari-
ations in the scenario (i.e., the amount of concurrent traf-
fic and channel noise) has also been evaluated. Besides the
standard MAC-level ARQ scheme, two reference techniques
have been implemented and studied for comparison pur-
poses. The first technique is a deadline-driven application-
level ARQ in which the highest retransmission priority is
given to the packet whose playout deadline is the nearest,
similarly to [2]. The second one is a MAC-level ARQ tech-
nique which imposes different retry limits value for each type

of packet, as proposed in [3], to give unequal protection to
the various elements of the video sequence.

The remainder of the paper is organized as follows.
Section 2 briefly reviews the H.264 standard focusing on
communication issues. Then, Section 3 provides details on
the analysis-by-synthesis distortion estimation technique,
which is used compute perceptual importance values. Sec-
tion 4 describes the cross-layer ARQ technique studied in this
work. Simulation setup and an extensive discussion of results
are presented in Sections 5 and 6, respectively. Finally, con-
clusions are drawn in Section 7.

2. H.264 VIDEO COMMUNICATIONS

In this work, we consider video communications based on
the state-of-the-art H.264 video codec [13, 14]. This codec is
particularly suitable for transmission over packet networks.
In fact, one of the most interesting characteristics of the
H.264 standard is the attempt to decouple the coding aspects
from the bitstream adaptation needed to transmit it over a
particular channel. The part of the standard that deals with
the coding aspects is called Video Coding Layer (VCL), while
the other is the network adaptation layer (NAL).

As in previous video coding standards, the H.264 VCL
groups consecutive macroblocks into slices, that are the
smallest independently decodable units. Slices are important
because they allow to subdivide the coded bitstream into in-
dependent packets, so that the loss of a packet does not affect
the ability of the receiver to decode the bitstream of others.

Differently from other video coding standards, the H.264
provides a NAL which aims to efficiently support transmis-
sion over IP networks [15]. In particular, it relies on the
use of the real-time transport protocol (RTP), which is well
suited for real-time wired and wireless multimedia trans-
missions. The implementation of our proposed algorithm is
compliant with this NAL specification.

However, some dependencies exist between the VCL and
the NAL. For instance, the packetization process is improved
if the VCL is instructed to create slices of about the same size
of the packets and the NAL told to put only one slice per
packet, thus creating independently decodable packets. The
packetization strategy, as the frame subdivision into slices, is
not standardized and the encoder has the possibility to vary
both of them for each frame. Usually, however, the maximum
packet size (hence slice size) is limited and slices cannot be
too short due to the resulting overhead that would reduce
coding efficiency.

3. DISTORTION ESTIMATION

The quality of multimedia communications over packet net-
works may be impaired in case of packet loss. The amount of
quality degradation strongly vary depending on the impor-
tance of the lost data. In order to design efficient loss protec-
tion mechanisms, a reliable importance estimation method
for multimedia data is needed. Such importance is often de-
fined a priori, based on the average importance of the ele-
ments of the compressed bitstream, as with the data parti-
tioning approach.
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In order to provide a quantitative importance estima-
tion method at a finer level of granularity, we define the im-
portance of a video coding element, such as a macroblock
or a packet, as a value proportional to the distortion that
would be introduced at the decoder by the loss of that specific
element. The potential distortion of each element, could,
therefore, be computed using the analysis-by-synthesis tech-
nique [10]. The conceptual scheme is depicted in Figure 1. In
this work, we apply the analysis-by-synthesis technique on
a packet basis. Hence, the video sequence has to be coded
and packetized before the activation of the algorithm. The
analysis-by-synthesis distortion estimation algorithm per-
forms, for each packet, the following steps:

(1) decoding, including concealment, of the bitstream
simulating the loss of the packet being analyzed (syn-
thesis stage);

(2) quality evaluation, that is, computation of the distor-
tion caused by the loss of the packet. The original and
the reconstructed picture after concealment are com-
pared using, for example, MSE;

(3) storage of the obtained value as an indication of the
perceptual importance of the analyzed video packet.

The previous operations can be implemented with small
modifications of the standard encoding process. The en-
coder, in fact, usually reconstructs the coded pictures sim-
ulating the decoder operations, since this is needed for
motion-compensated prediction. If step (1) of the analysis-
by-synthesis algorithm exploits the operations of the encod-
ing software, complexity is only due to the simulation of the
concealment algorithm. In case of simple temporal conceal-
ment techniques, this is trivial and the task is reduced to pro-
vide the data to the quality evaluation algorithm.

The analysis-by-synthesis technique, as a principle, can
be applied to any video coding standard. In fact, it is based
on repeating the same steps that a standard decoder would
perform, including error concealment. Obviously, the im-
portance values computed with the analysis-by-synthesis al-
gorithm are dependent on a particular encoding, that is, if
the video sequence is compressed with a different encoder or
using a different packetization, values will be different. Note,
however, that in principle the analysis-by-synthesis scheme
does not impose any particular restriction on encoding pa-
rameters or packetization.

Due to the interdependencies usually present between
data units, the simulation of the loss of an isolated data unit
is not completely realistic, particularly for high packet loss
rates. Every possible combination of events should ideally
be considered, weighted by its probability, and its distor-
tion computed by the analysis-by-synthesis technique, ob-
taining the expected distortion value. For simplicity, how-
ever, we assume that all preceding data units have been cor-
rectly received and decoded. Nevertheless, this leads to a
useful approximation as demonstrated by some applications
of the analysis-by-synthesis approach to MPEG-coded video
[6, 7, 10]. The results section will show the effectiveness of
the proposed video transmission algorithm which relies on
these distortion values.

The application of the analysis-by-synthesis method is
straightforward when considering elements of the video
stream which do not contribute to later referenced frames,
since the mismatch due to concealment does not propagate.
If propagation is possible, the distortion caused in subse-
quent frames should be evaluated until it becomes negli-
gible, for instance, at the beginning of the next group of
pictures (GOP) for MPEG video, or until its value falls be-
low a given threshold. In this case, the complexity of the
proposed approach could be high, but it is still suitable for
stored-video scenarios that allow precomputation. In order
to reduce complexity, statistical studies on many different
video sequences have been conducted and a model-based ap-
proach [16] has been developed. According to that model,
the encoder computes the distortion that would be caused
by the loss of the packet into the current frame and then,
using a simple formula, it computes an estimation of the
total distortion which includes future frames. The reader is
referred to the work in [16] for further details.

4. IMPORTANCE-BASED CROSS-LAYER ARQ

4.1. Overview

This work proposes an application-level end-to-end ARQ
technique which relies on the perceptual and temporal im-
portance of each multimedia packet in order to optimize the
usage of retransmission bandwidth. The technique has been
designed to work with the IP/UDP/RTP protocol stack [17].
RTCP packets are used to provide feedback information.

According to the proposed technique, every packet is
transmitted once, then it is stored in a retransmission buffer
RTXpye waiting for its acknowledgment. The receiver peri-
odically generates RTCP receiver reports (RR) containing an
ACK or a NACK for each transmitted packet. A NACK is gen-
erated when the receiver detects a missing packet by means of
the RTP sequence number. When a retransmission opportu-
nity is available, packets in the retransmission buffer are sent
in the order given by their combined temporal-perceptual
priority, as defined in Section 4.4.

A few key parameters can be used to tune the perfor-
mance of the proposed technique, for instance, the peak
transmission bandwidth Byek granted to retransmissions
and the relative weight of temporal with respect to percep-
tual importance.

4.2. Retransmission opportunities

The first step of the scheduling algorithm consists in deter-
mining the transmission time of each packet. The task is car-
ried out, at the beginning of each GOP, by equispacing the
packets of each frame inside their respective frame interval.
Let Bgop be the bandwidth needed to transmit the cur-
rent GOP and let Bpc,k be the peak bandwidth granted to the
transmission, including retransmissions. Retransmission op-
portunities are identified using the following algorithm.

(1) Determine the number of retransmission opportuni-
ties Nyt for the current GOP, as Ny = [ Bpeak —
Bgor I/Spck, where Sper is the average size of all the
packets belonging to the original video sequence.
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FiGure 1: Conceptual scheme of the analysis-by-synthesis technique.

(2) Determine the time instants corresponding to the re-
transmission opportunities.

(2.1) Compute the total size, including retransmis-
sions, of each frame. Identify the smallest one.

(2.2) Set the time of a retransmission opportunity as
the midway between the time instant of the first
packet of the smallest frame (including retransmis-
sions) and the last packet of the previous frame.

(2.3) Repeat steps (2.1) and (2.2) until N, opportu-
nities have been determined, considering at each
step the opportunities filled by packets of size Sy
and including them in the total frame size.

This procedure may create retransmission bursts between
each frame, but has the advantage to be simple to implement;
if desired, a more uniform distribution of the retransmission
opportunities can be designed. Note also that the opportuni-
ties will not be necessarily used completely.

4.3. Scheduling algorithm

The retransmission policy, illustrated in Figure 2, is imple-
mented by means of a retransmission buffer RTX,r. After
that a packet is sent for the first time, it is placed in the
RTXpy¢, waiting for its acknowledgment, and marked as un-
available for retransmission. When an ACK is received, the
corresponding packet in the RTXpyf is discarded because it
has been successfully transmitted. If a NACK is received, the
corresponding packet is marked as available for retransmis-
sion. Packets belonging to the RTXp¢ that will never arrive at
the decoder in time for playback (considering the estimated
FTT) are discarded. To limit the impact of receiver report
losses, the sender piggybacks the highest sequence number
for which it received an ACK or a NACK. The receiver always
repeats in the receiver reports the status information for all
the packets whose sequence number is less than the piggy-
backed one.

A priority function (see Section 4.4) is computed for each
packet marked as available in the RTXpys each time a new

| Discarded i
max Vi,

ACK or
RT X Atip < FTT
Transmitted  |—————————— =  F-————-1

video packets_) I:l |:| I:l |:| I:l I:l I:l I:l Hr Channel |

| NACK

Mark as “available”

FIGURE 2: Diagram of the scheduling algorithm for packet retrans-
mission.

retransmission opportunity approaches. The packet with the
highest priority is then transmitted.

It is important to stress that the retransmission opportu-
nities computed according to B,k 1ot necessarily will be ac-
tually used by the algorithm, leading to an actual bandwidth
usage which can be considerably lower than Bpeak.

4.4. Packet priority function

In a generic multimedia streaming scenario, each packet
must be available at the decoder a certain amount of time be-
fore it is played back to allow the decoder to process it. Let t,
be the time the nth frame is played back. All packets contain-
ing data needed to synthesize the nth frame must be available
at the decoder at time t, — Tp, where Tp is the decoder pro-
cessing time. Note that data dependencies in the coded video
(e.g., due to reference to future frames) must also be consid-
ered.

We define deadline of a packet as the time instant at which
that packet must be available at the decoder to be played back
correctly. Let t; , be the deadline of a packet i belonging to the
nth frame. From the definition, it is clear that t;,, = t, — Tp. If
a packet never arrives or it arrives after t; ,, it will cause a dis-
tortion increase D;, that can be evaluated using the analysis-
by-synthesis technique.

Obviously, the sender should always select a packet for
transmission only among the ones that can arrive before their
deadline, that is, t;, > t; + FTT, where ¢ is the instant of
the next retransmission opportunity and FI'T (forward trip
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time) is the time needed to transmit the packet, which is typ-
ically time-varying depending on the network state. Defining
the distance from the deadline as At;, = t;,, — t;, the previous
condition can be rewritten as At;,, > FTT.

A policy is needed to choose which packet must be re-
transmitted and in which order, because at any given time
several packets satisfy the condition At;,, > FTT. Consider,
for instance, the packets containing the video data of a cer-
tain frame, each packet has the same At;,. Within a frame,
the sender should transmit, or retransmit, the packet with
the highest D;, that has not been yet successfully received.
The decision is not as clear when choosing between sending
an element A with low distortion D4 ,_; in an older frame
and an element B with high distortion Dg , in a newer frame.
In other words, there is a tradeoff between the importance
of the video data and its distance from the deadline (which
can be seen as a sort of temporal importance.) A reason
in favor of sending A is because its playback time is nearer
(Atau—1 < Atgy), that reduces the number of opportunities
to send it. On the other hand, if B arrives at the decoder, it
will reduce the potential distortion of a value greater than A
(because Dg,, > Da,n—1.) A detailed study of the problem can
be found in [2].

A criterion is needed to select, at each retransmission op-
portunity, the video packet which maximizes the expected
quality of the transmission. We propose to compute, for each
packet, a priority function of both its potential distortion and
its distance from the deadline:

Vi,n = f(Di,n;Ati,n)' (1)

Packets will then be sorted by V;, and the one with the
highest priority value is sent. The issue is to find an effective,
and, if possible, simple function that combines the distortion
value with the distance from the deadline. We propose to use
the following function:

Vin =Dj, + WCAE‘,”- (2)
The normalization factor C is computed as
C=D;, T, (3)

where Tp is the receiver buffer length, in seconds, and D;, is
the average packet distortion. The normalization factor, C, is
designed to balance the perceptual and temporal importance
of the packet for the average case. The size of the receiver
buffer T} is, in fact, approximately equal to the mean value
of the distance from the deadline, assuming that the receiver
buffer is almost full. The weighting factor w in (2) is intro-
duced to control the relative importance of the perceptual
and temporal terms of the formula.

5. SIMULATION SCENARIO

The network simulator ns [18] has been used to assess the
performance of the proposed technique. An 802.11e MAC
layer [19] has been configured to operate over an 802.11a
physical layer with a channel bandwidth of 36 Mbit/s. A

H.264 under test (scenario 2)

H.264 (scenario 1)
FTP =

Video #3

VoIP
phone

FiGure 3: Home network scenario used in the experiments. The
tested H.264 video stream is transmitted from the home access gate-
way (HAG), that is, the access point, to the PC (scenario 1) or from
the PC to the TV set (scenario 2). The solid lines show the actual
path of the transmitted packets, while the dashed lines indicate log-
ical connections.

packet error model has been implemented in ns based on
BER curves obtained from 802.11 channel measurements,
with different noise levels and packet sizes.

We simulated an H.264 video streaming transmission in a
realistic home network scenario, in which many wireless de-
vices, that is, three TV sets, a DVD player, a PC, and a VoIP
terminal, all share the same physical bandwidth. The home
access gateway is represented by the access point. Three con-
current video transmissions, a VoIP call, an FTP transfer as
well as the H.264 video transmission under test, are active
at the same time. Two scenarios have been analyzed. In sce-
nario 1, the H.264 packets originate from the access point
and they are directly sent to the PC, while in scenario 2, the
H.264 packets are sent from the PC to the TV #1 by means
of the access point which acts as a relay node. Both scenarios
are depicted in Figure 3.

Tests have been performed using three different standard
sequences (paris, tempete, bus) at CIF (352 x 288) resolu-
tion. They were encoded using version 6.le of the H.264
test model software [13] with a fixed quantization parameter.
The GOP encoding scheme is IBBPBBPBBPBB. The charac-
teristics of the tested video sequences are shown in Table 1.
Each sequence is concatenated with itself to reach a length of
approximately 500 seconds. The video encoder is instructed
to make RTP packets whose size is approximately constant.
Unless otherwise noted, the playout buffer size is 1-second
long. The decoder implements a simple temporal conceal-
ment technique that replaces a corrupted or missing mac-
roblock with the macroblock in the same position in the pre-
vious frame.

The assignment of the various kinds of traffic to the
802.11e access categories has been based on the Wi-Fi al-
liance WMM specification [20]. The FTP stream is assigned
to the lowest priority class, that is, access category (AC)
0. The tested H.264 stream is assigned to AC1, while all
the remaining video flows are sent as AC2. The VoIP and
the receiver reports flows are assigned to AC3, which pro-
vides the highest available QoS. This assignment provides
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TasLE 1: Characteristics of the sequences used as H.264 streams.
Avg. bitrate Encoding . Frame rate Maximum packet Avg. number
Sequence ; . ) Resolution )
(kbit/s) distortion (dB) (fps) size (bytes) of packets/s
Paris 765 35.68 352 x 288 30 750 146
Tempete 1205 34.23 352 x 288 30 1200 141
Bus 1304 34.25 352 x 288 30 750 235
TaBLE 2: Access category assignment for all traffic. level ARQ scheme, we varied the retry limit of the AC1 class,
. Swidth while for the CBRL ARQ technique, various combinations
ceess category Stream Ban .Wl t of retry limit values (RL;p, RLp) have been used, in particu-
ACO FTP Variable lar, for the case RL;p = RLg+ 1 and RL;p = RLp + 2. The
AC1 Tested H.264 765-1304 kbit/s PSNR performance of the MAC-level and the CBRL ARQ
Video #1 1.5 Mbit/s techniques is nearly equivalent and the maximum is achieved
AC2 Video #2 3 Mbit/s when RL; p is equal to four. For higher retry limit values, the
Video #3 6 Mbit/s performance slightly decreases due to the higher packet de-
AC3 VoIP 72 kbit/s lay caused by.the increased networl'< co.ngestion. The higher
RTP receiver reports 3-6 kbit/s packet delay, in fact, causes the expiration of the MAC-level

the maximum protection against receiver report losses. The
maximum number of MAC retransmissions is seven for all
the classes except AC1, for which no MAC-level retransmis-
sions are used unless MAC-level ARQ techniques are sim-
ulated. We assigned the tested H.264 video stream and the
other video flows to different access categories because the
retry limit can be specified only for each access category and
not for each flow. To ensure fairness in the comparisons,
however, the tested H.264 stream flow has been assigned to
an access category whose priority is lower than the other
video streams. Table 2 summarizes the assignments and the
bandwidth of each flow. Note that the rate of the RTCP flow
due to the receiver reports is very modest. It ranges from 3 to
6 kbit/s for a 100 milliseconds receiver report interval, and,
if needed, could be further improved by packing ACK and
NACK information more efficiently than the current imple-
mentation.

6. RESULTS
6.1. MAC-level ARQ techniques

First, the performance of the MAC-level ARQ techniques is
presented. Two techniques have been studied. The first one
is the current 802.11 standard ARQ implementation without
any modification. The second technique employs MAC-level
retransmissions with a different retry limit depending on the
characteristics of the data contained in the packet, which al-
lows MAC-level unequal protection as done in [3]. We di-
vided the video flow into two classes, the first one contain-
ing packets belonging to I and P frames, and the second one
for the rest of the packets (B frames), and we tested several
retry limit values (RLy p, RLg) for these two classes. We refer
to this technique as the class-based retry-limit (CBRL) ARQ
technique.

As a reference for comparisons, the performance of both
techniques as a function of the retry limit has been studied
for both the paris and the tempete sequences. For the MAC-

timeout of many packets. The used bandwidth, expressed as
a percentage of the average bitrate of the original sequence,
shows a saturation effect when the retry limit is increased
over a certain threshold, that is, about four in our simula-
tions. However, note that the number of packets in queues
is limited, although infinite size queues are assumed due to
the MAC-level timeout. The corresponding used bandwidth
is about 120%, that is, 20% of the bandwidth is used for re-
transmissions. The best results obtained with the MAC-level
and the CBRL ARQ techniques will be used as reference val-
ues in the rest of the paper.

6.2. Application-level ARQ techniques:
direct transmission (scenario 1)

This section is aimed at investigating the performance of
the proposed perceptual ARQ algorithm in scenario 1 by
means of performance indicators such as the PSNR value
and the used bandwidth. Moreover, the impact of the two
main parameters of the algorithm, namely, the peak band-
width (Bpeak) and the weighting parameter (w), will also be
examined. In addition to the MAC-level and CBRL ARQ
techniques, another retransmission scheme, that is, the Soft
ARQ, will be used as reference to evaluate the performance
of the proposed perceptual ARQ algorithm. The Soft ARQ
proposal [2] assigns the highest retransmission priority to
the packet whose playout deadline is the nearest. Packets
whose deadline is the same (belonging to the same frame) are
retransmitted sequentially. The algorithm implements the
same strategy of our proposed application-level ARQ tech-
nique to compute retransmission opportunities, but the dis-
tortion term in (2) is not considered.

Figure 4 shows the performance in terms of PSNR of
the proposed ARQ technique as a function of the peak
bandwidth parameter, which is expressed as a percent-
age of the sequence average bitrate, for different values of
the w parameter when the tempete sequence is transmit-
ted. The graph also includes the three reference ARQ tech-
niques. The dashed curve shows the performance of the Soft
ARQ scheme, while the best performance achieved by the
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MAC-level and the CBRL ARQ techniques, as determined
in Section 6.1 by varying the MAC-level retry limit, is repre-
sented by two horizontal lines. In fact, for these two reference
techniques, it is not possible to impose a peak bandwidth pa-
rameter Bpek constraint and the average used bandwidth is
only indirectly controlled by means of the retry limit.

The proposed perceptual ARQ technique achieves a con-
sistent performance gain, up to 0.8 dB, with respect to the
best performance achieved by the standard MAC-level ARQ
technique, while the gain with respect to the best perfor-
mance of the CBRL ARQ technique is up to 0.5 dB, provided
that the By, parameter is set higher than about 127%. Since
this percentage value is computed with reference to the aver-
age bitrate of the video sequence, a value less than 127% may
impose a bandwidth constraint which is sometimes lower
than the instantaneous bitrate of the video sequence. This is
the main reason of the performance decrease under the B,k
value. Hence, it is recommended that the Bjcqx parameter is
set to about 130% (or higher values), as done for a large part
of the results presented in this paper. With this Bpcax setting,
the bandwidth usage of the proposed ARQ technique is equal
or slightly higher than the one used by the two reference tech-
niques and the impact on concurrent traffic is very limited, as
it will be shown later in this section. Hence, the 130% value
represents the best tradeoft for video streaming applications
in scenario 1.

The Soft ARQ performance in Figure 4 shows that for
the same Bk parameter the distortion term in (2) plays an
important role. In fact, using the perceptual importance of
each packet when selecting the packet to retransmit allows to
achieve the error-free performance for a smaller peak band-
width value. Note that the saturation value in the graph is
equal to the encoding distortion. Different values of the w
parameter have a significant impact on the performance, es-
pecially when the Bpeox parameter is low. In this situation, the
best value for the w parameter is zero, thus the packets should
be retransmitted based on the perceptual importance only,
that is, the distortion term in (2). If the Bpeax parameter is
increased, the best PSNR performance of the proposed tech-
nique is achieved for progressively increasing values of the
w parameter. This effect can be observed in Figure 5, which
presents the PSNR values as a function of the w parameter for
different Bpeq values. Each curve presents a maximum for
progressively increasing values of w until flatness when the
values reach the error-free PSNR performance. For the rec-
ommended Bk value of approximately 130%, performance
maximization is achieved using a w value equal to about one.

The results of the same set of experiments for the paris
sequence are shown in Figure 6. The behavior is similar to
the case of the tempete sequence. The performance gain is
up to 0.5 dB when considering the best performance of the
standard MAC-level ARQ technique, and up to 0.8 dB for the
case of the CBRL ARQ technique.

Figure 7 shows the results achieved with the bus se-
quence. For this sequence, the performance of the standard
MAC-level and the CBRL ARQ techniques are not shown be-
cause they are very low compared to the other results. The
best performance of the standard MAC-level ARQ technique
is 21.21 dB. The CBRL ARQ technique also provides similar
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Figure 4: PSNR as a function of the peak bandwidth for the pro-
posed ARQ scheme for different values of the w parameter, com-
pared to the Soft ARQ technique and to the best performance of the
MAC-level and CBRL ARQ schemes (tempete sequence).
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FiGure 5: PSNR as a function of w parameter for the proposed per-
ceptual ARQ technique (tempete sequence).

performance (23.72 dB), which is well below the acceptable
quality threshold. Hence, the gain of the proposed algorithm
with respect to the MAC-level ARQ technique is up to 12 dB.

Note that the performance of the MAC-level ARQ
schemes for the case of the bus and tempete sequences is
strongly different despite the similar sequence average bi-
trate. The fact can be explained noting that the bus sequence
is packetized into about 66% more packets per second com-
pared to the tempete sequence (please refer to the last col-
umn of Table 1). The higher number of packets of the bus
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FIGURE 6: PSNR as a function of the peak bandwidth for the pro-
posed ARQ scheme for different values of the w parameter, com-
pared to the Soft ARQ technique and to the best performance of the
MAC-level and CBRL ARQ schemes (paris sequence).
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FIGURE 7: PSNR as a function of the peak bandwidth for the pro-
posed ARQ scheme for different values of the w parameter, com-
pared to the MAC-level ARQ performance (bus sequence). The
maximum PSNR values achieved by the MAC-level ARQ and the
CBRL ARQ techniques are not reported because they are very low.

sequence causes a saturation effect in the 802.11 network.
Consequently, the performance drastically decreases. The
application-level ARQ algorithms, instead, cause a lower
number of network access attempts because packets are never
retransmitted at the MAC level, hence good performance can
be achieved in this congested scenarios as shown by the re-
sults. In this situation, it is very important to use retransmis-
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FiGure 8: Used bandwidth as a function of the peak bandwidth for
the proposed ARQ scheme, compared to the Soft ARQ technique
and to the value corresponding to the best PSNR performance of
the MAC-level and CBRL ARQ schemes (paris sequence).

sion opportunities for more perceptually important packets,
as shown by the curve with w equal to zero. Moreover, when
packets have the same playout deadline, the proposed per-
ceptual ARQ technique selects them for retransmission in de-
creasing order of perceptual importance because in this case
the total importance value is influenced only by the left term
in (2). The Soft ARQ technique, instead, does not exploit the
different perceptual importance of the packets and retrans-
mits packets with the same deadline sequentially. This behav-
ior leads to lower performance compared to the perceptual
ARQ algorithm.

Figure 8 shows the average bandwidth used by the var-
ious algorithms, expressed as a percentage of the sequence
average bitrate. Note that the value is much lower than the
corresponding peak bandwidth parameter (Bpeak). The peak
transmission bandwidth, in fact, is fully used only when a
GOP has much higher bandwidth than the average. There-
fore, if Bpeak is increased, the PSNR gain comes from allow-
ing the algorithm to timely retransmit a higher number of
packets when it is more needed. The two horizontal lines in
the graph represent the bandwidth usage of the MAC-level
and the CBRL ARQ techniques corresponding to their best
PSNR performance. On average, the perceptual ARQ algo-
rithm presents bandwidth usage similar to the MAC-level
ARQ and Soft ARQ techniques and slightly higher than CBRL
ARQ technique, up to 2% for the paris and tempete (not
shown) sequences. However, the PSNR performance of the
perceptual ARQ algorithm is consistently better than the
other algorithms.

Figure 9 shows the average used bandwidth for the bus
sequence. In this case, the difference is higher in comparison
with the MAC-level ARQ (up to 5%) and the CBRL ARQ
(up to 9%), but these algorithms are unable to provide an
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F1GURE 9: Used bandwidth as a function of the peak bandwidth for
the proposed ARQ scheme, compared to the Soft ARQ technique
and to the value corresponding to the best PSNR performance of
the MAC-level ARQ scheme (bus sequence).

acceptable video quality. The increase with respect to the Soft
ARQ technique is up to 8%, but the corresponding increase
of the proposed perceptual ARQ algorithm in terms of PSNR
gain is significant, up to 5dB.

6.3. Application-level ARQ techniques:
transmission through a relay node (scenario 2)

The performance of the proposed perceptual ARQ algorithm
has also been evaluated when a node transmits the H.264
video sequence to another node by means of the access point
(scenario 2). In this case, the transmission originates from
the PC and is directed to a TV set, as shown in Figure 3. Note
that, in case of packet losses, the application-level ARQ tech-
niques (i.e., the proposed perceptual ARQ and the Soft ARQ)
employ an end-to-end retransmission approach, hence pack-
ets are sent again from the PC even if they are lost during
transmission from the AP to the TV set. In this scenario, we
also simulated the MAC-level and the CBRL ARQ techniques
for comparison purposes. However, note that to implement
the CBRL ARQ technique in this scenario, some mechanism
has to be designed to let the access point know the classifi-
cation of each video packet so that the correct retry limit for
each packet can be used, otherwise the retry limit informa-
tion would not be available at the access point.

Figures 10 and 11 show the PSNR performance of the
proposed technique as a function of the Bpc.x parameter and
for different w values. The performance is compared with the
other three algorithms. The PSNR gain with respect to the
MAC-level ARQ is much more pronounced than in scenario
1, up to 6 dB. With respect to the CBRL ARQ technique,
the gain is still significant, up to 4dB in the fempete case.
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FIGURE 10: PSNR as a function of the peak bandwidth for the pro-
posed ARQ scheme for different values of the w parameter, com-
pared to the Soft ARQ technique and to the best performance of the
MAC-level and CBRL ARQ schemes (paris sequence.) Transmission
through the relay node.
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FiGure 11: PSNR as a function of the peak bandwidth for the pro-
posed ARQ scheme for different values of the w parameter, com-
pared to the Soft ARQ technique and to the best performance of the
MAC-level and CBRL ARQ schemes (tempete sequence.) Transmis-
sion through the relay node.

The comparison with the Soft ARQ algorithm shows that the
PSNR gain is up to 3 dB if the value of the w which leads
to the best performance is chosen. Note also that the perfor-
mance of the proposed perceptual ARQ technique is more
sensible to the value of the w parameter than in scenario 1.
When the Bpea parameter is low, the w parameter should
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FIGURE 12: Used bandwidth as a function of the peak bandwidth
for the proposed ARQ scheme, compared to the Soft ARQ technique
and to the value corresponding to the best PSNR performance of the
MAC-level and CBRL ARQ schemes (paris sequence). Transmission
through the relay node.

be equal to zero, so that the most perceptually important
packets are privileged when a retransmission opportunity is
available. The case of the bus sequence is not shown because
none of the considered techniques is able to achieve an ac-
ceptable performance. In this case, all packets in the net-
work experience long access delays due to the large number
of packets offered to the network, and this causes a general-
ized performance decrease.

In Figure 12, the average used bandwidth for the paris
sequence in scenario 2 is reported. The perceptual ARQ
technique shows a used bandwidth increase with respect to
the MAC-level and the CBRL ARQ techniques up to about
25% of the sequence average bitrate, however a considerable
PSNR gain is provided by the perceptual ARQ technique.
Moreover, the difference in used bandwidth is limited, about
5%, while the perceptual ARQ technique can achieve a PSNR
gain up to 2 dB (as seen in the previous graph) with respect
to the Soft ARQ technique. Simulations results thus indicate
that the proposed perceptual ARQ technique can be effec-
tively used in an infrastructured scenario to perform video
communication between nodes.

6.4. Delays

We now present further results obtained in scenario 1 in
which the video sequence under test is transmitted from the
access point to the destination node without using any inter-
mediate hop. The perceptual ARQ technique has also been
evaluated in terms of the average delay, which is reported in
Table 3. The results show that the MAC-level ARQ scheme
causes a relatively high delay for the tempete and bus se-

Bitrate of video #3 (Mbit/s)

—%— Proposed ARQ, Bpeak = 200 %, w = 1
—©— Proposed ARQ, Byeak = 130%, w = 1
-B- Mac-level ARQ

F1GURE 13: PSNR as a function of the Video #3 bandwidth (varied
from 4 to 6 Mbps) for both the MAC-level ARQ and the proposed
ARQ scheme; paris sequence.

TABLE 3: Average delay (millisecond) for the standard MAC-level
ARQ and the proposed perceptual ARQ technique.

MAC-level ARQ Perceptual ARQ
Sequence o
retry limit = 4 Bpeak=130% Bpeax = 200%
Paris 152 81 61
Tempete 870 76 49
Bus 1315 258 235

quences, about one second or more, which might be annoy-
ing in real-time applications. Note also that, for the bus se-
quence in the MAC-level ARQ case, the playout buffer had
to be increased to 2 seconds. On the contrary, the percep-
tual ARQ technique achieves a very low transmission de-
lay, especially in the paris and tempete cases (50—-80 mil-
liseconds). The average delay for the bus sequence is slightly
higher, about 250 milliseconds, which however greatly im-
proves with respect to the 1.3 seconds average delay of the
MAC-level ARQ technique and it allows to use a 1 second
playout buffer as in the other cases. Moreover, increasing the
peak bandwidth parameter further reduces the transmission
delay. Hence, the proposed perceptual ARQ algorithm can
be very interesting in scenarios with very strict delay require-
ments.

6.5. Influence of the scenario

This section assesses the impact of variations in scenario 1
on the performance of the proposed perceptual ARQ tech-
nique. First, the effect of different network congestion levels
is evaluated. Figures 13 and 14 show the PSNR perfor-
mance as a function of the bandwidth of the heaviest video
flow (Video #3), varied from 4 Mbit/s to 6 Mbit/s. As illus-
trated in the graphs, the proposed ARQ technique is only
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TaBLE 4: Packet loss rate (%) of concurrent traffic for different retransmission schemes. By is equal to 130% for the application-level ARQ

schemes. The table shows the highest observed value.

Sequence Traffic flow MAC-level ARQ Soft ARQ Perceptual ARQ
Video #1 17.31 17.40 15.64
. Video #2 18.51 18.64 17.40
Paris
Video #3 17.52 17.72 15.69
VoIP 0.002 0.00 0.253
Video #1 19.98 19.93 20.24
Video #2 21.39 21.27 21.69
Tempete .
Video #3 20.46 20.59 20.80
VoIP 0.002 0.00 0.004
Video #1 19.45 22.16 23.06
Bus Video #2 21.05 23.74 24.71
Video #3 20.39 23.60 24.55
VoIP 0.003 0.00 0.00
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FiGURe 14: PSNR as a function of the Video #3 bandwidth (varied
from 4 to 6 Mbps) for both the MAC-level ARQ and the proposed
ARQ scheme; tempete sequence.

minimally affected by the augmented network load, while the
MAC-level ARQ suffers a sharp decrease in terms of PSNR
performance. Note also that the Video #3 transmission is re-
layed by the access point, hence the actual traffic offered to
the network is doubled compared to the nominal bitrate.

Figure 15 compares the PSNR performance of the pro-
posed perceptual ARQ and the MAC-level ARQ techniques
as a function of the average channel noise level, for the bus
sequence. Besides the performance gap between the percep-
tual and MAC-level ARQ, it is interesting to note that the
perceptual ARQ performance is almost constant over the full
range of the considered noise level.

The last set of results investigates the impact of the var-
ious ARQ techniques on the concurrent traffic. Results are
shown in Table 4, in terms of the packet loss rate experienced
by the various traffic flows, except the FTP flow which is not
included because the throughput it can deliver is very lim-

—— Perceptual ARQ, Bpeak = 130 %, w = 1
--- MAC-level ARQ

FIGURE 15: PSNR as a function of channel noise for both the MAC-
level ARQ and the proposed ARQ scheme; bus sequence.

ited and not significant due to the high network congestion.
The results compare three techniques, namely, the MAC-
level ARQ), Soft ARQ, and the proposed perceptual ARQ, for
the three considered video sequences. The shown values rep-
resent the highest packet loss rate measured in the simula-
tions. The Bpeac parameter is set equal to 130%, which is
the saturation point for the PSNR performance of the pro-
posed perceptual ARQ technique in scenario 1. For all the
three concurrent high-bandwidth video flows, the packet loss
rate increase is less than 0.34% when using the perceptual
ARQ instead of the MAC-level ARQ technique for the tem-
pete sequence. For the paris video sequence, the perceptual
ARQ technique causes a lower packet loss rate compared to
the MAC-level ARQ. The packet loss rate slightly increases
in the bus case (up to 4.16%); however, the proposed per-
ceptual ARQ technique is able to deliver an acceptable qual-
ity while in the same conditions, the degradation using the
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MAC-level ARQ is intolerable. Similar considerations hold
when the perceptual ARQ technique is compared with the
Soft ARQ technique, but in this case the packet loss differ-
ence is smaller. Finally, the results show that the impact on
the VoIP transmission, which is assigned to AC3, that is, the
highest-QoS access category, is negligible in all cases.

7. CONCLUSIONS

In this paper, we presented and investigated the perfor-
mance of a perceptual ARQ algorithm for video streaming
over 802.11e wireless networks. The algorithm uses a sim-
ple and effective formula in order to combine the percep-
tual and temporal importance of each packet into a single
priority value, which is then used to drive the packet selec-
tion process at each retransmission opportunity. Extensive
simulations of H.264 video streaming in a heavily congested
802.11e home scenario have been carried out by means of
ns. The results show that the proposed method consistently
outperforms the standard link-layer 802.11 retransmission
scheme, with PSNR gains up to 12 dB. Comparisons with a
MAC-level ARQ scheme which adjusts the retry limit of each
packet based on the frame type and with an application-level
deadline-based priority retransmission scheme show that the
PSNR gain offered by the proposed perceptual ARQ algo-
rithm is significant, up to 5 dB. Further results indicate that
the proposed algorithm presents a very low transmission de-
lay and a limited impact on concurrent traffic. Finally, con-
sistent performance is achieved with various network con-
gestion and channel noise levels.
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Multimedia streaming over the wireless channels has been
a very challenging issue due to the dynamic uncertain na-
ture (e.g., variable available bandwidths and random packet
losses) of the wireless channels [1]. To address this prob-
lem, many solutions have been proposed, of which conges-
tion control for streaming media at the transport layer and
source rate control at the application layer are two basic com-
ponents.

At the transport layer, congestion control for streaming
multimedia is adopted to make sure the users have a fair
share of the network resources. Congestion control for the
wireless scenario has to differentiate packet loss due to wire-
less link error from packet loss due to congestion, as the
transport protocol needs to decrease the sending rate only
when there is congestion in the network [2]. Source rate
control is typically adopted at the application layer to op-
timize the playback quality, subject to the bandwidth con-
straint provided by the congestion control mechanism and
the QoS requirements of the multimedia application (e.g.,
the end-to-end delay constraint).

However with the traditional layered design principle,
source rate control and congestion control are usually de-
signed separately without sufficient communication with
each other, which imposes a limitation on the overall system
performance. For example, traditional congestion control for
streaming multimedia usually needs to smooth their sending
rate to help the application achieve smooth playback qual-
ity. But this does not work all the time, because the coding
complexity of the video frames may change abruptly. More-
over, source rate control alone cannot guarantee the end-to-
end delay constraint at any time due to the minimum band-
width requirement and the quality smoothness constraint of
the video source. Actually, the end-to-end delay constraint
also imposes constraints on the sending rate, which cannot
be well supported in the layered design mode.

The cross-layer design approach, on the other hand, can
achieve the better overall system performance, and there have
been many cross-layer design solutions proposed for wireless
video streaming [3]. However, most of them mainly concern
about how to utilize the information from the MAC/physical
layer. In this paper, we extend our work in [4] to the wire-
less scenario, and propose cross-layer design of source rate
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control and congestion control for wireless video streaming.
Our main contributions are as follows.

(1) We first extend the QoS-aware congestion control
mechanism-TFRCC (TCP friendly rate control with com-
pensation) that we proposed in [4] to better support the QoS
requirements of multimedia applications, to the wireless sce-
nario. We provide a detailed discussion about how to obtain
a smooth measurement of the parameters, and how to en-
hance the overall performance of the transport protocol in
terms of rate smoothness and responsiveness.

(2) Based on the above work, we extend our previous
work, joint design of source rate control and QoS-aware con-
gestion control, to wireless video streaming. How to enhance
the cross-layer design mechanism is discussed and a thor-
ough performance evaluation is conducted under different
wireless scenarios. Simulation results show that our approach
can significantly improve the playback quality of the applica-
tion and maintain good long-term TCP-friendliness of the
transport protocol, thus optimizing the overall performance.

The remainder of this paper is organized as follows.
Section 2 discusses the related work. In Section 3, we briefly
introduce our joint design work in [4]. Section 4 describes
how to extend the QoS-aware congestion control algorithm
to the wireless scenario. Simulation results are presented in
Section 5. Section 6 gives the concluding remarks.

2. RELATED WORK
2.1. Congestion control for streaming multimedia

Congestion control for streaming multimedia has to take into
account not only the fairness and responsiveness of the trans-
port protocol, but also the smoothness of the sending rate
to help the multimedia application achieve better playback
quality [5]. A number of TCP-friendly congestion control
schemes for the wired channels have been proposed to pro-
vide smooth sending rates. These include the window-based
schemes [6, 7] and the rate-based schemes which can be fur-
ther classified into the probe-based [8, 9] and equation-based
schemes [10, 11].

The above approaches all assume that every packet loss is
an indication of congestion, which is not held for the wire-
less channels. As in the wireless scenario, packet losses can
also be attributed to link error [12]. So these mechanisms
cannot be directly applied to the wireless scenario. To over-
come this problem, several mechanisms have been proposed
to distinguish packet losses due to link errors from those
due to congestion [13]. For example, an agent is proposed
to be installed at the edge of wired and wireless networks to
measure the conditions of these two types of networks sep-
arately, thus the wireless loss can be differentiated from the
packet loss due to congestion [14, 15]. In [12, 16], the pro-
posed methods focus on differentiating the congestion loss
from the erroneous packet loss by adopting some heuris-
tic methods such as interarrival time or packet pair. Such
solutions expect a packet to exhibit a certain behavior un-
der network congestion or wireless errors. However, a spe-
cific behavior of a packet in the Internet reflects the joint
effect of several factors, and it is hard to predict the behav-

iors of the packets by using a simple pattern. Akan and Aky-
ildiz proposed an equation-based approach—the analytical
rate control scheme (ARC) for multimedia traffic in wireless
networks [2], which only requires the statistical information
of the wireless losses, thus avoiding precise differentiation
between the congestion loss and the erroneous packet loss.
Chen and Zakhor have proposed a pure end-to-end approach
in [17, 18], which creates multiple simultaneous TFRC con-
nections on the same wireless path instead of distinguishing
packet losses due to link errors from those due to congestion
to fully utilize the bandwidth.

2.2. Source rate control for streaming multimedia

Source rate control at the application layer is to make the
source rate match the channel condition to achieve better
video quality. At the receiver side, adaptive media playout
mechanism is proposed in [19, 20] to make sure the end-to-
end delay constraint is met by adaptively varying the playout
speed at the receiver. At the sender side, adaptive adjustment
of the source rate is proposed based on the channel condition
and the QoS requirements of the application. For example,
the proportional plus derivative (PD) controller is used in [1]
to determine the source rate according to the encoder buffer
state. In [21], both the encoder buffer state and the end-to-
end delay constraint are considered using a virtual network
buffer management algorithm for bitstream switching ap-
plications.! In [22], a global rate control model is adopted
to take into account the encoder buffer state as well as the
end-to-end delay constraint of the application. A new trans-
port protocol building upon the TFRC protocol is also pro-
posed to take into account the characteristics (e.g., variable
packet size) of the multimedia flows and achieve better per-
formance.

Compared to traditional congestion control and source
rate control, our approach is unique in that it provides a
more flexible framework to allow a joint decision of source
rate and sending rate to optimize the overall system perfor-
mance.

2.3. Cross-layer design for streaming multimedia

Cross-layer design has been proposed for wireless video
streaming to improve the overall system performance [23,
24]. However most of these schemes mainly concern about
how to utilize the information from the MAC/physical layer.

Recently, the cross-layer design principle is also intro-
duced to make the congestion control take into account both
TCP-friendliness and “multimedia-friendliness.” For exam-
ple, constrained TCP-friendly adaptation framework (CT-
FAF) is proposed in [9], where the design of the congestion

! Bitstream switching can be thought of as a kind of source rate control.
In bitstream switching applications, there are several streams with differ-
ent bit rate for the same content. The sender can intelligently switch to
the stream with the appropriate bit rate according to the bandwidth con-
straint.
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control algorithm takes into account some QoS constraints
(e.g., maximum and minimum bandwidth, rate adaptation
granularity) of multimedia applications. In [25], a media-
friendly congestion control mechanism is proposed to opti-
mize the overall video quality by using a utility-based model.
It adopts a two-timescale approach, which can optimize
the video quality in short term (multimedia-friendliness)
and meet the TCP-friendliness in long term. In [26], the
bandwidth requirement of the multimedia application can
be met by achieving proportional fairness with TCP, and
multimedia-friendliness is regarded as TCP-friendliness with
a weighting factor. The congestion control can adaptively ad-
just the weighting factor to get the necessary bandwidth and
meet the QoS requirements of the multimedia application.

In [4], we propose a joint design algorithm of source rate
control at application layer and congestion control at trans-
port layer for streaming video over the Internet. By allowing
the sending rate to temporarily violate TCP-friendliness to
better support the QoS requirements of the application, the
video quality is significantly improved. The long-term TCP-
friendliness can be preserved by adopting the rate compen-
sation algorithm. However, the proposed congestion control
mechanism has the same assumption that packet loss is the
sign of congestion, thus cannot be directly applied to the
wireless scenario.

In this paper, we focus on cross-layer design of source rate
control and congestion control for wireless video streaming,
which can make transport protocol better support the QoS
requirements (e.g., end-to-end delay constraint) of the ap-
plication, and achieve the better overall performance.

3. JOINT DESIGN FOR THE WIRED SCENARIO
3.1. The system architecture

The system architecture is illustrated in Figure 1. At the
transport layer, we proposed a QoS-aware congestion control
mechanism, named TFRCC (TCP-friendly rate control with
compensation), based on TFRC [10]. TFRCC can provide
better support for the QoS requirements of the application
by allowing temporal violation of TCP-friendliness, while the
long-term TCP-friendliness can be preserved by introducing

a rate compensation algorithm. At the application layer, the
virtual network buffer management mechanism, denoted as
VB (as described below), is used to translate the QoS require-
ments of the application to the constraint of source and send-
ing rates. There is a middleware component located between
the application layer and the transport layer. The joint deci-
sion of the source rate and the sending rate is done within the
middleware at the sender.

3.2. Thejoint design algorithm

Next we will briefly introduce the joint design algorithm.
One can refer to [4] for more details. From the application
layer perspective, let us assume a virtual network buffer lo-
cated between the sender and the receiver that abstracts the
potentially complex network topology, and accounts for the
delay and loss of packets introduced in the network. Denote
Be(k), Bd(k), and Bv(k),? respectively, as the encoder buffer,
the decoder bulffer, and the virtual network buffer occupan-
cies at time k (when frame k is to be placed into the encoder
buffer). Let R(k), Rs(k), and C(k), respectively, be the kth
video frame size, the amount of data sent by the sender, and
the amount of data actually received by the receiver at time k.
Denote BE and BD, respectively, as the encoder and decoder
buffer sizes, and suppose that N is the end-to-end startup
delay (in terms of frame number). Then it can be easily de-
rived that if we can maintain the encoder buffer to meet (1)
by selecting appropriate source and sending rates, the over-
flow and underflow of the encoder and decoder buffers can
be avoided:

k+N
max (0, > C(i) — Bv(k) - BD)
i=k+1

k+N (1)
< Be(k) < min (BE, > Cli) - Bv(k)).

i=k+1

Let us count the feedback intervals of TFRCC as K. At
time k, by using the nominal sending rate of current feedback
interval Ri(K) (bytes/frame) to estimate the receive rates of
the future N frame periods in (1), we can derive the following
two bounds for Be(k) according to (1):

B, = min (N * Ri(K)
B = max (0, N * Ri(K)

— Bv(K), BE),

— Bv(K) — BD). @

Note that we will place extra safety margins for the bounds
in the implementation to deal with the possible estimation
error of Bv(K) caused by the possible feedback loss or other
factors. The above constraints are derived by VB at applica-
tion layer.

2 Bv(k) can be estimated according to the difference between the amount
of data sent at the sender and the amount of data received at the receiver.
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At transport layer, TFRCC first uses the same algorithm
as TFRC to calculate the TCP-friendly sending rate B(K)
(bytes/s). Note that the actual sending rate of TFRCC Rs(k)
is allowed to temporally violate TCP-friendliness, so TFRCC
uses a rate compensation algorithm, based on the TCP-
friendly sending rate B(K) and the accumulated difference
between the amount of data actually sent and the ideal TCP-
friendly value, to determine the nominal sending rate Ri(K)
so as to preserve long-term TCP-friendliness.

Then with the encoder buffer constraint of (2) pro-
vided by VB and the long-term TCP-friendliness constraint
of Ri(K) provided by TFRCC, the source rate and sending
rate are jointly determined in the middleware component of
the sender.

3.2.1.  Decision of the source rate and the sending rate

The actual sending rate Rs(k) is usually set to Ri(K) for
good TCP-friendliness. Then the source rate is determined
to maintain the encoder buffer within the bounds of (2), to-
gether with the consideration of the video quality smooth-
ness constraint and the minimum acceptable/maximum nec-
essary video quality of the video source.

3.2.2. Adaptation at the beginning of
a new feedback interval

Suppose at time k;, the sender receives a new feedback from
the receiver, then the sending rate is updated as Ri(K + 1).
Note that there exists the maximum admissible sending rate
constraint, which is imposed by the encoder and decoder
buffer sizes. If Ri(K + 1) is too large so that N * Ri(K + 1) >
BE+BD+Bv(K+1), we can find that it will lead to B,, < BE <
By according to (2), which consequently causes the decoder
buffer to overflow. In this case, we need to decrease the send-
ing rate to make sure the maximum sending rate constraint is
met (i.e., making B; < BE). The corresponding change of the
amount of sent data caused by the sending rate adjustment
will be recorded and compensated later.

Moreover, at times k; —N, ..., k; — 1, the estimation of the
future receive rates using Ri(K) might not have been accurate
and the constraints of (1) might not actually be met, since the
sending rate after time k; has been changed to Ri(K+1). So if
necessary, the readjustment of the size of the encoded frame
ki — N,...,k; — 1 (if still available in the encoder buffer),
subject to the quality smoothness constraint, is used to make
sure that the decoder buffer at times k;, ..., k; + N — 1 will
not underflow and overflow. If this cannot prevent the de-
coder buffer from underflow or overflow, we will have to ad-
just the sending rate to pull back the decoder buffer fullness
to within the safety region. For example, if the decoder buffer
will underflow, we will temporarily increase the sending rate
(i.e., making Rs(k) larger than Ri(K)) to meet the end-to-
end delay constraint of the application. This temporal ad-
justment of the sending rate will lead to un-TCP-friendliness,
and the corresponding change of the amount of sent data will
be recorded and compensated later.

4. CROSS-LAYER DESIGN FOR
THE WIRELESS SCENARIO

In this section, we discuss how to extend our joint design
mechanism for the wired scenario to the wireless scenario.
In our previous work, TFRCC uses the same algorithm as
TFRC to calculate the TCP-friendly sending rate B(K) and
has the same assumption that packet loss is the sign of con-
gestion, so it cannot be directly applied to the wireless sce-
nario. To overcome this problem, we incorporate ARC [2]—
an equation-based congestion control mechanism for the
wireless scenario—into our framework, which means that we
use the same algorithm as ARC to calculate the TCP-friendly
rate B(K). Note that any other equation-based congestion
control mechanism for the wireless scenario or any work
that can differentiate the congestion loss from the erroneous
packet loss can also be incorporated into our framework. To
differentiate the extended work from the original work of
[4], we denote the modified congestion control mechanism
as TFRCC-W.

4.1. ARC

ARC is an equation-based mechanism. It models the ideal
behavior of the TCP source over lossy links (i.e., reducing the
send rate if packet loss is due to congestion, while performing
no rate change if packet loss is due to wireless link error), and
derives the following throughput formula:

s l-w
B_4>|<RTT(3+ 25+24(ﬂ_w)>, (3)

where B is the sending rate in bytes/s, s is the packet size,
RTT is the round-trip time, w is the packet loss ratio due
to wireless link error, and 7 is the overall packet loss ratio
(including packet losses due to congestion and wireless link
error). Then the sender will perform rate control according
to (3) to avoid the unnecessary rate reduction due to wire-
less link error. Note that the overall loss ratio 7 can be mea-
sured at the receiver, and the wireless loss ratio w can be re-
trieved from the underlying MAC layer at the sender if the
first link is wireless link. For the case in which the sender
is not a mobile station, the information regarding the wire-
less portion of the end-to-end path, that is, the wireless loss
ratio w, should be conveyed to the sender through the feed-
back.

4.2. Details of TCP-friendly rate calculation

To make the sending rate change smoothly, we need to per-
form a smooth measurement of the parameters used in (3),
which is not discussed in [2]. Here we propose to use the
weighted average value over the last N feedback interval to
obtain a smooth estimation of the loss ratio. Instead of di-
rectly smoothing w and 7, we define the “loss interval” |
as

I= , (4)



Peng Zhu et al.

s 4 T T T
2.
0
=)
]
It
o
=
[
w
0 100 200 300 400
Time (s)
— N=1
-+- N=38

FIGURE 2: The sending rate of TFRCC-W.

and then compute the average “loss interval” P as
N
I=> mixl, (5)

where m; is the weight assigned to the ith previous feedback
interval,* 77; and w; are, respectively, the measured overall loss
ratio and wireless loss ratio of the ith previous feedback in-
terval, and J; is computed according to 7;, w;, and (4). We first
set N to 8, and use the following weights: m,,...,my = 1/6;
ms = 2/15; mg = 0.1; my; = 1/15; mg = 1/30. Then the TCP-
friendly sending rate B can be calculated according to (3) and
i, which is computed according to (5) and (4).

We need to deal with the situation where the newest mea-
surement @° is no less than 7° to avoid “divided-by-zero”
problem. This means that there is no packet loss due to con-
gestion within current feedback interval or there is a mea-
surement error. In this case, we cannot directly use (4) any
more. So we first let @’ = 7%, then compute the “loss inter-
val” by combining current interval and last interval. Denote
the number of packets sent within current interval and last
interval, respectively, as Num® and Num;. Then we update
w; and m; as follows:

@ % Num® + w; * Num;
Num® + Num;

w; =
(6)
7° % Num’ + m; % Num, _
Num® + Num,

T =

I; can be updated according to the updated w; and 7.

Figure 2 shows the sending rate curves of one TFRCC-
W flow without parameter smoothing (i.e., N = 1) and one
flow with parameter smoothing (N = 8) when they compete
for a bottleneck. It can be found that the protocol has sat-
isfactory performance in terms of rate smoothness by using
the proposed measurement mechanism.

3 Note that the reason of not directly smoothing w and 7 is that even with
smoothed w and 7, I might sometimes be still not smooth enough to make
the sending rate change smoothly, especially when the packet loss ratio
due to congestion is very small.

4 Note that we use the same weighing factors as TFRC [10], which have
been proven to have good smoothing effect.

4.3. Performance enhancement of TFRCC-W

The responsiveness and rate smoothness of TFRCC-W de-
pend largely on the sample count N. It is easily understood
that with a large value of N, better rate smoothness can be
achieved, but the responsiveness of the protocol will deteri-
orate; while with a small value of N, the protocol will have
better responsiveness and worse rate smoothness. Figure 3(a)
depicts the sending rate of one TFRCC-W flow with setting
N to 3 and one with setting N to 16 when they compete for
a bottleneck. It can be easily seen that compared to the flow
with setting N to 3, the flow with setting N to 16 has bet-
ter rate smoothness when the network is underloaded, but
shows worse responsiveness when there is a sudden decrease
of the available bandwidth.

So we need to investigate how to choose an appropriate
value of N to achieve the reasonable tradeoff between the
responsiveness and the rate smoothness. Obviously, a con-
stant value of N is not the optimal choice. When the available
bandwidth is high, the packet loss ratio is so low that the time
interval between two consecutive packet losses is very long.
So at this time, N should be sufficiently large to allow suffi-
cient samples of packet loss for effective smoothing. On the
other hand, when the available bandwidth is low, the packet
loss ratio increases. A large value of N will make the packet
loss samples too large to reflect the recent network condi-
tion, thus deteriorate the responsiveness of the protocol. At
this time, the value of N is expected to be small.

Let us first see how TFRC [10] resolve this problem.
TFRC uses the following formula to calculate the TCP-
friendly sending rate:

N

R\[2p/3 + 4Rmin (1,3 3p/8>p(1 + 32p2),

(7)

where B is the sending rate in bytes/s, s is the packet size, R is
the round-trip time, p is the steady-state loss event rate.

A loss event is defined as the first packet loss every one
RTT, and p is measured in terms of loss intervals, spanning
the number of packets between consecutive loss events. The
most recent M (usually set to 8) loss intervals are averaged,
using decaying weights to get the smoothed value I;. The loss
event rate p is calculated as the inverse of the average loss
interval f;

The average time interval between two consecutive send-
ing packets, t,, is the inverse of the packet rate (packet/s),
that is, B/s. So we have

_ L R aRmi |3p 2
=5 = R\ 5 4R 1n<1,3 8)p(1+32p).
(8)

Let us denote the average time interval between two consec-
utive loss events as t;. Then we can get

=1l %ty =ty/p

9
=R /% + 4R min (1,31/3?1)>(1+32p2). ©)
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FIGURE 4: The sampling time length of TFRC.

So we can get the sampling time length of TFRC as

_ 2 : |3p 2
Ltrrc = 8 * (R\/;+4Rm1n (1,3 3 )(1+32p ))

(10)

Then we plot the Lrprc — p curve (see Figure 4) when RTT
is, respectively, set to 80 milliseconds and 120 milliseconds.
From Figure 4, we can find that the sampling time length
of TFRC is variable and depend on the network condition,
which helps TFRC achieve reasonable tradeoff between the
rate smoothness and responsiveness.

So in the enhanced version of TFRCC-W, we adopt the
same sampling time length as TFRC, that is, first calcu-
late the sample time length of TFRC according to (10),°
then determine N according to the derived time length
value. Figure 3(b) depicts the sending rate of one enhanced
TFRCC-W flow and one with N of 3 when they compete for
a bottleneck in the same scenario as in Figure 3(a). It can be
easily seen that the enhanced TFRCC-W has better overall
performance in terms of rate smoothness and responsive-
ness.

> Note that in (10), p means the packet loss ratio only due to congestion. So
in the computation, we do not use the overall packet loss ratio 7, but 1/1,
which means the packet loss ratio due to congestion (see details in [2]).

adapts its sending rate only according to (3), and does not
consider how to support the QoS requirements of the appli-
cation (i.e., as FTP applications run). We use the well-known
dumbbell topology, where one TFRC or TFRCC-W flow and
several TCP flows compete for one bottleneck link with a
capacity of 15Mbps and a transmission delay of 7 millisec-
ond. We assume that the senders of TFRC or TFRCC-W flows
connect to the bottleneck via wireless links with the wireless
loss ratio p,,, that is, the first link of every TFRC/TFRCC-W
flow is wireless. The feedback interval of TFRCC-W is fixed
to 1second. We set the packet drop ratio in the bottleneck
caused by congestion to be 0.001, and the transmission de-
lay 7 is, respectively, set to 50 milliseconds and 100 millisec-
onds. Then we record the average throughput of one TFRCC-
W and one TFRC flows when they, respectively, run through
the bottleneck with the wireless loss ratio p,, increasing from
le—6to 0.01. Simulation results are depicted in Figure 5, and
every point in the figure is the average value of ten runs.

The results show that TFRC and TFRCC-W have sim-
ilar throughput when the wireless loss ratio is very low,
which means that TFRCC-W has good TCP-friendliness in
the wired scenario. With the increasing of the wireless loss ra-
tio, TFRCC-W shows much better performance than TFRC,
and can effectively avoid the throughput degradation caused
by the wireless link error.

5.2. Performance evaluation of the proposed
cross-layer mechanism

In this subsection, we investigate the performance of our pro-
posed cross-layer design mechanism using NS-2 simulation.
The simulation topology is depicted in Figure 6, where m
multimedia mobile terminals are connected to the IP back-
bone via wireless access point. In the backbone, there are
three links (R1-R2, R2-R3, and R3-R4), each of which has
a capacity of R Mbps and a transmission delay of 7 millisec-
ond. All the wireless links have the same loss ratio of 0.5%. To
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simulate the real Internet environment, various cross-traffic
(FTP flows and WWW flows) combinations have been used.
The FTP flows are modeled as greedy sources which can al-
ways send data at the available bandwidth. The WWW flows
are modeled as on-off processes.

The standard video sequence of “Foreman” (300 frames)
in QCIF format is circularly used as the video source, and is
encoded using an MPEG-4 fine granularity scalable (FGS)
coder [28]. The encoder uses interframe coding (with the
GOP size of 10 and the frame type of I and P) and quantiza-
tion step size of 31 to generate the base layer, which provides
the minimum video quality. Then the FGS coder generates
the embedded enhancement layer bitstream, which can be
cut off at any bit to adapt the source rate with fine granular-
ity. The frame rate is set to 25 frames per second (fps). The
maximum necessary PSNR is set to 40 dB. We packetize the
base layer and enhancement layer separately, and the MSS
(maximum segment size) is set to 1000 bytes. In this paper,
we use a simple error resilience algorithm. If the base layer
of some frame is lost or late, the base layer of the previous
frame will be used in decoding. If there is a packet loss in the
enhancement layer, all less important packets in that frame
will be discarded as they all depend on the lost, more impor-
tant packet. Note that in MPEG-4 FGS, loss of enhancement
layer packets is not going to cause distortion propagation to
subsequent frames.

We compare the performance of three source rate/con-
gestion control algorithms. One uses the global rate control

model proposed in [22] with TFRC as the congestion con-
trol mechanism, denoted as GM-TFRC, and one uses the
global model and ARC [2], denoted as GM-ARC. The other
is our proposed algorithm, denoted as VB-TFRCC-W. Note
that GM-TFRC and GM-ARC belong to traditional separate
design approaches. For fair comparisons, all of the conges-
tion control mechanisms have the same feedback interval of
1 second. In Section 5.2.1, we mainly intend to show that
VB-TFRCC-W can provide better QoS support for the ap-
plication. The overall system performance will be evaluated
in Section 5.2.2.

5.2.1.  Support of the QoS requirements of the application

In this scenario, each of the three links (R1-R2, R2-R3 and
R3-R4) has a capacity of 14 Mbps, a transmission delay of 40
milliseconds, and an RED queue with the maximum thresh-
old of 120 packets. Mobile terminals are supposed to be the
receivers of the multimedia flows, that is, the last links of all
the multimedia flows are wireless. The startup delay is set to
a large value, that is, 125 frames (5 seconds), and the encoder
and decoder buffer sizes are both set to 400 kB. We adopt a
dynamic scenario, which lasts 600 seconds. There are 3 GM-
TFRC flows, 3 GM-ARC flows, 3 VB-TFRCC-W flows, and
3 FTP flows running throughout the entire simulation. As the
background flows, 100 FTP flows join at around 350 seconds,
and 10 WWW flows join at 300 seconds. Here we use the av-
erage PSNR and PSNR deviation to evaluate the video qual-
ity, where the average PSNR deviation of one video sequence
is calculated by averaging the PSNR difference between every
two adjacent frames.

Because TFRC is mainly designed for the wired chan-
nels, it will reduce the sending rate as long as there is
one packet loss. As a result, it shows poor TCP-friendliness
when there exist wireless packet losses (see Figure 8). Conse-
quently, the low throughput leads to poor video quality (see
Table 1°). ARC and TFRCC-W, on the other hand, can take

© Note that all the entries in Table 1 are the average value of all the flows
using the same source rate/congestion control algorithm.
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F1GURE 8: The sending rate of one GM-TFRC flow, one GM-ARC flow, and one VB-TFRCC-W flow.

into account the effect of wireless losses, and achieve higher
throughput.

Furthermore, our cross-layer design approach can pro-
vide better support for the QoS requirement of the applica-
tion than GM-ARC. Within the first 300 seconds, the net-
work is underloaded, and the available bandwidth may oc-
casionally be higher than the maximum admissible send-
ing rate constrained by buffer sizes (see the discussion in
Section 3.2.2). So from Figure 7, we can find that the decoder
buffer of GM-ARC overflows. VB-TFRCC-W, on the other

hand, takes into account this sending rate constraint (see
Figure 8), and successfully avoids the decoder buffer over-
flow. With the joining of 100 FTP flows around 350 seconds,
the available bandwidth becomes so low that source rate con-
trol alone cannot guarantee the end-to-end delay constraint
being met because of the minimum bandwidth requirement
and quality smoothness constraint of the video source. So the
decoder buffer underflow occurs for GM-ARC (see Figure 7).
However VB-TFRCC-W can meet the end-to-end delay con-
straint by making the sending rate temporarily larger than
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TaBLE 1: PSNR of GM-TFRC, GM-ARC, and VB-TFRCC-W.

Sender side Receiver side
PSNR  Variation | PSNR  Variation
GM-TFRC 29.67 0.26 24.70 0.35
GM-ARC 33.75 0.2 30.05 0.97
VB-TFRCC-W 33.51 0.17 32.74 0.57
45
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F1GURE 9: The PSNR curve of the sequences decoded by the decoder
of one GM-ARC flow and one VB-TFRCC-W flow.

the TCP-friendly value when necessary (see Figure 8). So
VB-TFRCC-W can almost avoid the decoder buffer under-
flow. As a result, VB-TFRCC-W can significantly reduce the
video quality degradation due to lost/late packets between
the sender and the receiver, and achieve better playback qual-
ity (higher average PSNR and smoother PSNR variation)
than GM-ARC (see Table 1 and Figure 9). Note that very
low PSNR values (e.g., less than 25 dB) in Figure 9 typically
indicate an effective loss of base layer packet for a frame,
which introduces significant quality degradation for the lost
frame and the subsequent frames.

5.2.2.  Overall system performance evaluation

We make a comparison for the overall system performance of
GM-ARC and VB-TFRCC-W. Each of the three links (R1-R2,
R2-R3, and R3-R4) has a capacity of 10 Mbps. We would like
to test the overall system performance, respectively, under
RED queues and under Drop Tail queues. When the queues
of the three links (R1-R2, R2-R3 and R3-R4) are RED, the
startup delay is set to a small value, that is, 15 frames, and
the encoder and decoder buffer sizes are both set to 100 kB.
When the queues are Drop Tail, the startup delay is set to
125 frames (5 seconds), and the encoder and decoder buffer
sizes are both set to 500 kB. Mobile terminals are supposed
to be the senders of the multimedia flows, that is, the first
links of all the multimedia flows are wireless. In this sce-
nario, we would like to simulate the scenario where the avail-
able bandwidth is very low. The simulation lasts 600 sec-
onds. There are 5 GM-ARC flows, 5 VB-TFRCC-W flows,
and 5 FTP flows running throughout the entire simulation.
As the background flows, 70 FTP flows join at 50 seconds,
and depart at 300 seconds.

To evaluate the long-term TCP-friendliness and internal
fairness (i.e., the fairness among the flows using the same
congestion control mechanism) of the transport protocol,
we adopt the metrics defined in [29, Chapter 4], where a
value close to 1 indicates a good TCP-friendliness or inter-
nal fairness. The underflow percentage of the decoder buffer
between 50 seconds to 300 seconds (i.e., when the available
bandwidth is low), is used to evaluate the support for the
end-to-end delay constraint of the application. The under-
flow percentage of the decoder buffer is computed as the
percentage of the frames which are lost or arrive at the de-
coder buffer later than the prescribed time. We run the sim-
ulations under different link transmission delay 7 (varying
from 20 milliseconds to 50 milliseconds), and simulation
results are depicted in Figure 10. Note that every point in
Figure 10 is the average value of 5 runs. From the simula-
tion results, it can be found that with the increase of the link
delay 7, the TCP-friendliness (i.e., the throughtput) of GM-
ARC decreases for both the RED case and the DropTail case.
So the underflow percentage of the decoder buffer increases
for GM-ARC. VB-TFRCC-W, on the other hand, can pro-
vide better QoS support for the application and maintain the
underflow percentage of the decoder buffer at a low level, al-
though its throughput also decreases. For the performance
of the transport protocol, VB-TFRCC-W shows similar long-
term TCP-friendliness and internal fairness as GM-ARC.

We also concern about how the overall network perfor-
mance is affected with different mechanisms. Here we use the
overall packet loss ratio introduced in the wired channels, and
the utilization ratio of the bottleneck bandwidth to evaluate
the overall network performance. We replace 5 VB-TFRCC-
W flows with 5 GM-ARC flows (which means that there
are 10 GM-ARC flows in the simulations) and repeat the
above simulations. Then we compare the results to the previ-
ous simulation results when there exist VB-TFRCC-W flows.
From Figure 10, we can find that there is almost no difference
in the overall network performance between using GM-ARC
and VB-TFRCC-W. So our proposed algorithm will not de-
teriorate the overall network performance although it some-
times exhibits temporal un-TCP-friendly behaviors.

5.3. Enhancement of the cross-layer mechanism

Our cross-layer mechanism allows the sending rate to tem-
porarily violate TCP-friendliness to support the QoS require-
ments of the application, as described in Section 3. When the
TCP-friendly bandwidth is too low to make sure the end-to-
end delay constraint of the application is met, the sending
rate can be temporarily larger than the TCP-friendly value to
help the application meet the end-to-end delay constraint,
which effectively prevent the decoder buffer from under-
flow.

However this does not work well under all the net-
work scenarios. Let us suppose that the network is con-
gested and the TCP-friendly bandwidth is B. The minimum
bandwidth which can help the application to meet the end-
to-end delay constraint is assumed to be RI (RI > B).
Suppose that the application adopts our cross-layer mech-
anism and sends the data with the rate of RI. Obviously,
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our cross-layer mechanism can achieve good performance
only when the additional sent data beyond the TCP-friendly
value (i.e., RI — B) can go through the network and be re-
ceived by the receiver. However, when the network is heav-
ily congested, its effective throughput may not afford such
additional data going through the network, which cannot
prevent the decoder buffer from underflow. On the other
hand, such additional data will deteriorate network conges-
tion. We use ns-2 simulation to evaluate the above analysis.
The simulation environment is the same as in Section 5.2.
The capacity R of the three links (R1-R2, R2-R3, and R3-
R4) is set to 15 Mbps, and the Drop Tail queue is used. Ten
GM-ARC or VB-TFRCC-W flows compete the bottleneck
link with N FTP flows (N increases from 25 to 300), and
we record the underflow percentage of decoder buffer and
the overall packet loss ratio in the wired links, respectively,
when GM-ARC flows run and when VB-TFRCC-W flows
run. The simulation results are depicted in Figure 11(a), and
note that every point in the figure is the average value of
three runs. We can find that when the network is slightly
or moderately congested (i.e., N is not very large), our
cross-layer mechanism can maintain the underflow percent-
age of the decoder buffer at a low level, as opposed to
GM-ARC. But with the increasing of N, the network be-
comes extremely congested and cannot meet the minimum
bandwidth requirement of multimedia flows. Thus the de-
coder buffer underflow percent can no longer be maintained
at an acceptable level even with our mechanism. Mean-
while, additional data (i.e., RI — B) sent by our mecha-
nism will deteriorate network congestion and lead to the
significant increasing of the overall packet loss ratio in the
network.

The above analysis and simulation results show that our
cross-layer design is not suitable for such extreme conges-
tion scenario. To solve this problem, we add an “intelli-
gent switching” function, which can switch between the
cross-layer design mode and layered design mode (i.e., the
TCP-friendly state) according to the network congestion
level. Here a good metric to evaluate the network conges-
tion level is the underflow percentage of the decoder buffer,
which actually indicates how much the network can meet
the bandwidth requirement of the multimedia application.
If the recent decoder buffer underflow percentage is larger
than Pp,” it means that the network might be too con-
gested to support the minimum bandwidth requirement
of the application, and the sender will be switched from
the cross-layer mode to the layered design mode (i.e., set-
ting the sending rate to the TCP-friendly value). Then if
the recent decoder buffer underflow percentage is below
P; (set to 0.1 in the simulations), it means that the net-
work has recovered from the serious congestion, and the
sender will return back to the cross-layer design mode. We
repeat the simulation by using the enhanced version of
VB-TFRCC-W, and the results are shown in Figure 11(b).
We can find that the enhanced version can make sure the
network performance (e.g., the overall packet loss ratio in
the wired links) is not degraded by intelligent switch to
the TCP-friendly state during the serious network conges-
tion.

7 Note that Py indicates the allowed maximum value of the decoder buffer
underflow percentage, which is determined by the minimum acceptable
video quality of the application. In the simulations, Py is set to 0.4.
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6. CONCLUSION AND FUTURE WORK

This paper proposes cross-layer design of source rate control
and congestion control for wireless video streaming. With a
joint decision of the source rate and sending rate by taking
into account the information from the application layer, the
transport layer, and the MAC layer, the proposed cross-layer
design approach can effectively avoid throughput degrada-
tion caused by wireless link error, and help the multimedia
application achieve better playback quality, while maintain-
ing good performance of the transport protocol.

In this paper, we mainly use the simulation to evaluate
the performance of the proposed mechanism. Next we will
try to implement our mechanism in the real wireless net-
work to evaluate its practical performance. Although we in-
corporate ARC into our framework for extension to wireless,
it should be noted that other rate control schemes for wire-
less can also be incorporated, for example, MULTFRC [17]
and AIO-TFRC [18], which belong to pure end-to-end ap-
proaches and do not need the cross-layer information. Itis a
very interesting topic to study how to combine MULTFRC or
AIO-TFRC, and our proposed framework.
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INTRODUCTION

The flexibility of cognitive and software-defined radio heralds an opportunity for researchers to reexamine how network protocol
layers operate with respect to providing quality of service aware transmission among wireless nodes. This opportunity is enhanced
by the continued development of spectrally responsive devices—ones that can detect and respond to changes in the radio frequency
environment. Present wireless network protocols define reliability and other performance-related tasks narrowly within layers. For
example, the frame size employed on 802.11 can substantially influence the throughput, delay, and jitter experienced by an appli-
cation, but there is no simple way to adapt this parameter. Furthermore, while the data link layer of 802.11 provides error detection
capabilities across a link, it does not specify additional features, such as forward error correction schemes, nor does it provide a
means for throttling retransmissions at the transport layer (currently, the data link and transport layer can function counterpro-
ductively with respect to reliability). This paper presents an analysis of the interaction of physical, data link, and network layer
parameters with respect to throughput, bit error rate, delay, and jitter. The goal of this analysis is to identify opportunities where
system designers might exploit cross-layer interactions to improve the performance of Voice over IP (VoIP), instant messaging
(IM), and file transfer applications.
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throughput, bit error rate, delay, and jitter. We look specifi-

The flexibility of cognitive and software-defined radios
presents an opportunity for researchers to reexamine how
network protocol layers operate with respect to providing
quality of service aware transmission among wireless nodes.
This opportunity is enhanced by the continued develop-
ment of spectrally responsive devices—ones that can de-
tect and respond to changes in the radio frequency environ-
ment. Present wireless network protocols define reliability
and other performance-related tasks narrowly within layers.
For example, the frame size employed on 802.11 can substan-
tially influence the throughput, delay, and jitter experienced
by an application, but there is no simple way to adapt this
parameter. Furthermore, while the data link layer of 802.11
provides error detection capabilities across a link, it does not
specify additional features, such as forward error correction
schemes, nor does it provide a means for throttling retrans-
missions at the transport layer (currently the data link and
transport layer can function counterproductively with re-
spect to reliability).

This paper presents an analysis of the interaction of phys-
ical, data link and network layer parameters with respect to

cally at (1) power, (2) bitrate, (3) forward error correction,
(4) frame size, (5) automatic repeat request, and (6) selective
queueing. The goal of this analysis is to identify key opportu-
nities for system designers to exploit cross-layer interactions
improving the performance of Voice over IP (VoIP), instant
messaging (IM), or file transfer applications. This research
utilizes both simulation and system platforms in its analysis.
For simulation purposes, we employed the OPNET network
simulation environment. In developing an actual radio, we
reverse engineered a commercial off-the-shelf (COTS) prod-
uct to create adaptive data link and routing layers. The ex-
tensions to the COTS platform, what we refer to as Soft MAC
and MultiMAGC, served as an experimental framework for the
implementation and evaluation of our simulation results.
Our analysis details those parametric interactions that
significantly impact wireless performance. This analysis
would then be used to inform the design, implementation,
and evaluation of adaptive wireless networking algorithms.
These algorithms will be able to dynamically adjust their
behavior, thereby improving wireless performance in re-
sponse to a changing radio frequency (RF) environment. Our
work demonstrates that even conservative adaptation of the
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physical, data link, and network layers will provide signifi-
cant enhancement to the performance of the system, and that
adaptation can strongly influence the ability of the system to
meet quality of service (QoS) requirements.

2. BACKGROUND

Cognitive and software-defined radios (C/SDRs) are one of
the most promising of the emerging technologies address-
ing spectrum use, wireless performance, reconfigurability,
and interoperability. Many research groups are actively pur-
suing projects that exploit these opportunities [1-8]. Much
of the research and development in software-defined radio
has been characterized by the building of systems to solve
specific problems. In the United States Military, efforts are
focused on waveform portability and radio interoperability.
Research done at the University of Kansas was centered on
mobile and rapidly deployable disaster response communi-
cation. Vanu Bose’s thesis focused on solving problems as-
sociated with moving traditionally analog or custom ASIC
components and processes to a general-purpose processor.
Most of the problems in software radio lie in the develop-
ment of more capable hardware and interoperable software
frameworks. Software radio research, although very active,
has begun to give way to the recent popularity of cognitive
radio.

In the radio space, Moore’s law has also provided mo-
mentum in transitioning from special-purpose inflexible
hardware and firmware to mutable virtual radios [9]. These
virtual radios or SDRs make use of general-purpose proces-
sors and software to accomplish what used to be done with
specialized hardware. One can envision an advanced radio
network that dynamically allocates and reallocates spectrum
or dynamically reconfigures itself in response to changes
in policy and environmental conditions. This level of flex-
ibility in a radio platform not only allows us to tackle the
problem of spectrum utilization, but also serves as a highly
capable platform from which one can exploit cross-layer
interactions.

Much of the resistance in the cellular industry to emerg-
ing third generation technologies stems from the huge cost
involved when removing and replacing existing infrastruc-
ture with technology that can support the new standard [10].
On the other hand, a C/SDR platform may be able to adapt
to new standards by downloading and installing new soft-
ware. The flexibility inherent in the C/SDR also allows it to
adapt to changes in policy. The recent focus on homeland se-
curity, in light of the ineffective use of the emergency bands,
has given impetus to many of the scenarios that illustrate
the promise of C/SDR. One could imagine a government
agency implementing a change to local spectrum policy in re-
sponse to a disaster. Updates to policy, when acted upon by a
C/SDR network, could affect reallocation of spectrum to sup-
port increased demand during the emergency. The C/SDR is
also ideally suited for system-level cross-layer networking re-
search. Additionally, a C/SDR could be used for research and
experimentation with spatially aware applications, adaptive
routing, cognitive media access control (MAC) layers, and
mutable physical layers.

At the top end of the software radio taxonomy are radios
that incorporate computational intelligence. These “cogni-
tive” radios will be able to sense, learn, and act in response
to changes in their environment [7]. The ultimate cognitive
radio will be able to autonomously negotiate and propose en-
tirely new optimized protocols for use in the networking en-
vironment. Although provocative, current radio technology
is nowhere near mature enough to realize systems with these
capabilities. At the lower end of the C/SDR spectrum are ra-
dios that are functionally equivalent to their analog predeces-
sors, although the newer radio’s functionality has been im-
plemented on field programmable gate arrays (FPGA), dig-
ital signal processors (DSP), or general-purpose processors
(GPP). By in large, the systems of today were built to solve a
domain-specific problem, or are focused on tightly coupled
manipulations of the lower layers of the protocol stack. Re-
gardless of where one’s research interests lie, there are a host
of technical challenges to overcome.

The focus of this paper is on understanding how vary-
ing parameters at the physical, data link and network lay-
ers can affect the performance and reliability of a wireless
system. Understanding these effects is a critical first step in
the development and implementation of an algorithm for
cognitive radio. In addition, once the performance implica-
tions of varying these parameters is understood, one must
also consider a host of implications that arise when one al-
ters such parameters. This includes decisions on when and
how to change configurations, how these changes are com-
municated, and how much time can be spent calculating the
next configuration. While these are all important questions,
we focus on understanding the impact of varying a C/SR’s
settings on its performance.

3. RELATED WORK

Research in the area of cross-layer optimization for wire-
less systems has been an area of considerable focus in recent
years. Others have also spent a considerable amount of time
and effort investigating cognitive radios. However, the po-
tential of improving the performance of a wireless system by
combining cross-layer optimization with cognitive systems is
just emerging as a research area.

Much of the work in the area of cross-layer optimiza-
tion focuses on enhancing throughput, quality of service
(QoS), and energy consumption [11-13]. These cross-layer
optimizations tend to focus on two layers of the protocol
stack with the goal of enhancing a specific performance mea-
sure. As such, they do not consider multifactor variation
nor do they consider effects of this variation on inelastic
applications, such as Voice over Internet Protocol (VoIP).
Kawadia and Kumar present an interesting critique of cross-
layer design in [14]. They warn that cross-layer optimization
presents both advantages and dangers. The dangers they dis-
cuss include the potential for (1) spaghetti design, (2) prolif-
eration problems and, (3) dependency issues. Such cautions
(and others that we will identify) are easily overlooked in the
hopes of gaining sometimes marginal performance improve-
ments. Therefore, understanding the significance of the po-
tential improvements is an important step to consider.



Troy Weingart et al.

Given that the interactions among a set of parameters are
determined, the next step is determining the significance of
these interactions. In other words, those interactions provide
the best response in a given situation. Vadde et al. have ap-
plied response surface methodology and design of experi-
ments (DOE) techniques to determine the factors that im-
pact the performance of mobile ad hoc networks (MANETs)
[15-17]. Their research considers routing protocols, QoS ar-
chitectures, media access control (MAC) protocols, mobil-
ity models, and offered load as input factors and throughput
and latency as response factors. Their analysis demonstrates
the usefulness of these techniques and shows where certain
input factors can outperform others within a MANET.

Haykin provides a thorough overview of cognitive radios
and describe the basic capabilities that a “smart” wireless de-
vice might offer [18]. Others describe techniques for apply-
ing C/SDRs to improving the coordinated use of spectrum
[19, 20]. Sahai et al. describes some of the physical layer lim-
its and limitations of cognitive radios, including the difficul-
ties associated with determining whether or not a radio fre-
quency band is occupied [21]. Nishra has implemented a test
bed for evaluating the physical and data link layers of such
networks [22]. Additionally, Thomas describes the basic con-
cept of a C/SDR network and provides a case study to illus-
trate how such a network might operate [23]. It is also worth
noting that the standards communities are focusing on cog-
nitive radios. The IEEE 802.22 group is developing a wireless
standard for the use of cognitive radios to utilize spectrum
in geographically separated and vacant TV bands [24]. Also
in the IEEE, the P.1900 workgroup is examining the general
issue of spectrum management in next generation radio net-
works.

4. EXPERIMENTAL DESIGN

In this section, we describe the design and implementation
of the simulation and experimental platforms. We also in-
troduce design of experiments (DOE), a technique that we
employ in the identification of those parameters that signifi-
cantly impact performance.

4.1. Simulation tool

In order to determine the validity of our approach, we con-
ducted our preliminary research on a simulation platform.
Upon considering the potential complexity of a cognitive
network composed of many nodes, we decided to begin
by evaluating a simple network. The simulation itself con-
sisted of two nodes communicating in the presence of an
active noise source (e.g., a noncooperative node on a dif-
ferent network, or a radio frequency jammer). We used OP-
NET Modeler to simulate the effects of changing communi-
cation parameters in order to determine where best to em-
ploy cross-layer optimization [25]. The simulation suite pro-
vides a rich and readily extendable network modeling en-
vironment. While OPNET provides a wireless networking
module for the data link layer, to obtain the flexibility that
was required for interactions spanning protocol layers, we
found it necessary to develop our own data link module.

This module allows adaptation of the parameters affecting
cross-layer interaction on a per-packet basis.

The simulation platform uses an additive white Gaussian
noise (AWGN) model to simulate the effects of environmen-
tal noise. The jammer in our simulation emits RF energy in
bursts of varying duration and interarrival using OPNET’s
802.11 physical layer.

4.2. Platform

Much of the work in developing the platform for this research
has already been completed. This research relies on the use
of COTS products with C/SDR extensions. The extensions to
the COTS platform, SoftMAC and MultiMAC, serve as the
experimental framework for implementing and evaluating
the results of the simulation. The following sections describe
each component of the platform used in the research.

4.2.1.  SoftMAC

This system was built to provide a flexible environment for
experimenting with MAC protocols in the wireless domain.
The ability to cheaply create, modify, and conduct system-
level experimentation with hardware is often a goal of many
research projects. However, many of these projects ultimately
fail due to the cost, time, and effort involved in deploying
a large-scale experimental platform. The SoftMAC platform
fills this need. It uses a commodity 802.11b/g/a networking
card with a chipset manufactured by the Atheros Corpora-
tion to build a software radio with predefined physical layers
but a flexible MAC layer. Internally, the Atheros chipset pro-
vides considerable flexibility over the format of the transmit-
ted packets, network drivers do not generally expose this flex-
ibility. By reverse-engineering many of those controls, Soft-
MAC provides a driver that allows extensive control over the
MAC layer while still allowing use of the waveforms defined
by the underlying 802.11b/g/a physical layers.

4.2.2. MultiMAC

This system is intended to extend the basic SoftMAC en-
vironment to tackle problems in the areas of dynamic
spectrum allocation and cognitive/software-defined radio. It
builds upon the functionality in the Soft MAC platform with
some specific features in mind. First, MultiMAC allows mul-
tiple MAC layers to coexist in the network stack with mini-
mal switching impact. Second, it allows one to dynamically
reconfigure the MAC and physical layers on a per-packet ba-
sis either from logic running as part of MultiMAC or from
a user-level process. Finally, by leveraging these capabilities
MultiMAC allows intelligent reconfiguration of the MAC
and physical layers; thus achieving a cognitive MAC. The cog-
nitive MAC layer couples efficient reconfiguration afforded
by MultiMAC with computational intelligence. This com-
bination allows the engine to make smart decisions about
which MAC layer should be used and which physical layer
properties should be set.

Table 1 lists parameters that might be available to a
MultiMAC cognitive process running on the platform. This
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TaBLE 1: A potential set of mutable parameters.

Parameter Datatype
Route Enum
Frame size Integer
Forward error correction Enum
Automatic repeat request Boolean
Encryption Boolean
Media access protocol Enum
Channel Integer
Modulation Enum
Bitrate Enum
Antenna configuration Integer
Transmit power Float

Cognitive
SDR
NSy e FEC traffic S/

Ly o e ¢
\SOA S, Non-FEC N
’ \ & traffic ‘

T AN— @,,

F1Gure 1: Dynamic MAC layer bridging using C/SDR.

smart radio would use these parameters to effect changes in
reliability due to its assessment of performance metrics and
environmental inputs. The basic mechanism provided by
MultiMAC can also be used to implement specific fixed MAC
protocols. For example, one platform referenced in our work
couples commodity 802.11 network cards with the Phocus
phase array antenna. The directional phase array antenna will
be able to use dynamic beam-forming to spatially create sep-
arate MAC zones (see Figure 1). One segment could use a
forward error corrected (FEC) MAC layer while the other
zone could use a MAC which does not have FEC enabled.
The framework allows us to instantly transit from an FEC to
a non-FEC MAC. Also, MultiMAC offers the ability to dy-
namically change properties while still decoding frames sent
from previous configurations. Individual MAC variants will
be used by MultiMAC for decoding their respective incom-
ing frames as well as encoding outgoing frames with a MAC
best suited for network conditions. This process is both com-
pletely transparent and highly adaptive in operation. MAC
layers can be changed on the fly without interrupting radio
service or dropping frames during the transition. When a de-
coded frame arrives, the appropriate MAC layer must “claim”
and decode the frame. Once a packet is handed over to its
corresponding MAC layer implementation, decoding hap-
pens the same way as in an unmodified network stack (see
Figure 2). A mirrored procedure takes place on the encoding
side; the process is more complex due to timing constraints
imposed by the MAC layer protocol. (see Figure 3). The in-
dividual policies used to select an outgoing MAC protocol
rely on cross-layer feedback from the physical and network
layers. MultiMAC maintains a connection to the status and

Kernel
network stack

Corresponding MAC layer of
incoming packets resolved with
MultiMAC header byte

Atheros

F1GURE 2: MultiMAC assigns received frames to the MAC layer that
can decode them.

Kernel
network stack

i MultiMAC chooses MAC layer of
) outgoing packets depending on
the current traffic situation

Atheros

FIGURE 3: On the sending side, MultiMAC uses environmental stim-
uli to determine the path of a packet.

diagnosis API of the wireless chipset. By pulling out network
status information such as the time to transmit frames, queue
lengths, and bit-errored frames, MultiMAC policies can deter-
mine the appropriate MAC for the specified goal. (See [26]
for details on Soft MAC and MultiMAC.)

4.3. Design of experiments

Design of experiments (DOE) is an approach for determin-
ing cause and effect relationships within an experiment [27].
Historically, this technique has been applied with great suc-
cess in the process and materials industries. Later, we show
that it also can be applied with success in the wireless do-
main. DOE provides a structured method for understand-
ing the relationships among input and output variables. By
systematically varying all the input factors, DOE allows re-
searchers to identify the existence of interactions among
these inputs and their impact on output factors. It allows
researchers to determine what factors most influence an ex-
periment and, moreover, determine the interaction among
a group of input factors. In this paper, we rely on DOE
to quantify the influence of single and multifactorial in-
puts illustrating how parameters across multiple layers might
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TaBLE 2: The set of mutable parameters.

Parameter Settings Layer
Automatic repeat request (ARQ) Off/on MAC
Frame size 2048, 9216, 18432 bits MAC
Forward error correction Off/on MAC
Bitrate 1,2, 5.5, 11 Mbs Physical
Transmit power 5,32, 100 mW Physical
Selective queuing Off/on Network

improve (or degrade) the performance of a wireless system.
This technique relies on the analysis of variance (ANOVA)
statistical method to provide an assessment of the signifi-
cance of the test results.

5. RESULTS AND DISCUSSION

The following section reports the results of our simulation
work. The experimental trials were designed to cover a range
of traffic sent between nodes in the presence of a noise source.
FTP and VolIP traffic were selected due to their distinct tol-
erances for latency, jitter, throughput, and bit loss. The pa-
rameters that we examined included ARQ, frame size, bitrate,
transmit power, FEC, and selective queueing (as described in
Table 2). Stop-and-wait is the type of ARQ used, wherein the
sending node will stop transmitting until it has received an
acknowledgment from the receiver (or it times out; in which
case the sender will retransmit the frame). When selective
queuing is enabled, high priority frames (in our case, VoIP
frames) are moved to the head of the transmit queue.

Each of the simulation trials was analyzed across the lev-
els of the parameters and general trends were highlighted.
For example, we looked at the average jitter, latency, bit loss,
and throughput performance of FEC across all combinations
of the other parameters. We then analyzed each of the traffic
types using DOE techniques.

5.1. Simulation configuration

Figure 4 shows the physical layout of the two communicating
nodes in relationship to the noise source. The uncooperative
(or jamming) node is emitting noise in a Poisson distribu-
tion centered around an interarrival time of 0.05 seconds and
a burst length of 1024 bits. The physical layout of the nodes
and noise source as well as the power of the noise source is
fixed across all of the trials; however, the duration and inter-
arrival of the jamming bursts do vary. In our preliminary re-
search, we examined a broad range of noise settings includ-
ing different duration bursts, interarrival times, and power
levels. We settled on a setting that provided appreciable in-
terference without overwhelming the communicating nodes.

Each of the trials examines the performance of the exper-
imental system at each of the potential parametric settings.
Table 3 is a list of the metrics by which we evaluate each mu-
tation of the settings. One can independently look at the per-
formance of any of the parameters (alone or in combination
with other parameters) against any one of the metrics used

Project: JSAC Scenario: 2xftp_voip_combined_selq1 [Subnet:... E]@
Ele Edit View Scenarios Topology Traffic Protocols DES Windows Help

N%HEHQoo XREH

> t I t 1 i i 1 i 1 —L]

1 object changed. 427106, 8.24

F1GURE 4: Experimental layout in OPNET.

TasLE 3: The set of metrics.

Metric Units
Bit loss Percent
Latency Seconds
Jitter Seconds
Throughput bps

to evaluate the system. Next, we examine each of the trials in
turn.

5.2. File transfer protocol (FTP)

5.2.1. Experimental setup

This first scenario was designed to isolate FTP traffic from
the client to the server in the presence of a noise source. Here,
FTP traffic is modeled using OPNET’s client and server FTP
traffic profiles. A 5 MB file is transfered from the client node
to the server. In these experiments, we focused on optimizing
throughput.

5.2.2.  General trends

This analysis was done by fixing a parameter and reporting
the average performance of that action across all permuta-
tions of the other parameters. For example, in order to in-
vestigate the general effect of ARQ on bit loss we started by
first disabling ARQ and then running through all the per-
mutations of the other parameters. This is followed by en-
abling ARQ and rerunning the simulation set. We then com-
pare the average effect of enabling and disabling ARQ on bit
loss. Figure 5 shows the performance of each of the parame-
ter settings on throughput. One can see from the chart that
increasing bitrate and frame size have a significant effect on
throughput. This chart shows the average effect of changing
a parameter; it does not show the overall best- or worst-case
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FiGure 5: FTP throughput versus average effect of a parameter.

parameter settings. For FTP, the worst selection of param-
eters yielded a throughput of 10 Kbps and the best slightly
above 9.5 Mbs.

5.2.3. Design of experiments (DOE)

It is appropriate to begin this section with some supporting
information on the use of DOE. DOE is ideally suited to help
us identify those cross-layer interactions that are statistically
significant. DOE provides a design methodology and set of
statistical tools for setting up and running experimental tri-
als in a manner that allows one to identify those factors that
significantly impact what you are measuring. In our case,
DOE serves to identify both intra- and cross-layer interac-
tions that effect the response of interest. The core statistical
process at work in DOE is the calcuation of the F-fest. This
test compares the variance among the treatment means ver-
sus the variance of the individuals within the specific treat-
ments. Another way of looking at F is as a ratio of signal to
noise.

DOE analysis of the main factor effects of the parameteric
change on throughput yeilded some interesting results. We
first considered the main effects on FTP traffic (main effects
can be defined as the change in response caused by altering
a single factor). We found bitrate and frame size (as shown
in Figures 6 and 7) to most improve throughput and ARQ to
have a detrimental influence on throughput. Note that the
DOE Y axis provides a normalized scale and therefore we
do not discuss the quantitative results of these experiments;
rather we focus on the trends and the interactions among
the parameters. As expected, large frames and/or high bitrate
improve throughput. Additionally, we found power and for-
ward error correction to have little or no effect. Power does
have a significant impact when we increase power and or fre-
quency at the noise source; however, our general intention

FIGURE 6: Analysis of bitrate’s effect on FTP throughput.
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FIGURE 7: Analysis of frame size’s effect on FTP throughput.

is to minimize the use of power because of the detrimental
impact on neighboring nodes.

Next, we examined the two-factor effects on FTP
throughput. As shown in Figure 8, frame size and data rate
show a strong synergistic effect on improving throughput.
Note that the top two lines both contain least significant dif-
ference bars that do not overlap, which indicates that the re-
sult is significant. Sending large packets at a high rate should
improve throughput. The significance here is the magnitude
of the improvement. Again, given the noise level, power pro-
vided little improvement in the achieved throughput.

5.3. Voice over IP (VoIP)

5.3.1.  Experimental setup

This next scenario was designed to isolate VoIP traffic be-
tween the client and the server in the presence of a noise
source. Here, VoIP traffic is modeled using OPNET’s IP Tele-
phony Model. We designed this experiment to demonstrate
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FIGURE 8: Analysis of frame size and data rate’s effect on FTP
throughput.
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FIGURE 9: VOIP latency versus average affect of a parameter.

the behavior of VoIP on a lightly loaded network (later we
look at VoIP performance on a heavily loaded network).

5.3.2.  General trends

Figure 9 shows the performance of each of the parameter set-
tings on latency (we also examined jitter and later indicated
where it negatively and positively impacted VoIP traffic). One
can see that increasing bitrate has the most significant effect
on latency. Again, this chart shows the average effect of a
parameter setting; it does not show the best- or worst-case

FIGURE 10: Analysis of bitrate’s effect on VoIP latency.

configuration. The worst-case configuration yielded an aver-
age latency of 0.0073 seconds and the best 0.00006 seconds.
Since this trial was conducted on a lightly loaded network,
the other parameters (namely, ARQ, frame size, FEC, and
power) had little impact on latency in the average case.

5.3.3.  Design of experiments (DOE)

As shown in Figure 10, the DOE analysis confirmed the im-
pact of bitrate on VoIP latency. The DOE analysis also con-
firmed that none of the other parameters had a significant
main or multifactor effect on latency.

One can see from the chart that increasing bitrate has the
most significant effect on latency. DOE multifactor analysis
did not yield any statistically significant results.

5.4. FTP/VOIP combined

5.4.1. Experimental setup

Our goal in combining the two traffic types was to see how
the parameter changes effect our metrics when the traffic
profiles differ and overlap. This trial models the sending of
a file from the client to the server during a VoIP call. Both of
the traffic sources in this simulation are modeled with OP-
NET’s constant bitrate sources. For this trial, we developed a
selective queuing mechanism above our MAC layer. Selective
queuing gives priority to VoIP frames by moving them to the
front of the transmit queue.

5.4.2. General trends

We found a number of interesting results in this set of ex-
periments, as shown in Figures 11 and 12. By selectively
queueing VoIP frames, we were able to drastically improve la-
tency while minimally impacting FTP throughput. Further-
more, both bitrate and power had a beneficial impact on both
VoIP and FTP traffics. One can see from the chart that turn-
ing selective queuing on has a significant effect on latency
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(the worst case being an average latency of 1.36 seconds and
the best being 0.00937 seconds). This offers an impressive ex-
ploitation of cross-layer information yielding several orders
of magnitude improvement in latency with minimal impact
on FTP throughput (see Figure 11).

5.4.3.  Design of experiments (DOE)

On the single-factor analysis for FTP, frame size, data
rate, and power all had a positive impact, while ARQ and
FEC were detrimental. More significantly, selective queueing

Selective queuing

FIGURE 13: Analysis of selective queuing’s impact on FTP through-
put.
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FIGURE 14: Analysis of power and data rate’s impact on FTP
throughput.

greatly improved VoIP delay while not adversely impacting
FTP throughput (as shown in Figure 13). Within the two fac-
tor analysis, we found that both ARQ and FEC had a negative
effect with all parameter interactions. As shown in Figure 14,
data rate demonstrated a strong synergistic effect with power.
On the single factor analysis for VoIP, Figure 15 shows
that the selective queueing had the strongest impact. Like-
wise, data rate also demonstrated a positive effect on la-
tency. Figure 16 shows that selective queueing on a heavily
loaded channel significantly improves latency; conversely, se-
lective queueing has no impact on a lightly loaded channel.
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Power and selective queueing also showed a synergistic effect
on improving latency. Additionally, data rate had a beneficial
effect on latency regardless of power and FEC settings.

5.5. Summary

In these experiments, we were able to demonstrate a number
of promising interactions that developed across parameters
within the physical, data link, and network layers. Of partic-
ular significance was the ability for the platform to simul-
taneously support the needs of QoS-diverse applications by
adapting the parameters of the system. Furthermore, this was
done without increasing transmit power (while this maybe
useful in improving link performance in noisy environment,
it also negatively impacts neighboring nodes). In nearly all
experiments, we consistently found a set of cross-layer set-
tings that are able to support the needs of QoS-diverse

applications. What makes this useful is that it shows the feasi-
bility and promise of developing an algorithm that can adapt
to the time-varying nature of environmental conditions and
an active jammer.

6. AN ILLUSTRATIVE EXAMPLE

Looking forward, it is clear that there are huge performance
gains to be obtained by exploiting cross-layer interactions
in wireless networking. A goal of this research is the de-
velopment of an operational system incorporating the full
functionality of a cognitive radio. This system would au-
tonomously select and optimize parameters according to in-
put from the user and environment, capitalizing on cross-
layer interactions as reported in this article.

To demonstrate this capability, Jeff Fifield developed an
adaptive Reed-Solomon MAC that utilizes Reed-Solomon
(RS) forward error correction to detect and fix bit errors in
the MAC data payload. RS codes are a well-known method
of encoding data for protection against transmission errors.
In the RS MAC, the common (255,223) encoding scheme
is used. Using this scheme, data is broken up into 223-byte
blocks and each block is encoded separately, resulting in 255
bytes of encoded data. Because of the additional space and
computational overhead associated with RS encoding, the
MAC is adaptive, only using FEC if bit errors occur. This
MAC was implemented as a click [28] application using the
SoftMAC click elements and a standard RS software pack-
age. The CSMA/CA mechanism provided by Soft MAC was
used for channel access. In RS MAC, all outgoing packets
are either RS encoded or not. Since an endpoint cannot de-
termine whether or not a packet it transmitted was received
without error, it must rely on feedback from its peer to make
transmission decisions. A simple algorithm with three con-
figurable parameters governs the sending of these feedback
packets. The parmeters are the sample period s, the error
threshold e, and the no-error threshold c. Packets are ob-
served over a sample period of s packets. If an endpoint is
receiving unencoded packets and e or more packets with er-
rors are received during a sample period, a packet is sent
indicating that RS encoding should be used. Similarly, if an
endpoint is currently receiving RS-encoded packets and ¢ or
more packets are received without errors during the sample
period, the MAC sends a message telling its peer to stop en-
coding packets. In unencoded packets, errors are detected us-
ing a CRC32 checksum. In RS encoded packets, errors are
detected during the RS-decoding process.

To test the functionality and performance of the adaptive
Reed-Solomon MAC, we performed an experiment wherein
two nodes try to send 1000-byte packets to each other at a
rate of 100 packets per second. To decrease the probability
of errors occurring in control frames relative to probability
of errors occurring in data frames, a data rate of 1 Mbps was
used for control information, while data was sent at a rate of
54 Mbps. Nodes were placed far enough apart to induce sig-
nificant error when using the 54 Mbps waveform. The result
of 10 trials are shown in Figure 17. For each test, 2000 packets
were sent by each node for a total of 4000 packets.
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FIGURE 17: Packets received, Packets correctly received, Reed-
Solomon packets received, and number of Reed-Solomon corrected
bytes. Averages for 10 trials of 4000 packets each.

The results show that the adaptive RS encoding scheme
reduces the transmission error rate. On average, about 75
percent of packets were RS encoded, reducing the number of
packets dropped due to errors from greater than 50 percent
to less than 10 percent. The results also suggest that most er-
rors occur in the 54 Mbps payload portion of the packet and
not in the 1 Mbps and 2 Mbps PLCP headers. Errors were ob-
served in more than half of the packets received, the wireless
header (which cannot be disabled in SoftMAC) accounts for
about 15 percent of the transmission time of a large packet
for high data rates. If we assume that errors occur in half of
all transmissions, that errors are equally distributed within
a transmission, and that each transmission has only a single
error (although the RS results suggest more than 7 errors per
corrupted packet), we would expect errors in at least 7.5 per-
cent of all headers, or in about 300 of 4000 packets. If an error
occurs in the header, the frame is dropped by the hardware
and the device driver never sees it. Thus, the number of pack-
ets with errors in the header is just the number of packets sent
minus the number of packets received. Since the observed er-
ror rate is roughly half the predicted error rate, it must be the
case that errors occur less frequently in the header than in
the payload. This also validates our assumption that send-
ing control data at 1 Mbps decreases the probability of error
occuring in those frames. This simple implementation only
hints at the promise of DOE as a technique for identifying
beneficial cross-layer interactions (in this test, we achieved a
reduction in error rate of 40 percent).

7. CONCLUSION

In this paper, we have described how parameters at the physi-
cal, data link, and network layers interact with respect to a va-
riety of performance metrics. First, through simulation and
then through experimental design techniques, we describe
how parameters including power, bitrate, forward error cor-
rection, automatic repeat request, frame size, and selective
queueing interact to influence throughput, bit error rate, de-
lay and jitter. We show how such optimization can be used
to improve the performance of applications by matching the
settings of the lower protocol layers to the demands of the
application. We then illustrate this optimization by showing
how forward error correction can be used to decrease error
on a noisy link by 40 percent. It is our intention to capital-
ize on DOE as a technique for identifying beneficial cross-
layer interactions. However, the adaptive and dynamic na-
ture of cognitive wireless systems leads to other interesting

questions. It will be important to quantify the amount of
time that a cognitive process can devote to computing an
adaptive radio configuration, thus allowing one to charac-
terize the types of processing that can be done without nega-
tively affecting communication. This line of research should
also provide insight into what processing should be done in
real time, offline, or in the background. We plan to investi-
gate each of these questions in future work.
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mechanisms in practice. In fact, most commercial WLAN

With the rapid growth of wireless communications and the
advance of video coding techniques, wireless video streaming
is expected to be widely deployed in the near future. Among
various wireless networks, the IEEE 802.11-based wireless lo-
cal area network (WLAN) is one of the most popular wire-
less networks and has been massively deployed in public and
residential places. However, the existing 802.11 WLANSs are
designed for best-effort services. The two legacy medium ac-
cess control (MAC) mechanisms, the distributed coordina-
tion function (DCF), and the point coordination function
(PCF) [1], in the original 802.11 standard, lack quality of ser-
vice (QoS) supports for multimedia applications. In order to
enhance the QoS support in WLANS, a new standard called
IEEE 802.11e [2] has been developed, which introduces a so-
called hybrid coordination function (HCF) for medium ac-
cess control. The HCF includes a contention-based mecha-
nism named enhanced distributed channel access (EDCA)
and a central-control-based mechanism named HCF con-
trolled channel access (HCCA), which can be regarded as the
extensions for the DCF and the PCEF, respectively. Recently,
we have seen many research studies on video over 802.11e
EDCA WLANS [3, 4]. However, only a few studies investigate
the HCCA such as [5]. The main reason is that distributed
MAC mechanisms are much more popular than centralized

products implement and employ DCF exclusively. However,
with the increasing popularity of using WLANS for Internet
access, where more and more multimedia traffic is relayed by
access points as shown in Figure 1, HCCA has received more
attention due to its high efficiency in handling time-bounded
multimedia traffic.

For video streaming over HCCA, from the application-
layer point of view, it is highly desired that video signals can
be encoded in not only good average quality but also smooth
video quality or less quality fluctuations among adjacent
frames. However, quality-smoothed video leads to variable
bit rate (VBR) bitstreams, which often exhibit significant bit-
rate burstiness over multiple time scales due to the encoding
frame structure and the natural variations within and be-
tween video scenes. When streaming VBR video over HCCA,
the burstiness of VBR video will complicate the HCCA re-
source management since the resource requirements of VBR
video are time-varying. On the other hand, video stream-
ing over HCCA also faces other challenges coming from the
WLAN itself. In particular, radio channels are well known for
its notorious characteristics: bandwidth limited, error prone,
and time varying. Under such a dynamic hostile environ-
ment, it is difficult for the WLAN to provide determinis-
tic QoS services. In addition, wireless users could join or
leave a WLAN at a random time, which further increases the
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dynamics of the network environment. In order to provide
an end-to-end QoS, it requires not only the QoS manage-
ment in the MAC layer but also the adaptation in the appli-
cation layer.

Numerous solutions have been proposed for adaptive,
efficient, and robust video streaming over lossy networks.
Many of them are application-layer-based approaches in-
cluding application-layer packetization [6], rate-distortion
optimized scheduling [7], rate-reduction transcoding [8],
joint source-channel coding [9], and so forth. However, the
performance of these application-layer-based approaches has
reached the limit. Recent research shows that carefully ex-
ploring the interactions among different layers in the net-
work protocol stack could lead to much better performance
[10]. Compared with traditional approaches, where each net-
work layer is designed and operated independently, the cross-
layer approaches jointly optimize or adjust the parameters in
multiple layers.

Some cross-layer schemes for video streaming applica-
tions have been reported in literature. In [11, 12], a cross-
layer protection scheme was proposed for streaming MPEG-
4 FGS video over WLANs. The authors first developed an
end-to-end distortion model for MPEG-4 FGS under various
channel conditions and different unequal error protection
strategies. Based on the developed model, the authors pro-
posed to adaptively and jointly select the application-layer
FEC, maximum MAC retransmission limit, and packet size
according to the current channel conditions so that the re-
ceived video quality can be maximized. In [13], Haratcherev
et al. proposed a cross-layer architecture, where link adap-
tation is used at the MAC layer and rate control is used
in the application layer. A cross-layer signaling mechanism

was proposed to convey the link-layer quality information
to the video encoder. By coupling the rate control at the
video encoder with the link adaptation, the proposed scheme
can efficiently use the available transmission rate to achieve
the best video quality. In [4], Ksentini et al. jointly consid-
ered the application, transport, and MAC layers for efficient
transmission of H.264-coded video over IEEE 802.11e-based
WLANSs. The proposed cross-layer architecture relies on a
data-partitioning (DP) technique at the application layer and
an appropriate QoS mapping at the 802.11e-based MAC
layer.

The major drawback of the above cross-layer strategies
for wireless video streaming is that the cross-layer optimiza-
tion is performed in isolation at each mobile station. In fact,
the adaptation occurring in one station will affect other com-
peting stations since wireless medium is shared among all the
competing users. Therefore, although a cross-layer strategy
is adopted by each individual mobile station, it should not
be optimized in isolation. Instead, it should be considered
from the entire network perspective, so that the overall sys-
tem utility can be maximized. Similar ideas have been pre-
sented in [14, 15]. In particular, the authors in [14] studied
efficient bandwidth resource allocation for streaming multi-
ple MPEG-4 FGS video streams to multiple users, where the
variations in the scene complexity of different video streams
are explored and the system resources are dynamically and
jointly distributed among users. In [15], Weber and Veciana
proposed both optimal and practical mechanisms to maxi-
mize the customer average QoS defined in terms of received
normalized time-average rate.

In this paper, we study rate-adaptive VBR video over
HCCA using cross-layer design. We jointly consider the
MAC-layer QoS management with the application-layer
video adaptation in order to achieve not only good end-to-
end QoS but also high network utilization. In particular, we
apply the existing statistical multiplexing technique to the
admission control problem to exploit the multiplexing gain
among multiple VBR traffic. Unlike our previous admission
control work in [16], which only considers one class of VBR
traffic, in this paper we extend it to multiple classes of traf-
fic flows. In addition to admission control, we also propose a
dynamic network resource allocation scheme, where we take
into account not only the average bit rates but also the bursti-
ness of traffic flows. Experimental results demonstrate the ef-
fectiveness of each individual module, and the advantage of
dynamic interactions among different modules.

This paper is organized as follows. Section 2 gives an
overview of the HCCA mechanism. Section 3 describes the
overall cross-layer architecture. Section 4 introduces the ex-
tended admission control scheme and the proposed dynamic
resource allocation in the MAC layer. Section 5 shows the
simulation results. Finally, Section 6 concludes this paper.

2. OVERVIEW OF HCF CONTROLLED
CHANNEL ACCESS

Compared with the legacy PCF scheme in 802.11, HCCA
also provides contention-free access to the wireless medium
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through polling stations but with some difference. In par-
ticular, HCCA uses a QoS-aware hybrid coordinator (HC),
which is typically located at the QoS access point (QAP)
in infrastructure WLANs. HC uses point interframe space
(PIFS) to gain control of the channel and then allocates
transmission opportunities (TXOPs) to QoS stations (QS-
TAs), which are referred as HCCA TXOPs or polled TX-
OPs. Unlike PCE, HCCA can poll the QSTAs during not only
contention-free periods (CFPs) but also contention periods
(CPs), and HCCA takes into account QSTAS’ specific flow re-
quirements in packet scheduling. Figure 2 illustrates the dif-
ferent periods under HCCA. Note that the CAP (controlled
access phase) is defined as the time period when HC main-
tains the control of the medium. It can be seen that CAPs
can be generated (or allocated by the HC) during CFPs or
CPs.

After grabbing the channel, the HC polls QSTAs in turn
according to its polling list. In order to be included in the
polling list of the HC, a QSTA must send a QoS reservation
request using the special QoS management frame that carries
the traffic specification (TSPEC) parameters, and each indi-
vidual flow needs one particular reservation request. The def-
initions of the TSPEC parameters can be found in the 802.11e
standard [2], where the major TSPEC parameters include the
following:

(i) peak data rate (P): the maximum bit rate allowed for
packet transfer, in bits per second (bps);

(ii) mean data rate (A): the average bit rate for packet
transmission, in bps;

(iii) maximum burst size (M): the maximum size of a data
burst that can be transmitted at the peak data rate, in
bytes;

(iv) delay bound (TP): the maximum delay allowed to
transport a packet across the wireless interface (includ-
ing queuing delay), in milliseconds;

(v) maximum service interval (SImax): the maximum time
allowed between neighbor TXOPs allocated to the
same station, in microseconds;

(vi) nominal MSDU size (L, ): the nominal size of a packet,
in bytes;

(vii) minimum PHY rate (APHY): the minimum physical bit-
rate assumed by the scheduler for calculating transmis-
sion time, in bps.

3. CROSS-LAYER FRAMEWORK

The key of the cross-layer optimization between the appli-
cation layer and the MAC layer is to define interface pa-
rameters, based on which the two layers can talk and affect
each other. It is intuitive that the interface parameters should
come from traffic rate statistics. This is because traffic rate
statistics can be easily understood by the two layers and they
directly affect both the end user quality and the network re-
source utilization. However, to generate accurate traffic rate
statistics requires a general model that can describe the char-
acteristics of a VBR video. This is a nontrivial task since the
rate distributions of a VBR video are time-varying and non-
stationary. Traditional network resource management stud-
ies typically assume a traffic flow can be modeled as an ideal
Poisson process, which is not true for VBR videos. In this
paper, we bypass the video traffic modelling problem and di-
rectly work on the three TSPEC rate parameters: mean data
rate A, peak data rate P, and maximum burst size M. Al-
though (A, P, M) cannot fully describe the rate characteris-
tics of a VBR video, it is sufficient to depict the traffic rate
envelop, based on which a certain degree of optimization can
be performed.

3.1. Traffic characteristics

In order to guarantee each traffic flow will conform to its
claimed traffic parameters (A, P, M), similar to the work in
[17], we adopt the dual token bucket (DTB) as the traffic
shaper to shape each traffic flow before entering the network.
In particular, a DTB consists of two token buckets, where the
first bucket is used to constrain the traffic flow with peak data
rate P, and the other is used for maintaining the traffic flow
with mean data rate A. Here, we use the second bucket as an
example to explain how it works. Basically, each packet needs
the same amount of tokens to be admitted. Tokens arrive at
the token buffer at the rate A. If the total number of tokens
in the bucket reaches the bucket depth B, a newly generated
token will simply be discarded. When a packet arrives at the
token bucket, it will be sent down to the MAC layer imme-
diately if there are sufficient tokens available, and the cor-
responding tokens are removed from the token bucket. On
the other hand, if there are not enough tokens available, the
packet is either discarded directly or buffered if there is an
incoming buffer in front of the token bucket. When a burst
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of packets arrives, it is allowed to pass if enough tokens have
been accumulated in the token bucket.

Let a(t,t + 7) denote the total number of arrived data of
a flow in the interval (t,t + 7). Clearly, after passing through
the DTB shaper, a(t, t + 1) is deterministically bounded by a
function b(t), which is called rate envelop and is defined as

b(r) = <|PT,

0<1<,

1
B+ AT, (1)

T2=1.

Considering the three TSPEC parameters (A, P, M), we can
derive B = M(1 — A/P) and n = M/P, as shown in Figure 3.
In this way, we can guarantee that, after shaping, any random
process a(t, t + 1) is fully conforming to the three TSPEC pa-
rameters.

3.2. Cross-layer architecture

Figure 4 shows the overall system architecture. Basically, we
consider multiple adaptable VBR video transmitted over reli-
able wired channels to an AP, and the AP uses the centralized
HCCA mechanism to deliver video traffic to multiple mo-
bile stations over unreliable wireless channels. We assume the
wired channels between the video source and the AP are per-
fect, and the bottleneck for end-to-end QoS lies in the wire-
less channels.

In particular, multiple adaptable video sources could be
physically generated at one video server or multiple video
servers or multiple endpoints. The application layer of an
adaptable video source contains two major modules: video
adaptation and traffic shaper. The video adaptation module
is to approximately adapt the video flow to the allocated traf-
fic rate parameters O = {A,P,M} while the traffic shaper
is to guarantee the video traffic conforms to Q. For prac-
tical applications, it is highly desired that video quality can
be controlled in a certain range. Specifically, users expect re-
ceived video quality should not be below an acceptable qual-
ity, while achieving an extremely high quality is not neces-
sary. Thus, in this paper, we simply use the common PSNR

(peak signal to noise ratio) metric to define two video quality
thresholds, U™™ and U™, which correspond to the accept-
able video quality and the highest video quality specified by
users. Note that these MSE-based thresholds could be deter-
mined according to human visual systems (HVS). The adap-
tation between U™™ and U™ can be implemented through
many video adaptation techniques such as layered video cod-
ing, scalable video coding, or bitstream switching. Since we
consider stored video, the corresponding traffic statistics in-
cluding Q™" and Q™ for each adaptation level can be pre-
generated.

At the AP side, there are three major modules: admission
control, dynamic bandwidth allocation, and physical rate ad-
justment. The physical rate adjustment is to adaptively adjust
the transmission rates from the AP to QSTAs according to the
feedback information from QSTAs so that the physical-layer
bit errors can be effectively reduced. Many physical rate adap-
tation schemes [13, 18] have been proposed in literature.
Some are based on the statistics of the performance param-
eters such as throughput, frame error rate, or frame retrans-
mission rate. Others are according to the receiver SNR which
directly determines the decoding error rate. In this research,
although we do not study the mechanisms for physical rate
adjustment, it could be easily incorporated into our proposed
cross-layer framework. As for the admission control mod-
ule, the purpose is to limit the amount of traffic admitted
into the WLAN communications so that the QoS of the ex-
isting flows will not be degraded while at the same time the
wireless medium resources can be maximally utilized. The
dynamic bandwidth allocation module is to reallocate the
bandwidth if the network conditions or the traffic conditions
are changed. The network condition change could be due to
three reasons: (1) one new traffic flow is admitted; (2) one
of the existing flows is finished; (3) some QSTAs” physical-
layer rates have been changed either due to their movement
or wireless channel variation. The traffic-condition change is
due to the variation of video content such as scene changes.

4. MAC-LAYER QoS MANAGEMENT

A simple admission control and resource allocation scheme
for HCCA has been developed as a reference in the 802.11e
standard [2], where the mean data rate and the mean packet
size are used to calculate the resource needed by a flow. This
reference scheme works fine for CBR (constant bit rate) traf-
fic which strictly comply with their QoS requirements. How-
ever, it is not suitable for VBR traffic, where the instanta-
neous sending rate and packet size are usually quite different
from the corresponding mean values. Recently, we have seen
some admission control and resource allocation algorithms
[17, 19-23] being proposed for delivering VBR traffic over
HCCA. In [19], the authors adopted the reference scheme for
admission control and proposed to consider the application
deadline at the time of allocating a TXOP. In [20], the au-
thors proposed a dynamic bandwidth allocation algorithm,
where the classic feedback control theory is applied to take
into account the queue levels in the QoS stations (QSTAs). In
[21], two types of schedulers are proposed: QoS access point
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FIGURE 4: The cross-layer architecture for video streaming over HCCA.

(QAP) scheduler and node scheduler. The QAP scheduler es-
timates the queue length of each QSTA and adapts the TXOPs
allocation accordingly. The node scheduler of a QSTA is to
redistribute the unused time among its own multiple traffic
flows. In [22], the authors proposed to estimate the appli-
cation’s mean data rate through the queue length and then
allocate the resource accordingly.

Although the above methods improve the efficiency of
resource allocation, all of them still use the reference scheme
for admission control, which might wrongly admit or re-
ject new flows since it does not consider the characteris-
tics of VBR traffic. In our previous work [23], we proposed
an effective TXOP-based admission control scheme for VBR
over HCCA. The basic idea is to use the effective TXOP to
statistically guarantee a certain packet loss ratio. Recently,
a guaranteed-rate-based admission control was proposed in
[17], where the DTB is used as the traffic shaper to shape
each traffic flow. Based on the characteristics of shaped traf-
fic flows, the authors derived guaranteed rates for each flow.
Although these two admission control schemes indeed take
the VBR characteristics into consideration, they are still not
efficient because both schemes consider each traffic flow in-
dividually and the multiplexing gain among multiple VBR
flows has not been explored at all.

4.1. Admission control

Since the purpose of admission control is to admit as many
flows as possible under the constraints of satisfying the min-
imum QoS requirement of all the flows, it is obvious that the
decison of admission control should be based on the min-
imum traffic rate statistics Qmin = {Amin pmin armin} e
can summarize the admission control problem as follows:
given the QoS requirement of a new flow, including the min-
imum traffic rate statistics Q™", the delay bound TP, and the
torelable packet loss rate €, how to decide whether this flow
should be admitted or not? It is clear that the packet delay
consists of the transmission delay in the PHY layer and the
queuing delay in the MAC layer. The transmission delay can

be neglected because of the short distance between the AP
and mobile stations in WLANs. The MAC-layer queusing de-
lay is deterimined by the queue scheduling algorithms in the
MAC layer. On the other hand, the packet loss could cause
by wireless channel errors, the DTB shaper, and the delay
bound violation, where we consider a packet delayed long
than TP as a lost packet. Since the physical rate adjustment
is used in each station, which automatically adjusts the phys-
ical transmission rate according to wireless channel condi-
tions, the MAC-layer frame loss rate due to wireless channel
errors can be greatly reduced and typcially the frame loss rate
is less than 2.5% [24]. Further considering the use of large
retry limit (e.g., the default value of 7), we can neglect the
packet loss due to wireless channel errors. The packet loss
caused by the DTB shaper can also be neglected because of
the application-layer adaptation and buffer control. In this
way, we can deem that the packet loss is primarily caused by
the delay bound violation and thus the packet loss threshold
€ becomes the same as the delay bound violation threshold,
thatis, P{d > TP} <e.

In this research, we consider multiple classes of VBR
video flows. Let N denote the total number of video classes
and let K; denote the number of video flows in the ith class.
Suppose all the video flows in a class i have the same QoS
requirement (TP, ¢;) and the QoS requirements in differ-
ent classes are different. We employ the popular weighted
fair queueing (WFQ) to provide the service differentiation
among multiple classes. Although other types of scheduling
algorithms such as the earliest deadline first (EDF) algorithm
[25], which schedules packets in ascending order according
to their deadlines, can utilize the resources well, they are too
complicated to be implemented in AP. On the contrary, im-
plementing the WFQ is very easy. The WFQ scheduling algo-
rithm simply separates packets into different queues accord-
ing to their QoS requirements. The first-come-first-served
(FCFS) principle is used in each queue, and the resource is
dynamically allocated among different queues by adjusting
the weights, which are determined by the resource allocation
algorithm.
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Let C‘,g , (i = 1,...,N) denote the minimum bandwidth
needed to guarantee the QoS requirements, P{d; > T,-D } <€
for each class. Clearly, C{ depends on the aggregated traf-
fic rate statistics of the ith class, and it needs to be care-
fully selected. If we simply choose C§ according to the aggre-
gated peak rates (Zﬁ1 P,-r}]in) of all the flows in the ith class,
no packet loss will occur but a substantial amount of band-
width will be wasted at most of the time. On the other hand,
if we choose C¥ according to a data rate much lower than
the aggregated peak rate (e.g., the aggregated mean data rate
Zf;lAf}li“), we might experience large delay and excessive
packet loss since the instantaneous sending rates of VBR traf-
fic are usually quite different from the corresponding mean
values. Therefore, it is a challenging task to obtain optimal
C¥ values that achieve the best tradeoff between network uti-
lization and service quality for VBR traffic over HCCA.

Fortunately, the relationship between the probability of
queuing delay and the aggregated traffic rate statistics has
been derived in [26, 27], where the delay probability is mod-
eled as a Gaussian-like distribution. Applying the finding to
our case, we obtain the delay-bound violation probability for
the ith class as

1 —(CE(r+TP) — )’
P{d,->TiD}zOr<nTa<)Emexp( 502 “ )

(2)
with

ui=> 1),

] 3)
o7 = > T’RV;(1),
j

where f3; is the busy period bound, y; is the aggregate mean
traffic rate, o} is the aggregate rate variance, and ¢;; and RV;;
are the long-term average rate and the rate-variance envelop
for the jth flow of the ith class, respectively. If a flow j is
stationary and its arrival a;;[¢, t + 7] is upper bounded, that
is, a;j[t, t + 7] < qi;(7) for all t,7 > 0, according to [27], its
rate-variance envelop should be upper bounded as

RV (r) < BB e, @
oy = tim 27, ®

where g;; is the PHY rate envelop. Considering the worst
case, we let

¢i9i(7)

RVi(1) = % — ¢7. (6)

In our system, since each video flow a;; matches the DTB

shaper, we know it is upper bounded by b;; defined in (1).

However, b;; is not the same as the physical rate envelop g;;

since we need to consider the protocol headers and overhead

when packets pass through different network layers. Thus,

we introduce a new variable, network resource utilization ra-
tio r;j, which is defined as the ratio between the network re-
source used by the arrived traffic and the total network re-
source used to successfully deliver the traffic. Combining b;;
and r;j, we express q;;(7) as

gij(1) = min (P,-‘?inrr,-j, (Bf}lm + A;’}inr)rij). (7)

This is the rate envelop bound from the PHY-layer point of
view. According to (5) and (7), we obtain

¢ij = A?}i"h‘j- (8)
After that, substituting ¢;; and g;;(7) back to (6), we derive

AR (PR — AT (1), 0= 7 < 1,

RVij(r) = Alr'?inBij(Tij)z (9)
- nij <7< Bi
T
where 77;; = Bij/(P™ — AP™) and Bj; MEn(1 -
Ag}ln/Pglln).

The busy period bound f3 can be calculated as [28]
Bi =min{7>0 | Zqij(‘r) < C‘?T} (10)
i

We can see that f; is actually the minimum time that the
network needs to accommodate the aggregated VBR burst.
Clearly, if we use an upper bound to replace g;;(7) in (10),
it will only result in a larger value of f;, which will not affect
the solution of P{d; > TiD}. Thus, we use (B;; + A}}““T)m to
replace g;;(7) in (10) since g;;(1) < (B;; + Ag-‘inr)rij and we
obtain

K;
ﬁi = min {T >0 | Z (Bij +A;‘?inr)rij < C;S’ X T
i=1

l (11)

K;
_ 2B
T ¢ _vK pmin, -
C? - EjzlAﬁ}‘mru

In this way, we have derived all the parameters except the
bandwidth C¥ for calculating the delay-bound violation
probability P{d; > TiD } defined in (2). In other words, given
the traffic rate statistics Q;}“i“ and the allocated bandwidth C¥
for the ith service class, we are able to derive the delay-bound
violation probability. In reverse, given the traffic rate statis-
tics Qg»““ and the QoS requirement P{d; > TP } < €;, we can
also derive the minimum bandwidth needed for the ith class,
that is, C5.

Based on the above discussion, the admission control al-
gorithm can be simply designed as follows. When a new flow
arrives, we first classify it into a service class i according to its
QoS requirement. Then, we calculate the needed minimum
bandwidth C‘,gr if this new flow is admitted. After that, we add
the minimum bandwidth for all the classes together, that is,
cg = SV, ¢, and compare C¢ with the link capacity CPHY§,
where CPHY is the physical bandwidth of a WLAN and § is the
percentage of polling-based transmission specified in HCE. If
C& < CPHY§, we accept the new flow. Otherwise, the new flow
should be rejected.
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4.2. Dynamic resource allocation

After a new flow is being accepted by the admission control
algorithm, the next task we need to solve is how to allocate
the network resource to the new flow and all the previously
existing flows. As mentioned in Section 3.2, such a band-
width allocation task also exists in other scenarios including
the network variation and also the traffic variation caused by
the change of video content. The objective of the resource al-
location is to maximize the overall utility (the same as video
quality), which is the utility sum of all the video flows,

Ki

Mz

U= Uij. (12)

i=1 j=1

The network resource we need to allocate is the remaining
capacity defined as the difference between the total capacity
for polling-based transmission and the total minimum band-
width needed for all the classes, that is,

cm = CPHY§ — 8., (13)

The resource allocation problem can be summarized as fol-
lows. Given the ranges of the traffic rate statistics of all the
flows (Qmm Qj7*), how to distribute the remaining capacity
cm through selectmg the optimal traffic rate statistics ();; for
each flow so that the overall utility U can be maximized?

In order to solve this overall optimization problem, a
general model that can characterize the relationship between
Uij and ();; is needed. However, it is very hard to develop
such a model since the R-D behavior of video coding is very
complicated, and moreover there are three parameters in-
cluded in the traffic rate statistics €);;. In this research, for
simplicity we assume that the utility U;; only depends on the
average bit rate A;; with a linear relationship between them,
that is,

Umax _ Umin

ST umin,(14)
1] 1j

U,‘j = (Aij — A%lm) +
where the two constants U™ and U™", as mentioned in
Section 3.2, are the highest video quality needed and the ac-
ceptable video quality, respectively, and Aj}™* and Ajj** are
the corresponding average bit rates. Under such a linear re-
lationship, it seems that the bandwidth allocation would be
straightforward, that is, allocating more bandwidth to video
flows with larger slope values 1/(Aj}™ — A,’-;-‘i“) since they
achieve higher utility increase for the same average bit rate
increase. However, the same average bit rate increase does not
mean the same network resource consumption since differ-
ent video flows have different traffic burst characteristics. A
highly bursty video flow with a lower average bit rate might
require more network resource than a less bursty video flow
but with a higher average bit rate.

In this paper, we divide this bandwidth allocation prob-
lem into two tasks: the first task is to distribute the remain-
ing bandwidth C™ among different classes, and the second
task is to allocate the bandwidth among different video flows
within one class. For the first task, we propose to proportion-
ally allocate the remaining bandwidth to each class according

to the needed minimum network resource C§, which we have
computed in admission control. This is reasonable since the
class with higher minimum bandwidth requirement should
be allocated more bandwidth. Thus, we calculate the weights
w; for the WFQ scheduler as

w; = Ni (15)
2.1 G
and the total bandwidth C; for the ith class becomes
Ci = wC™+ Clg (16)

Although we are able to allocate the bandwidth among
different classes, we still face the problem of allocating band-
width among different video flows within one class. Consid-
ering the key term f = ((Ci(z + TP) — w;)*/20?) (C; = C‘,g
when we consider the minimum traffic rate statistics Qg‘i“) in
(2), when the traffic rate statistics of a video flow is changed
from Q?j‘in to ™, p; and o7 will correspondingly change
with the increments of Ay; and Ac?. If there is also an in-
crement AC; for C; that can make f remain unchanged, we
can deem this AC; is the corresponding network resource in-
crement in order to accommodate the increment in traffic
rate statistics. Using Taylor’s expansion for f(C; + AC;, y; +
Aui, 0,»2 + Aa,»z), we derive

of of )+ 9f &
5C MGt 5 b+ 53807 =0. (17)

Solving the equation above, we obtain

Ci(T+TiD)—ﬂ,' 5

1
Aor + ———< - Au;. 18
2(t + TP)o? ! # (18)

AC; =
% D)

By assuming /(7 + T”) = 1, RVj (Ajjri)((B;; +

AijT)rij)/T — (Aijrij)?* and Bij/T = P;j, we approximate AC;
as
G -3, A .
AC’] = W . (Ag}axpzl;ax _ AE-““PI?;“") (19)
+ (A?jmx — A?}i“)rij,

where the first term is the network resource needed to ac-
commodate the increment in traffic burst and the second
term is to accommodate the increment in traffic average bit
rate. Note that the reason we made many assumptions for the
approximation in (19) is that we are not aiming to obtain ac-
curate values of AC;;. Instead, we try to obtain some quanti-
tative values which can relatively reflect more or less network
resource being consumed for each flow for achieving a utility
increase (U™ — U™in), Experimental results presented later
show that the bandwidth allocation based on AC;; in (19)
outperforms the approach based on (Aj}™ — Ag‘i”).

After obtaining AC;;, we put all the Vldeo flows in the ith
class into one queue at an increasing order of AC;;. Clearly,
as long as we still have unallocated network resource, we will
increase the traffic rate of the first video flow in the queue
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Max. video flows number (#)

F1GURE 5: The number of admitted flows using different admission
(b): our proposed rate-variance-based admission control.

until it reaches the maximal traffic rate statistics. Then, the
next video flow will move to the queue head and the process
repeats. After we allocate all the remaining network band-
width, we can imagine that all the video flows except the mid-
dle one will be either allocated maximum traffic rate statis-
tics or minimum traffic rate statistics. Therefore, by forcing
the middle one also taking its minimum traffic rate statistics,
our obtained bandwidth allocation can be expressed as

Qs =12,k 1,
Qij - min . (20)
Ql] > ]:k,...)Ki,

where the position of k can be determined through search
under the constraints of P{d; > T,D } < €; and C;. Note that
this kind of bandwidth allocation only requires the applica-
tion layer to provide two adaptation levels, Qf-‘]?ax and Qg»lin,
and it can achieve good overall system utility although the
quality of individual video flows might change sharply, that
is, jumping between U™ and U™". We would also like to
point out the previous discussion is for the case of C'™ > 0.
If C™ < 0 (e.g., due to the channel deterioration), we have to
reject some of the existing video flows. It can be conducted
based on the arrival time of video flows, that is, keep deleting
the latest video flow until C'™ becomes not less than zero.

5. SIMULATION RESULTS
5.1. Results of MAC-layer QoS management

We first evaluate the efficiency of our proposed rate-variance
envelop-based admission control and compare it with the
guaranteed-rate-based admission control (GRAC) in [17].
Since IEEE 802.11e only specifies the MAC-layer mecha-
nisms, we use the parameters of the IEEE 802.11a physical
layer in the experiments. In particular, the physical transmis-
sion rates of all the nodes are set to 54 Mbps and 24 Mbps

Max. video flows number (#)

control schemes. (a): using the rate guarantee-based admission control.

for data frames and control frames, respectively. We consider
two classes of traffic flows. For the first class, the average bit
rate is randomly chosen from the range of [50, 100] kbps, and
the peak bit rate is randomly chosen from [5, 10] times of the
average bit rate. For the second class, the average bit rate is
randomly chosen from the range of [100, 150] kbps, and the
peak bit rate is randomly chosen from [10, 15] times of the
average bit rate. The burst sizes for both classes are set to 0.2
second peak rate. We test the admission control performance
under different delay bounds ranging from 0.01 second to
0.15 second and from 0.16 second to 0.30 second for the two
classes, respectively. The delay bound violation probabilities
are set to 107% and 107> for the two classes, respectively.

The number of admitted flows is one of the important
criteria to measure the performance of admission control in
terms of network utilization. The larger the number of ad-
mitted flows is, the better network utilization the admission
control achieves. Figure 5 shows the numerical results of the
number of admitted flows under different delay bounds. It
can be seen that our proposed admission control scheme al-
ways outperforms the GRAC scheme in terms of admitting
much more traffic flows. For example, in the case that the
delay bounds of class 1 and class 2 are set to 0.15 second and
0.30 second, respectively, GRAC admits 19 and 18 flows in
each class while our proposed admission control admits 40
and 39 flows for class 1 and class 2, respectively. We have
also used the same traffic parameters in NS-2 simulations.
We find that the average delay is very small and delay bound
violation is nearly zero. For example, in the case that the de-
lay bounds of class 1 and class 2 are set to 0.15 second and
0.30 second, the NS-2 simulation shows that the average de-
lay and the maximum delay for class 1 are 2.985 milliseconds
and 14.903 milliseconds, respectively, which means that no
packet will be dropped due to delay bound violation and the
QoS performances of video flows are still satisfied. The re-
sults for class 2 are similar.
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FIGURE 6: The number of flows admitted at Q™ and Q™" using
different resource allocation schemes.

Next, we compare two different dynamic resource alloca-
tion schemes. As described in Section 4.2, one is purely based
on the average bit rate and the other is our proposed algo-
rithm that considers both the average bit rate and the traf-
fic burstiness. For illustration purpose, we only consider one
traffic class with four different types of VBR flows, where
Amin = 100 kbpS, pmin - 8. Amin) Mmin =02 - Pmin,
A = 200 kbps, M™* = 0.2 - P™™ and P™* is set to
{6,5,4, 3} times of the average bit rate for different types. We
first choose a delay bound of 0.05 second and a delay vio-
lation probability of 1076, The four types of VBR flows are
added into the network in turn until no new flow can be ac-
cepted. We find the total number of admitted flows is 100
and all the flows are allocated with their corresponding Q™"
as we expect. Then, we fix the total number of flows to 100
and increase the delay bound from 0.05 second to 0.25 sec-
ond. Figure 6 shows the number of flows allocated with ei-
ther Q™ or Q™" using the two different resource allocation
schemes under different delay bounds. It can be seen that our
proposed scheme allows much more flows to use their maxi-
mum traffic parameters and thus achieves higher overall sys-
tem utility.

5.2. Results of video over HCCA

In this section, we evaluate the performance of transmit-
ting VBR videos over our proposed MAC-layer QoS man-
agement system. The 300-frame QCIF Foreman and QCIF
Akiyo video are used as the test video sequences, where the
Foreman sequence is considered as a high-motion sequence
and the Akiyo is a low-motion one. H.263 is applied to code
the video sequences at both 10 fps and 30 fps. The quality
thresholds, U™ and U™™", are set to 38 dB and 32 dB, re-
spectively. For VBR video encoding, we adopt the encoder-
based rate smoothing approach proposed in [29]. Let Ur be

the PSNR value of the target picture quality, and let U(n) and
R(n) be the actual PSNR value and bit rate of the nth frame.
The basic idea of the encoder-based rate smoothing scheme
is to let U(n) vary within a small range [Ur — &, Ur + 6],
and try to make R(#n) as close to R(n — 1) as possible. In this
experiment, § is set to 1 dB. There is one I-frame every two
seconds and the rest of the video frames are encoded as P-
frames. Table 1 shows the generated four types of adaptable
VBR video traffic. For each adaptable VBR video traffic, the
bitstream switch technique is employed to adapt the video
traffic between Q™ and Q™. Note that although we use
encoder-based rate smoothing scheme for VBR video encod-
ing, any other VBR encoding scheme can be adopted in our
cross-layer framework.

For simplicity, we only consider one traffic class, and the
delay bound and the delay bound violation probability are set
to 0.2 second and 107°. We send the four different flows, that
is, the two video sequences with two different frame rates,
to the network in turn until the number of admitted flows
reaches 80. Then, we keep sending the Foreman with 30 fps to
the network until the total number of admitted flows reaches
90. Every 0.5 second, one flow is added to the network, and
the total simulation time is 80 seconds. Every 1 second, an
interaction between the application layer and the MAC layer
is performed. In addition to the network dynamics, we pur-
posely make one scene change for each of the last ten flows,
that is, the 10 Foreman sequences with 30 fps are changed to
Akiyo with 30 fps.

Figure 7(a) shows the average PSNR performance, where
we compare the static strategy and the dynamic strategy.
Both of them use the same setting, that is, our proposed ad-
mission control and dynamic bandwidth allocation, except
that under the static strategy, the application layer only sends
the traffic parameters once to the MAC-layer. It can be seen
that the average PSNR of the dynamic strategy is better since
it dynamically reacts to the scene changes occurring after
55 seconds. Note that the average PSNR gain will be more
significant if there exists larger number of scene changes.
Figure 7(b), we use a particular flow, the 46th flow, as an ex-
ample to show the PSNR result of a flow. The 46th flow is
admitted at 23 seconds with the assigned traffic rate statis-
tics O™, which lead to an average PSNR of 38 dB. Starting
at 43 seconds, the assigned traffic rate statistics for the flow
are changed to Q™" due to more video flows added to the
network. Thus, the average PSNR value is dropped to 32 dB.
However, at 46 seconds, the flow is being assigned with Q™
again. This is because the scene changes occurring at the last
ten flows, which requires less network resource, cause the
network to dynamically change the 46th flow’s traffic rate
statistics from Q™I to Q™2x,

6. CONCLUSION

In this paper, we have extended the existing statistical mul-
tiplexing technique to the admission control of multiclass
multitype VBR flows in HCCA. Experimental results show
that the number of admitted VBR flows using our approach
is two times of that using the existing admission control
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TaBLE 1: The traffic parameters for Akiyo and Foreman at different frame rates and different target PSNR values.

Seq. (frame rate, U™n/U™x)

(Amin/Amax’ Pmiu/Pmax’ Mmin/Mmax)

Akiyo (10 fps, 32 dB/38 dB)
Foreman (10 fps, 32 dB/38 dB)
Akiyo (30 fps, 32 dB/38 dB)
Foreman (30 fps, 32 dB/38 dB)

(14.540/37.680 kbps, 125.440/267.920 kbps, 20.731/48.837 kbits)
(69.710/212.890 kbps, 236.40/551.200 kbps, 126.080/339.253 kbits)
(16.890/55.680 kbps, 376.320/803.760 kbps, 20.799/61.346 kbits)
(104.430/393.360 kbps, 709.200/1653.600 kbps, 139.649/454.271 kbits)
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FIGURE 7: (a): the average PSNR. (b): the PSNR result of the 46th video flow.

scheme for HCCA. Moreover, we have also proposed the op-
timized resource allocation scheme that considers not only
the average traffic rate but also the burstiness of VBR flows.
Experimental results show that compared with the scheme
only based on the average bit rate, our proposed resource
allocation utilizes the network resource very well, up to 50%
more flows being allocated maximal traffic rate statistics. In
addition, we have integrated the MAC-layer QoS manage-
ment modules with the application-layer video adaptation to
have a cross-layer design. Experimental results show that the
cross-layer framework is able to handle the dynamics of video
over WLANS.

ACKNOWLEDGMENT

This research is supported by Singapore A*STAR SERC
Grant (032 101 0006).

REFERENCES

[1] Wireless LAN Medium Access Control (MAC) and Physical
Layer (PHY) Specifications, IEEE Std. 802.11, 1999.

[2] Wireless LAN Medium Access Control (MAC) and Physi-
cal Layer (PHY) specifications Amendment 8: Medium Access
Control (MAC) Quality of Service Enhancements, IEEE Std.
802.11e-2005, 2005.

(3]

(4]

Y. Xiao, H. Li, and S. Choi, “Protection and guarantee for
voice and video traffic in IEEE 802.11e wireless LANs,” in Pro-
ceedings of the 23rd Annual Joint Conference of the IEEE Com-
puter and Communications Societies (INFOCOM ’04), vol. 3,
pp- 2152-2162, Hongkong, March 2004.

A. Ksentini, M. Naimi, and A. Guéroui, “Toward an improve-
ment of H.264 video transmission over IEEE 802.11e through
a cross-layer architecture,” IEEE Communications Magazine,
vol. 44, no. 1, pp. 107-114, 2006.

M. van der Schaar, Y. Andreopoulos, and Z. Hu, “Optimized
scalable video streaming over IEEE 802.11a/e HCCA wireless
networks under delay constraints,” IEEE Transactions on Mo-
bile Computing, vol. 5, no. 6, pp. 755-768, 2006.

S. Dumitrescu, X. Wu, and Z. Wang, “Globally optimal uneven
error-protected packetization of scalable code streams,” IEEE
Transactions on Multimedia, vol. 6, no. 2, pp. 230-239, 2004.
P. A. Chou and Z. Miao, “Rate-distortion optimized stream-
ing of packetized media,” Technical Report MSR-TR-2001-35,
Microsoft Research, Redmond, Wash, USA, Febrauary 2001.
A. Vetro, J. Cai, and C. W. Chen, “Rate-reduction transcoding
design for wireless video streaming,” Journal of Wireless Com-
munications and Mobile Computing, vol. 2, no. 6, pp. 549-552,
2002.

Z. He, J. Cai, and C. W. Chen, “Joint source channel rate-
distortion analysis for adaptive mode selection and rate con-
trol in wireless video coding,” IEEE Transactions on Circuits
and Systems for Video Technology, vol. 12, no. 6, pp. 511-523,
2002.



Jianfei Cai et al.

11

(10]

(11]

[12]

(13]

[15

[16]

(18]

(21

[22]

(23]

M. van der Schaar and S. Shankar N, “Cross-layer wire-
less multimedia transmission: challenges, principles, and new
paradigms,” IEEE Wireless Communications, vol. 12, no. 4, pp.
50-58, 2005.

M. van der Schaar, S. Krishnamachari, S. Choi, and X. Xu,
“Adaptive cross-layer protection strategies for robust scalable
video transmission over 802.11 WLANSs,” IEEE Journal on Se-
lected Areas in Communications, vol. 21, no. 10, pp. 1752-1763,
2003.

Q. Li and M. van der Schaar, “Providing adaptive QoS to
layered video over wireless local area networks through real-
time retry limit adaptation,” IEEE Transactions on Multimedia,
vol. 6, no. 2, pp. 278-290, 2004.

1. Haratcherev, J. Taal, K. Langendoen, R. Lagendijk, and H.
Sips, “Optimized video streaming over 802.11 by cross-layer
signaling,” IEEE Communications Magazine, vol. 44, no. 1, pp.
115-121, 2006.

G.-M. Su and M. Wu, “Efficient bandwidth resource allocation
for low-delay multiuser video streaming,” IEEE Transactions
on Circuits and Systems for Video Technology, vol. 15, no. 9, pp.
1124-1137, 2005.

S. Weber and G. Veciana, “Rate adaptive multimedia streams:
optimization and admission control,” IEEE/ACM Transactions
on Networking, vol. 13, no. 6, pp. 1275-1288, 2005.

D. Gao, J. Cai, and C. W. Chen, “Admission control with
traffic shaping for variable bit rate traffic in IEEE 802.11e
WLANS,” in Proceedings of IEEE Global Telecommunications
Conference (GLOBECOM °06), pp. 1-5, San Francisco, Calif,
USA, November 2006.

C.-T. Chou, S. Shankar, and K. G. Shin, “Achieving per-stream
QoS with distributed airtime allocation and admission control
in IEEE 802.11e wireless LANs,” in Proceedings of the 24th An-
nual Joint Conference of the IEEE Computer and Communica-
tions Societies (INFOCOM ’05), vol. 3, pp. 1584—1595, Miami,
Fla, USA, May 2005.

J. Kim, S. Kim, S. Choi, and D. Qiao, “CARA: collision-aware
rate adaptation for IEEE 802.11 WLANS,” in Proceedings of the
25th IEEE International Conference on Computer Communica-
tions (INFOCOM °06), pp. 1-11, Barcelona, Spain, April 2006.
A. Grilo, M. Macedo, and M. Nunes, “A scheduling algorithm
for QoS support in IEEE802.11E networks,” IEEE Wireless
Communications, vol. 10, no. 3, pp. 36—43, 2003.

G. Boggia, P. Camarda, L. A. Grieco, and S. Mascolo,
“Feedback-based bandwidth allocation with call admission
control for providing delay guarantees in IEEE 802.11e net-
works,” Computer Communications, vol. 28, no. 3, pp. 325—
337, 2005.

P. Ansel, Q. Ni, and T. Turletti, “An efficient scheduling scheme
for IEEE 802.11e,” in Proceedings of IEEE Workshop on Model-
ing and Optimization in Mobile, Ad Hoc and Wireless Networks
(WiOpt ’04), Cambridge, UK, March 2004.

L. Yang, “Enhanced HCCA for real-time traffic with QoS in
IEEE 802.1 IE based networks,” in IEE International Work-
shop on Intelligent Environments (IE °05), pp. 203-209, Colch-
ester,UK, June 2005.

W. E. Fan, D. Gao, D. H. K. Tsang, and B. Bensaou, “Admission
control for variable bit rate traffic in IEEE 802.11e WLANSs,” in
Proceedings of the 13th IEEE Workshop on Local and Metropoli-
tan Area Networks, (LANMAN ’04), pp. 61-66, Mill Valley,
Calif, USA, April 2004.

M. Hassan and R. Jain, Eds., High Performance TCP/IP Net-
working, Prentice-Hall, Upper Saddle River, NJ, USA, 2003.

(25]

(26]

(27]

A. Grilo, M. Macedo, and M. Nunes, “A scheduling algorithm
for QoS support in IEEE802.11E networks,” IEEE Wireless
Communications, vol. 10, no. 3, pp. 36—43, 2003.

E. W. Knightly, “Second moment resource allocation in multi-
service networks,” in Proceedings of the ACM Sigmetrics Inter-
national Conference on Measurement and Modeling of Com-
puter Systems, pp. 181-191, Seattle, Wash, USA, June 1997.

E. W. Knightly, “Enforceable quality of service guarantees for
bursty traffic streams,” in Proceedings of IEEE 17th Annual
Joint Conference of the IEEE Computer and Communications
Societies (INFOCOM ’98), vol. 2, pp. 635-642, San Francisco,
Calif, USA, March-April 1998.

R. L. Cruz, “A calculus for network delay—I: network elements
in isolation,” IEEE Transactions on Information Theory, vol. 37,
no. 1, pp. 114-131, 1991.

Z. He, “p-domain rate-distortion analysis and rate control for
visual coding and communication,” Ph.D. dissertation, ECE of
University of California, Santa Barbara, Calif, USA, 2001.



Hindawi Publishing Corporation
Advances in Multimedia

Volume 2007, Article ID 56592, 12 pages
doi:10.1155/2007/56592

Research Article

A Cross-Layer Optimization Approach for Energy Efficient
Wireless Sensor Networks: Coalition-Aided Data Aggregation,
Cooperative Communication, and Energy Balancing

Qinghai Gao,’ Junshan Zhang," Xuemin (Sherman) Shen,? and Bryan Larish?

! Electrical Engineering Department, Arizona State University, Tempe, AZ 85287, USA
2 Electrical and Computer Engineering Department, University of Waterloo, Waterloo, ON, Canada N2L 3G1
3 Space and Naval Warfare Systems Center, 53560 Hull Street, San Diego, CA 92152, USA

Received 29 December 2006; Revised 16 March 2007; Accepted 17 March 2007

Recommended by Jianwei Huang

INTRODUCTION

We take a cross-layer optimization approach to study energy efficient data transport in coalition-based wireless sensor networks,
where neighboring nodes are organized into groups to form coalitions and sensor nodes within one coalition carry out cooper-
ative communications. In particular, we investigate two network models: (1) many-to-one sensor networks where data from one
coalition are transmitted to the sink directly, and (2) multihop sensor networks where data are transported by intermediate nodes
to reach the sink. For the many-to-one network model, we propose three schemes for data transmission from a coalition to the
sink. In scheme 1, one node in the coalition is selected randomly to transmit the data; in scheme 2, the node with the best channel
condition in the coalition transmits the data; and in scheme 3, all the nodes in the coalition transmit in a cooperative manner. Next,
we investigate energy balancing with cooperative data transport in multihop sensor networks. Built on the above coalition-aided
data transmission schemes, the optimal coalition planning is then carried out in multihop networks, in the sense that unequal
coalition sizes are applied to minimize the difference of energy consumption among sensor nodes. Numerical analysis reveals that
energy efficiency can be improved significantly by the coalition-aided transmission schemes, and that energy balancing across the
sensor nodes can be achieved with the proposed coalition structures.
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of service (QoS) requirements such as stringent delay con-

Wireless sensor networks have received much attention in
recent years because of their great potential in many appli-
cation domains, including environmental monitoring, tar-
get tracking, security, or system control (see [1] and the
references therein). Depending on the specific applications,
different wireless sensor networks have different traffic pat-
terns. For example, sensors deployed for intrusion detec-
tion may only need to send very basic signal to the con-
trol center, while sensors monitoring enemy movements may
need to send multimedia signals. With the increase of stor-
age space and computing power of sensors, wireless mul-
timedia sensor networks emerge as a very promising tech-
nology. One important example of multimedia sensor net-
works is a surveillance system with video cameras, which
has great potential for environmental monitoring, patient
care, or security. On the other hand, the multimedia data
generated in such settings have a variety of different quality

straints for high data rate video services. Supporting multi-
media applications and services puts forth great challenges
on the design of wireless sensor networks to meet these QoS
demands.

In wireless sensor networks, sensor nodes are often pow-
ered by batteries with limited energy. It is difficult, if not im-
possible, to replace or recharge the batteries in many practical
scenarios. As a result, improving energy efficiency is of great
importance for the design of wireless sensor networks. For
sensor networks supporting multimedia applications, the en-
ergy issue becomes even more critical because of possibly
larger traffic demand. Thus motivated, in this paper we study
two fundamental aspects impacting the network lifetime: en-
ergy saving for data transport and energy balancing across sen-
sor nodes. Simply put, energy saving is concerned with the
total energy consumption for transporting data to the sink,
and energy balancing is concerned with the difference of en-
ergy consumption among sensor nodes.
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FIGURE 1: A many-to-one sensor network.

The clustering approach has proved to be one of the most
effective mechanisms to improve energy efficiency in wireless
sensor networks (see, e.g., [2-7]). In a cluster-based sensor
network, sensor nodes are organized into groups, each with
a cluster head. Traditionally, sensor nodes in a cluster send
their data to the corresponding cluster head, and the clus-
ter head forwards the data to the neighboring cluster along
the route or to the sink directly. Building on the cluster-
based model, we propose a coalition-aided network struc-
ture, where sensor nodes within one coalition can carry out
cooperative data transmissions. This structure is motivated
by the two key features of wireless sensor networks: node
cooperation and data correlation, which differentiate wire-
less sensor networks from conventional wireless networks.
In particular, the coalition head (CH) carries out data ag-
gregation and coordinates the sensor nodes within the coali-
tion, but not necessarily transmits the data itself. We use the
term coalition instead of cluster to emphasize the cooperation
among sensor nodes in a coalition, whereas in a traditional
cluster the cluster head performs the bulk of the communi-
cation tasks.

We consider two network models in our work, that is,
a many-to-one network model and a multihop network
model. In a many-to-one network, data from one coalition
are transmitted to the sink in one hop (see Figure 1). We pro-
pose three schemes for data transmission from each coali-
tion to the sink. In scheme 1, one node in the coalition is
selected randomly by the CH to transmit the data, imply-
ing that the energy consumption is balanced across the sen-
sor nodes within the coalition. In scheme 2, the sensor node
with the best channel condition transmits the data, yielding
multiuser diversity gain. In scheme 3, all the sensor nodes
within the coalition transmit as a virtual antenna array, so
that cooperative diversity gain could be achieved. For the
sake of fair comparison, we also take into account the en-
ergy consumption for intracoalition communications and
channel contention. Our results show that significant energy
saving can be achieved by the coalition-aided transmission
schemes, and as expected, scheme 3 achieves the best perfor-
mance.

@ Sink

O Sensor node
@ Coalition head

FIGURE 2: A multihop sensor network.

In some practical scenarios, some sensor nodes may not
be capable of communicating directly with the sink (e.g., due
to limited power), and the data need to be relayed by inter-
mediate nodes to reach the sink. Building on the studies for
the single-hop networks, we investigate coalition-based mul-
tihop networks, where one coalition sends the data to an-
other along the route until the sink is reached, as illustrated
in Figure 2. Besides using coalition-aided data transmission
schemes to balance the energy consumption across the sen-
sors within one coalition, we investigate optimal coalition
planning, using unequal coalition sizes, to balance the en-
ergy consumption across different coalitions. Based on the
energy consumption model for intracoalition and intercoali-
tion communications, we treat energy balancing as an opti-
mization problem that is targeted at minimizing the differ-
ence of energy consumption among the sensor nodes. To the
best of our knowledge, our study is the first work address-
ing both intracoalition and intercoalition energy balancing
issues in wireless sensor networks. In particular, we investi-
gate two types of multihop network models with different
traffic patterns. In a Type I network, only part of the sen-
sor nodes have data to transmit and others serve as relays;
and in a Type II network, all sensor nodes have data to trans-
mit. Numerical examples and simulations show that energy
balancing across the sensor nodes can be achieved with the
proposed coalition structures.

Many methods have been developed to improve energy
efficiency at individual protocol layers (see, e.g., [3, 8-11]
and the references therein). Since energy consumption takes
place in all layers, the methods considering layers separately
leave much room for improving energy efficiency further
from a cross-layer point of view. In particular, we explore
the interplay between physical layer, MAC layer, and coali-
tion planning at the routing layer. The formation of coali-
tions facilitates data aggregation and mitigates channel con-
tention; and the MAC layer transmissions exploit the physical
layer channel conditions. For instance, in the scheme with
multiuser diversity, the channel state information is used to
choose the node with the best channel condition within one
coalition for data transmission. In a multihop network, the
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data transmission schemes serve as the basis for the optimal
coalition planning, which helps to achieve energy balancing
across the sensor nodes.

The remainder of this paper is organized as follows. In
Section 2 we give a brief review of the related work. Section 3
analyzes the energy efficiency of the coalition-aided data
transmission schemes in many-to-one sensor networks. In
Section 4, the optimal coalition planning with unequal coali-
tion sizes is investigated for multihop sensor networks. Fi-
nally, Section 5 concludes this paper.

2. RELATED WORK

Energy efficiency of wireless sensor networks has received
much attention in recent years. In particular, hierarchical
protocols, in which sensor nodes are organized into clusters,
have been studied extensively (see, e.g., [2-7]). In [3], the
authors proposed the LEACH (low energy adaptive cluster-
ing hierarchy) protocol, in which a cluster head aggregates
data from sensor nodes within the cluster and send the ag-
gregated data directly to the sink. Furthermore, cluster head
rotation scheme was proposed such that the role of cluster
head is dynamically rotated among sensor nodes. It is shown
that LEACH can improve the energy efficiency, at the cost
of extra overhead due to dynamic clustering. As an enhance-
ment of LEACH, Younis and Fahmy [7] proposed HEED (hy-
brid energy-efficient distributed clustering), where the clus-
ter head selection is carried out periodically according to a
hybrid of the node residual energy and a secondary param-
eter such as node proximity to its neighbors or node degree,
with the assumption that multiple power levels are available
at sensor nodes. It is shown that HEED prolongs network
lifetime and achieves a well-distributed set of clusters. Note
that in both of the protocols mentioned above, an energy
consumption model is assumed such that a fixed amount of
energy is needed to transmit one information bit, given the
transmit distance. This model does not take into account the
time varying channel condition, which can be exploited to
adapt the data rate. For instance, given transmission power,
if the channel condition is better, the data rate could be larger,
and more information bits could be transmitted with certain
energy.

Cooperative communication has also been studied in re-
cent years (see, e.g., [12-14]). A survey about cooperative
communication can be found in [14], where three cooper-
ative methods, namely detect and forward, amplify and for-
ward, and coded cooperation, are presented. Simply put, dis-
tributed sensor nodes can “share” their antennas in a coop-
erative manner to form a virtual antenna array. In this way,
some benefits of MIMO (multiple input multiple output)
systems can be achieved. In [12], the authors proposed co-
operative MIMO in sensor networks. In their scheme, each
node fist broadcasts its data to other local nodes and then
the nodes encode the transmission sequence according to the
Alamouti diversity scheme [15]. They assume that each node
has its own data to transmit and the data correlation prop-
erty of sensor networks is not exploited. It is shown that both
energy saving and delay reduction can be achieved.

There have been a number of studies on energy balancing
in wireless sensor networks (see, e.g., [3, 16-24]). In [19], the
authors proposed and analyzed four strategies that are used
to balance the energy consumption of the nodes, including
distance variation, balanced data compression, routing, and
equalization of the end-to-end reliability. For cluster-based
sensor networks, most of the existing studies focus on en-
ergy balancing across CHs, assuming that CHs take the full
responsibility to forward the data. In [22], the authors pro-
posed the routing-aware optimal cluster planning to achieve
the balanced power consumption. The difference of energy
consumption among cluster heads is minimized with respect
to the clustering profile. Their analytical solutions and sim-
ulation results show that energy balancing across the CHs
can be improved. In [21], the authors proposed a clustering
scheme which takes into account the distances between the
sensor nodes and the sink. Accordingly, the clusters close to
the base station have smaller sizes than those farther away
from the base station. In [23], the authors considered a het-
erogeneous network where some powerful nodes take on the
cluster head role to control network operation, and an un-
equal clustering approach was proposed to balance the en-
ergy consumption of CHs in multihop wireless sensor net-
works.

3. MANY-TO-ONE SENSOR NETWORKS:
COALITION-AIDED DATA TRANSPORT

3.1. System model

Following [25, 26], we consider a one-dimensional network
model which consists of N sensor nodes and one sink, and
the N sensors are randomly placed on a line of length L
(see Figure 1). Based on the positions of sensor nodes, lo-
cal neighboring nodes form coalitions. Let M be the number
of coalitions and #; the number of sensor nodes in the ith
coalition. Then we have ¥ n; = N.

As is standard in [3], we assume that the distances be-
tween the sensor nodes and the sink are much larger than
those among sensor nodes, and accordingly, we treat the dis-
tances between the sensor nodes and the sink as more or less
the same (denoted as d). We assume that all the intracoalition
communication channels can be modeled as AWGN (addi-
tive white Gaussian noise) channels, and this is applicable to
scenarios where there exists strong line of sight (LOS) be-
tween neighboring sensor nodes in a densely deployed wire-
less sensor network. In contrast, we assume the commu-
nications between the sensor nodes and the sink undergo
Rayleigh fading. We assume that the sink does the network
training by broadcasting pilot signals periodically, so that the
sensor nodes can estimate the corresponding fading channel
gain. We also assume that the channels from different sensor
nodes to the sink are independent.

We assume a homogeneous random field, and denote by
H, the information entropy of each sensor node. In the ith
coalition, we define the joint entropy of the n; sensor nodes as
H;. Note that the number of information bits from different
coalitions may be different.
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3.2. Coalition-aided data transmission

We assume TDMA (time division multiple access) schedul-
ing for the intracoalition communications, which take place
as follows:

(i) the sensor nodes send their data to the CH in their time
slots;
(ii) the CH carries out data aggregation;
(iii) the CH broadcasts the aggregated data back to the sen-
sor nodes.

We note that some overhead may be incurred by broadcast-
ing the data back to sensor nodes. However, since this broad-
cast occurs only over a short distance within a coalition,
the overhead is negligible. We elaborate further on this in
Section 3.3 where the energy consumption is analyzed.

We assume that the intracoalition communications of
different coalitions do not interfere each other. For instance,
as proposed in [3], if a unique CDMA (code division mul-
tiple access) code is used by sensor nodes within each coali-
tion, then the neighboring coalitions’ radio signals would be
filtered out and not corrupt the communication in the coali-
tion.

For the data transmissions from the coalitions to the sink,
the CHs compete for the channel on behalf of the coali-
tions. We assume that CSMA (carrier sensing multiple ac-
cess) based random access scheme is used to reserve the chan-
nel, as illustrated in Figure 3. Let the CHs probe the channel
in a minislot with probability p. If the pilot packet from one
CH is transmitted successfully, then an ACK signal is sent
out by the sink and the channel is reserved for the coalition.
We assume that the ACK signal can be received by all the sen-
sors within the coalition, so that the data transmission can be
triggered in the subsequent time slot. If collisions occur, the
CHs would probe the channel again in the next contention
minislot.

We study three schemes for data transmissions from the
coalition with reservation to the sink. In scheme 1, one of the
sensor nodes is selected randomly by the CH to transmit the
data. In this scheme, the CH does not have the channel status
information between the sensor nodes and the sink, but just
aims to balance the energy consumption across the sensors
within the coalition. In scheme 2, the sensor node with the
best channel condition in the coalition transmits the data. To
achieve the multiuser diversity gain, the sensor nodes need
to send their channel status information (between the sen-
sor nodes and the sink) to the CH in their time slots, (which
can be simply inserted in the header of the data packets,) so
that CH can choose the one with the best channel gain to
send the data. In scheme 3, all the sensor nodes within the

coalition transmit in a cooperative manner to form a virtual
antenna array. In this scheme, the CH also needs the channel
conditions between sensor nodes and the sink to apply the
transmitter beamforming across the sensor nodes [27, 28].
We illustrate these three schemes by the following example.

Example 1. As illustrated in Figure 4, there are three sensor
nodes in the coalition. The channel gains in a given time slot
are assumed to be g1 < g < g3. The solid line indicates the
data transmission from the corresponding sensor node. In
scheme 1, node A is chosen “unfortunately” although it has
the worst channel condition. In scheme 2, node B is chosen
because it has the best channel gain g3. All three sensor nodes
transmit the data to the sink in scheme 3.

We observe that there are benefits from at least three per-
spectives in a coalition-based sensor network. First, data ag-
gregation can be carried out for the data from sensor nodes
within one coalition since the data collected by neighboring
nodes are typically correlated. That is, the amount of total in-
formation to be transmitted to the sink is less than that in the
noncoalition case. Second, after the formation of a coalition,
the coalition behaves as one metanode to communicate with
the sink, and as a result, the channel contention is reduced
significantly. Third, the sensor nodes within one coalition
could transmit the data to the sink in a cooperative manner
such that cooperative diversity gain can be achieved [14].

Needless to say, intracoalition communications are
needed to carry out coalition-aided data transmissions.
Specifically, channel conditions of nodes within one coali-
tion are needed for the multiuser diversity scheme and the
cooperative diversity scheme, which would incur additional
message passing. Then, a natural question to ask is how much
net gain the coalition-aided data transmission schemes yield,
and that is the main subject of this section. In the follow-
ing, we analyze the energy consumption of the proposed data
transmission schemes, and compare them with the noncoali-
tion case and the traditional cluster scheme where the CHs
take the responsibility to transmit the data to the sink.

3.3. Energy consumption analysis

In what follows, we analyze the energy consumption corre-
sponding to three parts, namely the intracoalition communi-
cations, the channel contention, and the data transmissions
from coalitions to the sink.

3.3.1. Intracoalition communications

We first examine the cost of intracoalition communications.
Recall that we assume an AWGN channel model and the
TDMA mechanism for intracoalition communications. Each
node transmits with fixed power P;. In the ith coalition, the
n; — 1 sensor nodes send their information of Hy bits to the
CH and the CH broadcasts back the H; bits to the sensor
nodes. As a result, the intracoalition communications involve
totally n; transmissions. Let Ry be the data rate between sen-
sor nodes and the CH.
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F1GURE 4: Data transmission schemes from a coalition to the sink.

The energy consumption for the intra-coalition commu-
nications is the sum of those from all the coalitions:

H0+H

M
1ntra = Z ( 1 )

Note that in traditional cluster-based sensor network, the
CHs transmit the data to the sink, without sending data back
to the sensors. So the intracluster energy consumption for
traditional cluster-based sensor network is given by

M
Erad_intra = P Z

i=1

(n;

— 1)H,
Ry '

2

3.3.2.  Channel contention among coalitions

For the data transmissions from coalitions to the sink, CSMA
is used to reserve the channel. In the coalition case, the CHs
contend for the channel on behalf of the coalitions, whereas
in the noncoalition case all sensor nodes with data contend
for the channel. We assume that each node knows the num-
ber of contending nodes (m) and contends the channel with
the optimal probability p = 1/m. The probability that one
contending node wins the channel is pgyec = (1 — 1/m)™1.
Since the number of slots needed until the successful reserva-
tion is a geometric random variable, the average total num-
ber of contending slots for the coalition case (M coalitions)
is given by

J 1
S=2 (3)
Sa-vm—-i+1)™

Assuming that the time length of the contention minislot
is 7, we have the energy consumption for channel contention
in the coalition case:

M
Econt = TPy Z

i=1

1
(1-1/(M—i+ )™

(4)

Similarly, the energy consumption for channel contention in
the noncoalition case is given by

N
8’cont = TPt Z

i=1

1
(1-1/(N-i+1))V

(5)

3.3.3. Data transmissions from one coalition to the sink:
the fixed transmission power case

In this subsection, we examine the energy consumption for
data transmissions from a coalition with reservation to the
sink. We consider two popular transmission power allocation
schemes, namely the fixed transmission power scheme and
the channel inversion scheme. For the sake of fair compari-
son, we assume that, in the fixed transmission power case, the
total transmission power from the coalition is fixed for all the
data transmission schemes; and that the total received power
from the coalition is a constant in the channel inversion case.

With fixed transmission power, the transmission data
rate changes with the channel gain. We use Shannon ca-
pacity to approximate the transmission data rate. Let P; be
the transmission power and p the average received SNR in a
corresponding SISO (single input single output) fading link
[28]. We assume Rayleigh fading with unit average channel
gain, that is, E[g] = 1 where g is exponentially distributed.
In scheme 1, one node in a coalition is chosen randomly to
transmit the data. The average transmission data rate from
the sensor node to the sink is given by

E[Wlog(1+pg)]

® w 1
= Ldo = ——PE( = =
L W log(1 + pg)lefdg 2t E,( p)’
(6)

where E;(-) is the exponential integral function defined as
Ei(x) = — [ (e7'/t)dt [29]. Then the energy consumption
for data transmission from the coalition to the sink is given
by

M

H.
Etosink = Pt Z [ :

= E[Wlog(1+pg)] @
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Note that for traditional cluster scheme, the energy con-
sumption for data transmission from a CH to the sink is the
same as above.

In scheme 2, the node with the best channel condition
within the coalition is chosen to transmit the data. Denote
by gmi = max{gi,gi,...,gn,} the best channel gain in the
ith coalition, where g;; is the channel gain of the jth node in
the ith coalition. The expected value of data rate is given by
[30]

E[W log (1 + pgmi)]

o . 8
— J Wlog (1 +Pgmi)nie_gmz[l — e—gm,-] i ldgmi. ( )
0

This integration can be evaluated by numerical methods. The
average energy consumption of scheme 2 is given by

= E[Wlog (1 + pgmi) ]’ ®)

M
Eosink = Py Z [ H;
i=1
The cooperative transmission technique is employed in
scheme 3. More specifically, all the sensor nodes within a
coalition transmit in a cooperative manner to form a virtual
antenna array, that is, transmitter beamforming is applied
across the sensor nodes such that the signal received at the
sink can be combined coherently [27, 28]. Let g; = Z;“: 1 8ij
denote the sum of channel gains in the ith coalition. Then,
the average data rate for cooperative diversity techniques can
be derived as [30]

E[Wlog (1 +pgei)]

— ” . ; Mi—1 =g .
- L Wlog (1 + pg.i) = 1)!gc, e &idg,

(10)
and it can be evaluated numerically. We obtain the average
energy consumption of scheme 3 as

M

H.
gosink:P : .
wsine =P 2 Foe (15 pga)]

(11)

Combining the energy consumption for intra-coalition
communications, the channel contention, and the data
transmissions from coalitions to the sink, we have the total
energy consumption of the three schemes:

&= 8intra + 8cont + 8tosink) (12)

where Eosink for scheme 1 to 3 is given by (7), (9), and (11),
respectively.

For comparison, we also derive the performance of tra-
ditional cluster scheme and the non-coalition case with fixed
transmission power. For the traditional cluster scheme, the
energy consumption is given by

8trad = 8trad_intra + 8trad_cont + gtrad_tosinb (13 )

where Eirad intra> Strad_cont> ANd Egrad tosink are giVen bY (2), (4),
and (7), respectively.

For the non-coalition case, the energy consumption
comes from the channel contention and the data transmis-
sion from the sensors to the sink. Then the average total en-
ergy consumption of the non-coalition case is given by

NH,
E[Wlog(1 +pg)]’

where &’ .ont is the energy consumption for channel con-
tention given by (5).

& = éb,cont +Pt (14)

3.3.4. Data transmissions from one coalition to the sink:
the channel inversion case

With channel inversion, the transmitter adjusts the transmis-
sion power with the channel gain, that is, P, = P/g, such that
the received power at the sink is a constant (P). Accordingly,
the data rate R is also a constant and the time needed for
data transmission is the same for all the coalition-aided data
transmission schemes. We consider the energy consumption
for the three data transmission schemes in the following.

In scheme 1, one node in the coalition is selected ran-
domly to transmit the data. We assume that the sensor node
does not transmit if the channel gain is below a threshold g;,.
Then, the average energy consumption is given by

P1L H;
8osinszlif] 71) (15)
' . ; 2
where the average transmission power E[P/g] is given by [29]
P “Pp
E[f] =J P esdg = —E (- gn)P (16)
gl gt 7 &

In scheme 2, the average energy consumption with mul-
tiuser diversity is given by

P 1H;
8 osink = E |: ] 71 b 17
tosink = ,Zl Gmi R ( )

where the average transmission power in the ith coalition is
given by [29]

e @i [1— e o™ dg,,
|:ng] JO Imi 8

= Pni(—1)" z (-1)k (”"k_ 1) In (n; — k).
k=0

(18)

In scheme 3, the average energy consumption with coop-
erative diversity is given by

Etosink = Z E[ ] ( 19)
i=1 &ei
where the average transmission power in the ith coalition is

given by [29]

P * P 1 P
i —&i =
E[gCi] 0 g ( " — l)lga e dgcz n— 1 (20)
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TaBLE 1: Numerical parameters.

P, 1 mw Transmission power of sensor nodes

d 100-200 m | Distance between sensor nodes and the sink
r 10m Distance between sensor nodes and CH
N 10 Number of sensors

n 2 Number of sensors within a coalition

Hy, | 2k Information bits of each sensor node

H, | 200 Number of bits in a pilot packet

W | 1MHz Frequency bandwidth (Hz)

o 4 Path loss factor between sensors and sink
a 2 Path loss factor between sensors and CH
G, | 0dB Transmit antenna gain

G, | 0dB Receive antenna gain

fe 2.4GHz Carrier frequency

Then we can get the total energy consumption with channel
inversion by combining the energy consumption for intra-
coalition communications, the channel contention and the
data transmissions from coalitions to the sink.

We also consider the performance of the tradition cluster
scheme and the non-coalition case for comparison. For the
traditional cluster scheme with channel inversion, the energy
consumption is the same as in (13) except that &y ad_tosink 1
given by (15) here. For the non-coalition case, the average
energy consumption of the non-coalition case is given by

8, :E[E]M"'g,cont) (21)
gl R

where E[P/g] is shown in (16) and &’ .on¢ is given by (5).

3.4. Numerical examples

In this section, we illustrate our findings via examples. We
consider a one-dimensional network where sensors are uni-
formly deployed. Each coalition comprises of two sensor
nodes. For a transmitter-receiver separation d, the average
received power is given by P,(d) = P,(dy)(do/d)*, where «
is the path loss factor and P,(dp) = (P:G;G,\2)/(41)2dy* is
the received power at the close-in distance dy, with dy nor-
malized to 1 meter [30]. The Shannon capacity is used to ap-
proximate the data rate. The parameters for our numerical
examples are summarized in Table 1.

A simple empirical model is used to model the joint en-
tropy of two sources as a function of their distance r: H'(r) =
Hy+[1—1/(r/c+ 1)]Hy, where c is a constant that character-
izes the extent of spatial correlation in the data [31]. Assum-
ing the correlation constant ¢ = r, we have the joint entropy
of a coalition H; = 1.5H,.

We define the energy saving gain as the ratio of saved en-
ergy for each transmission scheme against the energy con-
sumption of the non-coalition case: #(E) £ (& -8)¢E.
The energy consumption with fixed transmission power are
shown in Figure 5. (For the channel inversion scheme, nu-
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FIGURE 5: Energy consumption over fading channels.

merical examples can be achieved similarly.) From the re-
sults it can be seen that the coalition-aided data transmis-
sion schemes have better performance than the non-coalition
case. Comparing with scheme 1 (random selection), the tra-
ditional cluster scheme has almost the same performance,
because of the dominating energy consumption for data
transmissions from coalitions to the sink. We can also see that
scheme 2 and scheme 3 outperform scheme 1, and scheme 3
has the best performance. For example, when the distance
between sensor nodes and the sink is 100 meters, the en-
ergy saving gain for the three data transmission schemes are
29.74%, 49.47%, and 58.84%, respectively. Note that some
overhead is incurred by schemes 2 and 3 since channel sta-
tus of each node should be maintained and updated from
time to time. Moreover, since all the sensor nodes within a
coalition transmit in scheme 3, the overhead of circuit en-
ergy consumption may become an issue which we ignore in
this study.

4. MULTIHOP SENSOR NETWORKS:
OPTIMAL COALITION PLANNING AND
ENERGY BALANCING

In this section, we focus on energy balancing in multihop
sensor networks. In a multihop network, the sensor nodes
close to the sink are called in the “hot-spot,” in the sense
that more traffic is forwarded by these nodes to the sink.
Sensor nodes in the hot-spot may deplete their energy faster
than other sensors. As a result, the network may not func-
tion properly after some nodes die, because of either network
partition or insufficient field covering. Motivated by this ob-
servation, we investigate the optimal coalition planning to
balance the energy consumption among the sensor nodes in
the network.
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FIGURE 6: A coalition-based multihop network.

4.1. System model

4.1.1.  Network model

Following [22], we consider a homogeneous circular network
where the sink is located at the center and the sensors are uni-
formly deployed in the area #4: {(x, y) | do? < x>+ y? < D?}
with node density J, as illustrated in Figure 6. In light of the
symmetric property of this network, we assume that the sen-
sor nodes are divided into K rings, and the ith ring denotes
the sensors in the area {(x,y) | diii> < x2 + 32 < d;°},
i = 1,...,K, where d; is the distance between the outer
boundary of the ith ring and the sink and dx = D. The sen-
sor nodes of each ring are grouped into multiple coalitions
and the area covered by a coalition is represented by a sector
within the ring. In [22], a cluster is approximated by a small
circle to facilitate analysis. In this study, based on the shape
of a coalition, we approximate it as a square with side length
l; = d; — d;_1, which we believe is more accurate than the cir-
cle approximation. (Indeed, as indicated by the simulation
results in Section 4.3, the approximation has a negligible im-
pact on network performance.) We also assume that each CH
is located at the center of its coalition.

We assume AWGN channels for intracoalition communi-
cations and Rayleigh fading channels for intercoalition com-
munications, respectively. The intra-coalition communica-
tions take place the same way as proposed in Section 3.2, ex-
cept that in the Type I model the sensor nodes do not trans-
mit data to the CH. For the intercoalition communications,
data from a coalition in the ith ring is sent to the closest CH
in the (i — 1)th ring until the sink is reached. Coalition-aided
data transmission schemes can be employed for each hop.

4.1.2. Traffic model

Depending on the specific applications, different wireless
sensor networks have different traffic patterns. Roughly
speaking, sensor networks can be classified into four cat-
egories [32, 33]: continuous, event-driven, query-driven,

and hybrid. In the continuous delivery model, each sensor
sends out data periodically. In the event-driven data deliv-
ery model, the sensors report information only if an event of
interest occurs. In the query-based model, the sensors only
report their results in response to an explicit request from
the sink. Some networks apply a hybrid model using a com-
bination of these models.

The aforementioned traffic patterns can be categorized
into two types of traffic models:

(i) Type L: only part of the sensor nodes have data to trans-
mit and other sensors serve as relays;

(ii) Type II: all sensor nodes in the area have data to trans-
mit.

These two models represent different traffic patterns.
Type I provides a good model for the event-driven (e.g., for
intrusion detection) and query-based wireless sensor net-
works; and Type II corresponds to the periodical data trans-
mission model (e.g., for field monitoring).

4.1.3.  Energy consumption model

In this subsection we examine the transmit energy required
for reliable data transmission. We consider intra-coalition
communications first. Let e; intra denote the transmit energy
per bit and x; the communication distance in a coalition of
the ith ring. Then, the received energy per bit is given by
eiintra/X{, where « is the path loss factor for intra-coalition
communications. To ensure reliable reception, the received
energy per bit should be no less than the threshold pinera. So
the required transmit energy per bit for intra-coalition com-
munications is given by

o
€i_intra = YintraX; - (22)

Next we turn to model the energy consumption for inter-
coalition communications. Let e; jyier denote the transmit en-
ergy per bit and y; the communication distance. The received
energy per bit is given by e; inter&/ yf; , where & is the Rayleigh
fading gain seen by the sink and f is the path loss factor for
inter-coalition communications. For reliable reception, it is
assumed that the expected value of received energy per bit
should be no less than a predefined threshold yinter, that is,

Eleiintert/ yiﬁ ] = Yinter» Where the expectation is taken with
respect to the channel variation seen by the receiver (yinter
and yinera could but not necessarily be the same). Let #; de-
note the number of sensor nodes in the coalition. For scheme
1, one sensor node is selected randomly to transmit the data.
Assuming normalized channel fading, that is, E[§(V] = 1, we
have

ez(_lizner = )’inter)’z(s- (23)
For scheme 2, since the node with the best channel gain is
chosen, the average channel gain is E[{®] = 3, 1/ [30].
Thus the required transmit energy per bit is given by

.Y
e(2) _ Yinter Vi (24)

i_inter Z;’lx:l 1/]- ‘
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For scheme 3, the received signal can be added coherently, so
the average channel gain is given by E[(®)] = n; [30]. Then
the required transmit energy per bit is given by

-
e = PR (25)
1

4.2. Optimal coalition planning

4.2.1. The Type | network model

In the Type I model, the data (H) need to be forwarded to
the sink through K rings of coalitions. Due to the symme-
try of the rings and the uniform distribution of sensors, the
H information bits are evenly distributed throughout all the
coalitions in the ith ring. Since the number of coalitions in
the ith ring is

N,’E

n(di+di_y)
B R (26)

di = diny

the average amount of information bits received by a CH in
the ith ring is given by

_H(di—d;_1)
Hi = T[(di-l‘difl) ' 27)

After the CH receives the data, it broadcasts within the
coalition. Approximating the transmission distance as x; =
(di — di—1)/2, we have that the required transmit energy per
bit is

di —di_y )a

2 (28)

€i_intra = yintra(

So the total energy consumption for the intra-coalition com-
munications is given by
Eiintra = Hi * €iintra- (29)
Next, we consider the energy consumption for inter-
coalition communications. Denote the coordinates of the
CH as (0,(d; +d;_1)/2) and the sink as (0,0). The sensor
nodes within the coalition are uniformly deployed in the
area {(x,y) : x € (=1/2,1i/2], y € (di-1,d;]}, where [; =
di — di—1. We approximate the position of the next-hop CH
as (0, (di-1 + di—2)/2) (which actually leads the lower bound
of the distance). Note that for i = 1, the next hop reaches
the sink. Then, the average path loss for the inter-coalition
communications is given by

1;/2 i
J J llz[x2 +y2]ﬁ/2dxdy, fori=1,
/2 Jd;iq

12 B/2
R e e I
2 Jd,

fori=2,...,K.
(30)

Substituting y; into (23), (24), and (25), we get the re-
quired transmit energy per bit of the three proposed schemes
for inter-coalition communications. Then, the energy con-
sumption for the inter-coalition communications is given by

8i_inter = Hi * €i_inter- (31)

The total energy consumption of a coalition in the ith ring is
given by

H(d; —d;1)
n(d;i+di-1)

(ei,intra + ei,inter) .

(32)

8i = 8Lintra + 8i,inter =

Since each sensor node has the same probability to trans-
mit the data, and the average number of sensor nodes in a
coalition in the ith ring is n; = 8(d; — d;_1)?, the average en-
ergy consumption of one sensor node in the ith ring is given
by

& H
— = <775 3  \Ciintra T €iinter)- 33
ni ~ Sm(dl — L) (Crins T iinter) (33)

Then energy balancing boils down to the following opti-
mization problem:

) & &;
Pl1: min max{ } min { }\
S ol (34)
s.t. dy<dy <---<dkg.

By introducing auxiliary variables t > &;/n; and s < &;/n;,
the optimization problem (34) can be transformed into the
following equivalent form:

P2: min t-s

(i}
s.t. gst, i=12,...,K,
" (35)
gzs, i=12,...,K,
n;
dy<dy <---<dg.

Clearly, this problem in general involves nonlinear opti-
mization. In light of this, we turn to numerical methods to
find the optimal solution. In particular, we use the nonlinear
optimization solver KNITRO [34] which implements algo-
rithms of both the interior (or barrier) type and the active-set
type, and using trust regions to promote convergence [35].
We will elaborate further on this in Section 4.3.

For the sake of comparison, we also study the case that
considers the energy balancing across CHs only. In this case,
because the CHs always transmit the data, there is no energy
consumption for intra-coalition communications. Then the
energy consumption of a CH in the ith ring is given by

H(d; — di_)
n(di+di1)

Accordingly, the energy balancing problem can be formu-
lated as following:

8,i = ()/interylﬁ)- (36)

P3: min max{&’;} — min{&’;}
(i} i (37)
s.t. dy<d; < - < dg.
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4.2.2. The Type Il network model

In the Type I model, all the sensor nodes in the area generate
information of Hy bits. In each coalition, the CH receives the
data from the coalition members and from outside rings. The
CH carries out the aggregation for data from its own coali-
tion and combine them with the relaying traffic. Let # denote
the compression ratio. Then, the compressed data from its
own coalition is given by

Hi own = 70(di — di—1)2H0, (38)

and the relaying data received by a CH in the ith ring is given
by

7757T(D2 - dlz) (d, - difl)H()
ﬂ(di +d,'_1) '

Hi_relay = (39)

Thus the total information bits to be sent by a coalition in
the ith ring is given by

_ ndn(D* —d; ) (di —di-1)H,

Hi ﬂ(di-l‘d,;l)

(40)

Accordingly, the intra-coalition energy consumption is given
by

8i_intra = (niHO + Hi)ei_intra) (41)

where e; intra 1S given by (28), and the inter-coalition energy
consumption is given by

8i_inter = Hi * €i_inter> (42)

where é; ineer is given by (23), (24), and (25) for the three
coalition-aided data transmission schemes, respectively. The
total energy consumption of a coalition in the ith ring is
given by

& = n;iHy * €iinwa + Hi(€iintra + €iinter) (43)

and the average energy consumption of one sensor node in
the ith ring is given by

n8Hy (D* — d7))
;i = Hy - €iintra + W

(ei_intra + ei_inter) .

(44)

Then, the energy balancing problem can be formulated the
same as P1.

We also present the problem which considers the energy
balancing across CHs only for the sake of comparison. The
energy consumption of a CH in the ith ring is given by

_ ndHym(D? - d?) (d; — di-y)
B ﬂ(di +d,‘71)

8',~ yinter}’?) (45)

and the energy balancing problem across CHs can be formu-
lated the same as P3.

TaBLE 2: Numerical parameters.

Number of rings

dy | 10 X(0) =do

200 | X(K) =D

2000 | Information bits at each node

5M | Total information bits for Type I network

Path loss factor for intracoalition communications
4 Path loss factor for intercoalition communications
1071 | Received energy threshold

0.5 Data compress ratio

S R ™R T IO
N}

0.02 | Sensor node density

4.3. Numerical examples

In this section, we illustrate by numerical examples the
performance of the proposed schemes, and compare them
with the one considering energy balancing across CHs only.
We characterize the solutions to the nonlinear optimization
problems in Section 4.2. To solve the nonlinear optimization
problems, we use the solver KNITRO [34] with the AMPL
[36] interface. KNITRO is a powerful solver for nonlinear
optimization problems, by implementing novel and state-of-
the-art algorithms of both the interior (or barrier) type and
the active-set type, and using trust regions to promote con-
vergence [35]. AMPL is a comprehensive and powerful alge-
braic modeling language for linear and nonlinear optimiza-
tion problems, in discrete or continuous variables. We con-
vert our problems into the AMPL format and get the numer-
ical results from the KNITRO solver. The parameters of our
problem are summarized in Table 2.

First, we examine the coalition size profile in the network.
Using the analytical solution, we show in Figure 7 the coali-
tion sizes of different rings of the three transmission schemes
for the Type I network model, as well as the one considering
the energy balancing across CHs only (numerical studies can
be carried out for the Type II network model similarly). It
can be seen that the coalition size profiles of these schemes
are very different. In particular, for the scheme considering
CHs only and the random selection scheme, the coalition
size becomes larger for coalitions farther away from the sink,
while for the schemes with multiuser diversity or coopera-
tive diversity, the middle coalitions have larger coalition sizes.
This is because that the communication distance is the domi-
nant factor for the scheme considering CH only and the ran-
dom selection scheme, whereas the number of sensors be-
comes an important factor affecting energy consumption for
the schemes with multiuser diversity or cooperative diversity.
In summary, the optimal coalition structure depends on the
specific data transmission scheme and therefore should be
designed carefully to achieve energy balancing across nodes.

Then, we examine the energy consumption among all
these schemes. The analytical results for energy consump-
tion are shown in Table 3. From Table 3 it can seen that the
coalition-based schemes reduce the burden of the CHs a lot
and hence help to prolong the life time significantly. Note
that for each of the coalition aided transmission schemes, the
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TABLE 3: The energy consumption of all the schemes.
CHsonly | Random selection Multiuser Cooperative
521.08 yJ 18.22 ] 5.54u] 0.87 4]

result in Table 3 denotes the energy consumption of one sen-
sor node, while for the scheme considering CHs only it de-
notes the energy consumption of a CH.

The analysis above is based on certain simplified assump-
tions (e.g., square coalitions, lower-bounded next-hop dis-
tance, etc.). To corroborate our analytical studies, we con-
duct simulations in a more “realistic” setting, where the sen-
sor nodes are randomly placed in the area 4. The distances
between the sink and the CHs of different rings are based
on the analytical results obtained. Each sensor node joins the
closest CH according to its location. The average energy con-
sumption of one sensor node in different rings are shown
in Figure 8. It can be seen that energy balancing across the
sensor nodes can be achieved for all the coalition-aided data
transmission schemes, and that scheme 3 has the best energy
saving performance among the three schemes.

5. CONCLUSIONS

We take a cross-layer optimization approach to study en-
ergy efficient data transport in coalition-based wireless sen-
sor networks, where neighboring nodes are organized into
groups to form coalitions and data aggregation and cooper-
ative communications can be carried out within one coali-
tion. The interplay among data aggregation, medium access
control, cooperative communication, and coalition planning
are exploited. In particular, we investigate two network mod-
els, that is, many-to-one sensor networks and multihop sen-
sor networks. In a many-to-one sensor network, data from
one coalition are transmitted to the sink directly. We pro-
pose three schemes for data transmission from a coalition

20

—_
w
T

|
Multiuser diversity

7

A
= -

Energy consumption (uJ)
s

v

1 2 3 4 5
The number of rings (K = 5)

FIGURE 8: Energy balancing across coalitions.

to the sink. In scheme 1, one node in the coalition is se-
lected randomly by the CH to transmit the data, so that each
node within the coalition consumes energy in the same pace.
In scheme 2, the sensor node with the best channel condi-
tion transmits the data, yielding multiuser diversity gain. In
scheme 3, all the sensors within the coalition transmit as a
virtual antenna array, so the cooperative diversity gain could
be achieved.

Building on the coalition-aided data transmission
schemes for one hop, we study energy balancing across sen-
sor nodes in multihop networks, where data are relayed by
intermediate coalitions to reach the sink. Optimal coalition
planning is carried out, in the sense that unequal coalition
sizes are applied to minimize the difference of energy con-
sumption among sensor nodes. In particular, we investigate
multihop networks with two different traffic patterns. In a
Type I network, only part of the sensor nodes have data to
transmit and others serve as relays; and in a Type II network,
all sensor nodes have data to transmit. Numerical analysis
shows that energy efficiency can be improved significantly by
the coalition-aided transmission schemes, and that energy
balancing across the sensor nodes can be achieved with the
proposed coalition structures.
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INTRODUCTION

A new orthogonal frequency division multiplexing (OFDM) system embedded with overlay watermarks for location-aware cross-
layer design is proposed in this paper. One major advantage of the proposed system is the multiple functionalities the overlay
watermark provides, which includes a cross-layer signaling interface, a transceiver identification for position-aware routing, as
well as its basic role as a training sequence for channel estimation. Wireless terminals are typically battery powered and have lim-
ited wireless communication bandwidth. Therefore, efficient collaborative signal processing algorithms that consume less energy
for computation and less bandwidth for communication are needed. Transceiver aware of its location can also improve the routing
efficiency by selective flooding or selective forwarding data only in the desired direction, since in most cases the location of a wire-
less host is unknown. In the proposed OFDM system, location information of a mobile for efficient routing can be easily derived
when a unique watermark is associated with each individual transceiver. In addition, cross-layer signaling and other interlayer
interactive information can be exchanged with a new data pipe created by modulating the overlay watermarks. We also study the
channel estimation and watermark removal techniques at the physical layer for the proposed overlay OFDM. Our channel estima-
tor iteratively estimates the channel impulse response and the combined signal vector from the overlay OFDM signal. Cross-layer
design that leads to low-power consumption and more efficient routing is investigated.

Copyright © 2007 Xianbin Wang et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

mission power should just be at the right level and this can

The growth of wireless packet data applications (e.g., wire-
less Web access, interactive mobile multimedia applications,
and interactive gaming) drives the rapid evolution of next-
generation wireless networks. One of the key challenges for
next-generation broadband wireless networks is to devise
end-to-end protocol solutions across wired and wireless links
through cross-layer design. Traditional network protocol de-
sign is based on a layered approach in which each layer in
the protocol stack is designed and operated independently
with interfaces between layers that are static and independent
of the individual network constraints and applications. With
this approach, information regarding the changing wireless
channel condition is often hidden from the higher network
layers. In the meantime, the ability for mobile stations to
determine their position through automatic means is rec-
ognized as an essential feature, since location information
is particularly important for network optimization, includ-
ing energy conservation and location-aware routing. Mo-
bile hosts are typically battery powered and have limited
wireless communication bandwidth. Therefore, the trans-

be achieved if the mobile is aware of its location. As a re-
sult, the unique characteristics of wireless networks such as
user mobility, fast channel variation, limited link capacity,
and limited battery and computational resources in mobile
devices, along with the diverse quality of service (QoS) re-
quirements for wireless applications, pose significant chal-
lenges in codesigning different layers of network protocols
for high-speed mobile communications. Various position-
ing approaches have been proposed, of which some were
even constructed and deployed on a large scale, for exam-
ple, Global Positioning System (GPS) [1]. GPS is effective
and accurate outdoors, but it works very poorly, if at all,
indoors and in urban canyon environments [2]. As a re-
sult, reliable position location solution is needed for wire-
less communication devices, particularly for indoor applica-
tions. Cellular telephone networks can be used to provide
location services, where the mobile receivers are located by
measuring the strength of signals traveling to and from a set
of fixed cellular base stations. However, owing to the nar-
row bandwidth and variation of signal strength, position sys-
tems based on cellular networks can only achieve very limited
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accuracy with locationing error often large than few hundred
meters [3, 4]. Other positioning alternatives based on ultra
wide band (UWB) devices and wireless local area networks
(WLAN) can only provide very limited coverage [5].

In this paper, a new OFDM system with overlay water-
mark for location-aware cross-layer design is proposed and
investigated. Orthogonal Frequency Division Multiplexing
(OFDM) has been widely accepted as the major transmis-
sion technology for next generation wireless communica-
tion systems due to its high spectral efficiency, robustness to
multipath distortion and simple frequency domain equaliza-
tion [6]. Accurate channel estimation is indispensable for an
OFDM system to achieve coherent demodulation and con-
sequently higher data rate. For OFDM systems operating
in a mobile wireless environment, estimation of the time-
frequency varying channel requires closely-spaced pilot sub-
carriers in both the time and frequency domains, resulting
in a significant loss in bandwidth efficiency. As an alterna-
tive to improve the bandwidth efficiency, pilot symbols can
be superimposed upon the data symbols to enable channel
estimation without sacrificing the data rate. This idea was
first proposed for analog communication in [7] and was later
extended to digital single carrier systems in [8]. Recently,
the idea of superimposed training has received renewed at-
tention in OFDM systems [9-11]. However, superimposed
pilots in the frequency domain will deteriorate the peak to
average power ratio (PAPR) problem of the OFDM signals.
The high PAPR associated with a frequency-domain overlay
pilot signal and the need of cross-layer interface inspire us
to consider a time-domain overlay sequence with constant
amplitude as a cross-layer signaling and transmitter identi-
fication, which can be used to determine the location of the
transmitter.

In the proposed overlay OFDM system, time-domain or-
thogonal Kasami sequences [12—14] are used as overlay wa-
termarks for cross-layer signaling and channel estimation
training sequence. We propose to modulate the watermark
so that a new, low-rate, parallel data pipe is created for the
purpose of transporting cross-layer signaling and control in-
formation without interruptions to the physical link. Note
that there is no redundancy introduced since the overlay
watermark will also be used as training sequence for chan-
nel estimation. Preambles or training sequences are always
required either in frequency or time domain in traditional
communications system for channel estimation purpose. For
instance, normally more than 10 percent of total bandwidth
is used as in-band pilots for channel estimation purpose in
conventional OFDM system. In this paper, the in-band pi-
lots of OFDM system is converted as an overlay watermark
for channel estimation purposes. It will not introduce ex-
tra redundancy since channel estimation preambles are al-
ways needed. As an added advantage, the overlay watermark
provides an independent data pipe for cross-layer signalling
transmission. The use of Kasami watermarks provide the fol-
lowing advantages (i) The availability of a large set of orthog-
onal Kasami sequences ensures that a unique watermark can
be assigned to each individual OFDM transceiver, which may
be used for transceiver identification and position location.

As a result, position-aware routing algorithms can be used to
improve the network efficiency. (ii) A parallel data link can
be created by modulating the watermarks for data link con-
trolling purposes. Information related to the adaptive modu-
lation and coding schemes employed can be transmitted over
this extra data link. (iii) Simple channel estimation and wa-
termark removal algorithm can be readily employed. The or-
ganization of the paper is as follows. The transceiver struc-
ture of the proposed OFDM is illustrated in Section 2. To
eliminate the impact of the watermark on OFDM signal de-
tection, we also propose an iterative channel estimation and
data detection algorithm. Initial channel estimation is ob-
tained from the overlay watermark with the OFDM signal
acting as interference. Decision for the transmitted OFDM
data is then made based on the tentative channel estimate.
The accuracy of the channel estimates is then progressively
improved by reestimating the channel by using a new com-
posite channel estimation sequence consisting of the water-
mark and a tentative OFDM signal derived from the data
detection results. Location-aware cross-layer design is inves-
tigated in Section 3 with the proposed Kasami watermarks.
The design and detection of cross-layer signaling through the
modulation of the overlay watermarks are analyzed. A posi-
tion location technique based on the overlay watermark is
investigated. Numerical results are presented in the next sec-
tion and the paper is summarized in Section 5.

Notations

(O and ()T represents the conjugate transpose and trans-
pose; N and L indicate the number of OFDM subcarriers and
length of the channel impulse response, respectively; Tr{} de-
notes the trace of a matrix; X, a vector of size N, represent-
ing the OFDM data in the frequency domain; x is the corre-
sponding time domain OFDM signal vector; y is the received
time-domain signal vector; h and H are channel vectors in
the time and frequency domains with size of L and N, respec-
tively; n is an additive white Gaussian noise (AWGN) vector.
Unless otherwise stated, all vectors in the paper are column
vectors.

2. TRANSCEIVER STRUCTURE FOR OVERLAY
OFDM SYSTEMS

2.1. Transmitter for overlay OFDM system

The transceiver block diagram of the proposed overlay
OFDM system is depicted in Figure 1. Each time-domain
OFDM symbol x in the transmitter side of proposed over-
lay system is represented by an N-point complex sequence
through an inverse discrete Fourier transformation (IDFT)
of the subchannels data X as follows:

N-1
1 .
x(n) = i > X (k)e kN -y = 0,1,2,...,N — 1.
k=0

(1)

The signal in (1) consists of N complex sinusoids modu-
lated by the complex data symbols X (1), X(2),...,X(N —1).
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F1GURE 1: The transceiver block diagram for the OFDM system with overlay watermark.

The watermark signal is superimposed on the OFDM symbol
before the cyclic prefix is added. Since the addition and elim-
ination of the cyclic prefix has no impact on the statistics of
the signal as well as the subsequent analysis, these steps are
omitted from the discussion throughout the paper. The su-
perimposed watermark vector p is added to the OFDM signal
according to

s=x+p, (2)

where pP= [P(O)’ p(l)a v ’P(N - 1)]T = OPkasami> & 1S @ gain
control parameter that determines the power of the super-
imposed watermark, and piasami represents a complex vector
whose real and imaginary parts are two orthogonal Kasami
sequences. The duration of the Kasami sequences and hence
the watermark is identical to one OFDM symbol.

2.2. Receiver for overlay OFDM system

A slow varying multipath channel model is adopted in this
paper. The received signal can be expressed as

-1
y(n) = > his(n—1) + n(n). (3)

1=0

After the removal of cyclic prefix, the received signal vector
y = [(0), y(1),..., (N — 1)]” can be written as

y = Xph +Ph +n, (4)

where h = [h(0), h(1),...,h(L)]T is the channel vector, n =
[1(0), n(1),...,n(N —1)]T is an AWGN vector with variance
o2,

x(0) x(N—-1) -+ x(N—L+1)
x(1) x(0) -+ x(N—-L+2)
Xy = : : : ()
x(N.— 1) x(N.— 2) .- x(N.— L)
is the data matrix derived from x, and
p0) p(N—-1) --- p(N-L+1)
p(1) p0) -+ p(N-L+2)
= : : : (6)
p(N—-1) p(N-2) --- p(N-L)

is the watermark matrix obtained from p. Here we assume
the watermark vector p (and hence P) is known to the re-
ceiver. Note that the polarity of the imaginary part of the wa-
termark has to be determined when the watermark is modu-
lated for data transmission; see Section 3. Given the trans-
mitted signal vector s and the channel h, the conditional
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likelihood function of the received signal can be expressed
as

Aly | x,h)

_ (mlz)N exp{ - %[y—XMh—Ph]H[y—XMh - Ph]}.
(7)

n

The goal of the receiver is to find the data x and the channel h
that maximizes this conditional likelihood function. With a
brute force implementation, the complexity associated with
this joint optimization is huge. Here we propose a much sim-
pler iterative algorithm, as shown in Figure 1(b). Below is a
description of this iterative procedure.

First, consider (4). This equation can be rewritten as

y = Ah+n, (8)

where the N X L matrix A is derived from the composite signal
sin (2) as follows:

s(0) s(N—-1) --- s(N—-L+1)
s(1) s(0) - s(N—-L+2)
A= : : : ©)
SN=1) s(N-2) --- s(N-L)

When the OFDM signal x is known to the receiver, then the
above matrix is also known and hence can be treated as a
training sequence for channel estimation purpose. In this
case, the conditional likelihood function of the received sig-
nal becomes

1 1
A(ylh)=( 2)Nexp{—a—%[y_Ah]H[Y_Ah]}. (10)

o3

The maximum likelihood (ML) channel estimate, h, is the
value of h that maximizes the argument of the above expo-
nential function, that is,

h = min {[y -~ Ah]"[y - Ah]}. (11)

Since the right-hand side of the above equation, denoted by
Ar(y | h) = [y — Ah]H[y — Ah], is a convex function over h,
the ML channel estimate satisfies

OAL(y | h) _

oh T 0. (12)
This implies that the ML channel estimate his, in principle,
given by

h = (AFA) ' AHy. (13)

Unfortunately, the matrix A in (9) is not known initially
to the receiver, since each element of the matrix is the super-
imposition of the unknown OFDM signal sequence and the
watermark. To circumvent this problem, the receiver resorts
to obtaining an approximation of A based on the tentative
data estimates derived from the rather crude initial channel

estimates provided by the superimposed watermark. The it-
erative receiver then progressively provides more reliable in-
formation on matrix A. As a result, the accuracy of the chan-
nel and data estimates will also be improved accordingly. We
list below the procedure of this iterative channel estimator.

Initial channel estimates will be derived solely from the
embedded watermark signal. That is, the OFDM signal will
be treated as noise. This is because OFDM signal at any
time instant is the summation of N independent subcarri-
ers. When the number of the subcarriers is large enough, the
OFDM signal can be approximated as Gaussian distributed
random variable. Due to the Gaussian nature of the OFDM
signal, the combined effect of the channel AWGN and the
OFDM signal, w = Xy/h + n, will still be Gaussian. The re-
ceived signal is now expressed as

y = Ph+w. (14)

It is straightforward to verify that the variance of the effective
noise w is

aﬁ, = 0n2+af, (15)

where o2 is the variance of the OFDM signal. Similar to (13),
the initial channel estimate is given by

h = (p#P) 'pty. (16)

One of the key ideas of the proposed iterative channel
estimator is that, instead of using only the embedded water-
mark as the training sequence, the tentative estimated OFDM
sequence in the time domain will also be used for that pur-
pose. With this approach, the performance of the estimator is
expected to be significantly improved, since now, the power
of the training sequence is increased. To improve the chan-
nel estimate, the iterative receiver subtracts Ph from the re-
ceived vector y to obtain the new observation y’ = y — Ph.
After convertingy’ to Y’ = DFT(y’) via DFT, individual sub-
channels are gain/phase compensated by dividing the com-
ponents of Y’ by the corresponding components in frequency
domain channel estimates H. Decisions on the data in indi-
vidual channels are then made. These data estimates X are
then used to generate the estimated OFDM signal in the time
domain X using IDFT. At this point, the channel estimator
employs S = X+p as the effective training sequence to update
the channel estimates. A similar matrix A will be constructed
using § to get the improved channel estimation according to
h = (AHA)~1AHy. This process will be iterated for the im-
proved performance of the receiver.

3. CROSS-LAYER DESIGN WITH
THE OVERLAY WATERMARKS

In this section, cross-layer signaling and interface design us-
ing the embedded watermarks are investigated. In addition
to the basic function of the overlay watermark as a training
sequence for channel estimation, channel quality informa-
tion, adaptive rate control information, and network timing
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information can be transmitted by modulating the water-
marks. This “free” physical signaling pipe, which is in par-
allel to the OFDM signal, provides interfaces between differ-
ent network layers directly. Interruption to the physical layers
can be reduced since the cross-layer interactive information
can be transmitted with the new link. Note here that only
the bottom three layers of the OSI model under investigation
here are depicted. The physical layer defines all the electri-
cal and physical specifications for the communications de-
vices, and is responsible for OFDM data transmission. The
data link layer responds to service requests from the net-
work layer and issues service requests to the physical layer.
The network layer performs network routing, flow control,
segmentation/de-segmentation, and error control functions.

3.1. Cross-layer signaling detection

We propose in this subsection a technique for transmitting
medium access layer (MAC), layer controlling information as
well as other protocol information via the superimposed wa-
termark. Specifically, we propose to modulate the imaginary
part of watermark with the incoming control data. Assum-
ing that antipodal signalling is employed in this low data-rate
digital pipe, then the received time-domain signal in (4) be-
comes

y = Xyh+P,h + jDPh +n, (17)

where D is the data bit (-1 or +1) containing cross-layer
signaling, and P, and P; represents the real and imaginary
parts of the matrix P in (6). Assuming perfect timing and fre-
quency synchronization are achieved, a simple demodulator
for the control data bit D is

D= sign (Re (y - PilN1>), (18)

where P;h is the locally generated watermark, sign(-) is the
sign operator, Re(-) is the real operator, and (-) denotes in-
ner product. The average signal-to-interference and noise ra-
tio (SINR) in the above decision variable can be shown equal

to
N 2
T ) (19)
U)% + O'% + (XZAhMSE

SINR = 10log,,, (

where Ahysg = ZZLZ_OI |l — hy|? is the channel estimation er-
ror. Here we assume ZZLQOI |hy|> = 1. The SINR in (19) pro-
vides a rough idea on the performance of the new data pipe
by modulating the watermarks. Specifically, for a given chan-
nel response h, the bit error rate (BER) is related to SINR
according to

Py, = %erfc (vSINR), (20)
where erfc(x) = (2//7) [ e " dt.

3.2. Position location for mobile receivers

Due to the mobility of the wireless transceivers, the ability
for mobile station to determine their position through auto-

T X A (x1, y1,21)

T x C (x3, y3,23)

g

(o} N g
coh »eY
A T X B (x2, y2,22)

FIGURE 2: Position location using three transmitters

matic means is recognized as an essential feature, since loca-
tion information is particularly important for network opti-
mization, including energy conservation and location-aware
routing [15]. Mobile hosts are typically battery powered and
have limited wireless communication bandwidth. Therefore,
the transmission power should just be at the right level and
this can be achieved if the mobile is aware of its location.
By assigning different orthogonal Kasami sequences to differ-
ent transmitters, the source of a received signal can be easily
identified. Location awareness can also improve the routing
efficiency by selectively forwarding data in the desired direc-
tion [16, 17].

There are several different approaches to determine the
location of receiving devices in a wireless network, rang-
ing from direction-of-arrival detection to determination of
received signal strength. The technique considered herein
is based on triangulation. This method derives its name
from the availability of at least three distance measure-
ments between known points. When the total number of
known transmitters is less than three, position location can
be achieved by direction-based techniques, aided by the
strength of the received signal. Since direction-based tech-
niques require the availability of an antenna array, they in-
volve more complicated signal processing and the accuracy
of the position information is also lower.

If one can measure the precise time a signal is transmit-
ted and the precise time the signal arrives at a receiver, the
distance between the transmitter and receiver can then be
determined. The extra signaling link obtained via modulat-
ing the embedded watermarks is an excellent candidate for
the distribution of this network timing information. Con-
sider the three base station (backbone node) transmitters
and the positioning receiver shown in Figure 2. The coordi-
nates of the three transmitters are (x1, y1,21), (x2, ¥2,22), and
(x3, ¥3,23), respectively. For base station transmitters, these
coordinates are known a priori to the positioning receiver.
Denoting the propagation time from the ith transmitter to
the receiver as t;, then in the absence of any measurement er-
ror, the co-ordinate of the receiver, (x, y, ), is the solution to
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the following equations: [18-20]

tic = \/(x—x1)2+ (y—y1)2+ (z—z1)%

tZCZ\/(x—x2)2+()’—)/2)2+(Z—Zz)2, (21)

tic = \/(x %)+ (=) + (z- )

where ¢ is the speed of light.

The first step in solving the above equations is to identify
the operating transmitters. To identify the existence of the
Ith transmitter, a cross-correlation between the received sig-
nal from the /th transmitter, y;(n), and the locally generated
watermark, p,;(n), has to be performed. Mathematically, this
correlation is

R}’IPr,I (I’I’l)

N-1
= > y(n)pri(n—m)
n=0

N-1
> {lxan) + pi(n)] ® hi+ m(n)} - pra(n — m)

n=0

N-1
= aRp, p, ® hi + { > xan) + jpir(m)] pra(n — m)}

n=0

N-1
®hi+ > m(n) pri(n—m),

n=0

(22)

where N is the length of the transmitter identification water-
mark. The first term on the last line of (22), that is, the auto-
correlation function Ry, p,,, exists only when the watermark
signal ap,;(n) is found in the received signal. The existence
of the Ith transmitter can then be determined by the corre-
lation peak in (22), because the watermark signal ap,;(n) is
uniquely associated with the Ith transmitter. Equation (22)
also indicates that the correlation peak in the first term on the
last line undergoes the same attenuation and channel distor-
tion as the OFDM signal described by the second term. Due
to the orthogonal property of the Kasami sequences, Ry, 5,
can be approximated as a delta function. The second term in
(22) is only a noise-like sequence resulting from the in-band
data signal from the same transmitter. Therefore, the channel
response 4 from the /th transmitter can be approximated by
Ry,p,,» that is,

Ry,p,, = Ah; + noise, (23)

where A is a constant determined by R, 5., and the gain co-
efficient a. The earliest correlation peak that exceeds a par-
ticular threshold is chosen to be the direct propagation path
from the Ith transmitter to the position location receiver. The
threshold for each transmitting station is decided by the sta-
tion’s transmission power, the approximate distance between
the station and the receiver (as determined by the propaga-
tion delay in the main path), as well as the maximum ex-
pected excess path loss due to building penetration [21, 22].
The arrival time of the earliest correlation peak can then be

converted to a relative propagation time in terms of second.
However, the strength of the first arrived signal sometimes is
very weak and it is difficult to discriminate multipath echoes
from interference. In such circumstances, the interference in
(22) or (23) from the OFDM data signal can be cancelled to
improve the precision of position location after the OFDM
signal is demodulated. Another approach to reduce the inter-
ference is through time-domain averaging of the correlation
functions from different OFDM symbols. In this case, the
main path can always be used as a timing reference for aver-
aging a number of adjacent transmitter identification results.
Simple averaging of the transmitter identification results in
the time domain would reduce the impact of the interference
by 10log,, V, where V is the number of averaging.

Regarding the implementation complexity, the proposed
position location algorithm can be divided into two sepa-
rate steps, that is, transmitter identification and position lo-
cation. Computation complexity associated with the trans-
mitter identification, which is the major part of the position
location algorithm, is proportional to the total number of
the transmitters used in this process. The total number of
the multiplications for identification of each transmitter can
be approximately estimated as TNAM, where T is the total
number of the transmitters in the network and AM is the cor-
relation range in (22) for transmitter identification. The po-
sition of the mobile receiver can then be determined by (21).
When the number of the available transmitters is more than
needed, a nonlinear optimization process can be invoked to
finalize the location. The complexity associated position lo-
cation and optimization process is minimal compared to the
transmitter identification process. Therefore, the overall im-
plementation complexity of the proposed algorithm is ap-
proximately proportional to the total number of the trans-
mitter used for position location.

3.3. Position aware routing algorithms

Mobile hosts in a wireless network are dynamically located
and continuously changing their locations. The mobility in
wireless networks makes it difficult to predetermine “opti-
mal” routes between mobile hosts. It therefore becomes im-
portant to design efficient and reliable routing protocols to
maintain, discover, and organize the routes based on the
most recent locations of the mobile hosts. Assuming that
each node can obtain its position through the proposed po-
sition location technique in Section 3.2 and update the lo-
cation information using the new signaling link proposed
in Section 3.1, then various efficient position-based rout-
ing algorithms can then be readily applied [23]. Position-
based routing algorithms eliminate some of the limitations
of topology-based routing by using additional location in-
formation. The routing decision by a node is primarily based
on the position of a packet’s destination and the position of
the node’s immediate one-hop neighbors.

Before a packet can be sent, it is essential to determine
the position of the destination host. Typically, a location ser-
vice is required for this task. Different techniques, for exam-
ple, grid and quorum-based location service, are available.
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FiGure 3: Example of position-based routing for wireless commu-
nication networks [23].

Example of a quorum-based location service is shown in
Figure 3 [23]. After a mobile node determines its position
using the technique in Section 3.2, it then sends position
update messages to the nearest backbone node, which then
chooses a quorum of backbone nodes to host the position in-
formation. Thus, node D sends its updates to node 6, which
might then select quorum A with the nodes 1, 2, and 6 to
host the information. When the node S wants to obtain the
position information, it sends a query to its nearest backbone
node, which in turn contacts the nodes of (a usually differ-
ent) quorum.l. Since by definition, the intersection of two
quorums is nonempty, the querying node is guaranteed to
obtain at least one response with the desired position infor-
mation. It is also important to time-stamp position updates,
since some nodes in the queried quorum might have been in
the quorum of previous updates and would then report out-
dated position information. If several responses are received,
the one representing the most current position update is cho-
sen. Once the position of the destination host is obtained,
three forwarding strategies for position-based routing could
be used: greedy forwarding, restricted directional flooding,
and hierarchical approaches. The watermark signal in (17)
can be used to indicate the selected forwarding route for the
chosen forwarding strategy.

4. NUMERICAL RESULTS

Numerical simulations have been conducted to quantify the
performance of the proposed overlay OFDM system and the
corresponding cross-layer design. The demonstration system
considered has the FFT size of 512 with cyclic prefix of length
1/8 of the symbol duration. Choice for the modulation for-
mat in the demonstration system is QPSK. Note that the
transmission power of the overlay OFDM signal is normal-
ized to that of a conventional OFDM signal. Unless otherwise
stated, the parameter « is set to 0.5774 in all the figures. As
for the channel model, we consider the channel

h = [0.0855,0,0.8334,0,0, -0.3419,0, 0,0,

; (24)
0.1282,0,0,0,0,0,—0.4060] " .

MSE

Ep/No

—8— 8 iterations
—— Lower bound

-0 1 iteration
-% - 2 iterations
-9 - 3 iterations

FIGURE 4: Mean square error of the iterative receiver for the overlay
OFDM system with QPSK modulations.

We would like to point out that the emphasis of the investiga-
tion is to demonstrate the workability of overlay OFDM and
its functionalities in future communication systems. Conse-
quently, the “exact” channel model and parameter selections
are only of secondary concern.

The MSE of the proposed iterative ML channel estima-
tor in Section 2 was simulated. The results are plotted in
Figure 4, with different number of iterations as a parameter.
Here E,/Ny is defined as the signal-to-noise ratio (SNR) per
bit. The results in Figure 4 indicate that for QPSK modula-
tion, only three iterations are needed to approach the lower
bound. Similar observations can be found in the symbol er-
ror rate (SER) simulation results for the QPSK in Figure 5.
The results in Figure 5 show that good SER performance can
be achieved with only three iterations for QPSK. More itera-
tions may be needed for higher-modulation schemes like 16
QAM. However, we would like to point out that the num-
ber of iterations in practical systems could be significantly
reduced when error correction coding is used, since the de-
sired bit error rate after decoding could be easily achieved
when the SER before decoding is less than 1072. In addition,
the complexity of the iterative channel estimation can be fur-
ther reduced when the channel estimate from the previous
OFDM symbol is used as the initial input for the first round
of the iteration.

The signal-to-interference and noise ratio (SINR) in the
signaling link created from watermark modulation is also
simulated and shown in Figure 6. We assume here the mul-
tipath channel is known to the receiver. It is found that at
an OFDM data signal-to-noise ratio (SNR) of 10 dB and be-
yond, the SINR in the signaling link is insensitive to the
SNR and attain fairly high values. At the SINR values plot-
ted in Figure 6, very robust transmission of the cross-layer
signaling can be achieved even without the assistance of error
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FIGURE 5: Symbol error rate of the overlay OFDM system with
QPSK modulations.

correction doing. Note that a 0 dB of SNR for the OFDM data
link is an extremely low SNR in typical wireless communica-
tion systems. The curves in Figure 6 also show that the SINRs
are mainly decided by the amplitude of the overlay water-
mark and the length of the OFDM symbol. When a large «
is used, higher-order amplitude modulation schemes could
be used to increase the capacity of the signalling link. The
capacity of the proposed watermark transmission technique
can easily reach a few thousand bits per second for any broad-
band OFDM system. It is therefore more than sufficient to
provide media access control information and adaptive rate
control purposes. In order to design an overlay OFDM sig-
naling link with the desired system performance, the target
bit error rate Py, in (20) has to be selected first. For instance,
1076 could be used for an uncoded system. With the desired
bit error rate performance, the required SINR can be deter-
mined through table lookup approach based on (20). The
watermark injection level is then determined with the OFDM
symbol size given in (19).

Two base stations with known locations in a 2D Carte-
sian coordinate are used to test the proposed position lo-
cation algorithm. The coordinates for the two stations, and
the mobile receiver are (0, 0), (2000, 0), and (1000, 1000)
meters. The channel model in the previous MSE and SER
simulations is used as the propagation models for the signals
from the two stations. The location results from the simula-
tion were shown in Figure 7, where each star represents one
round of location processing. The accuracy of the position
location process can be evaluated by the distance between the
location results and the true location of the receiver (origin
of the coordinates). As independent random noise is added
for each transmitter in position location simulation, ambi-
guity will be inevitably introduced to the positions obtained

FIGURE 6: Signal-to-interference and noise ratio (SINR) for the
cross-layer data link pipe based on watermark polarity modulation
at difference signal-to-noise ratio (SNR).
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FIGURE 7: Numerical results for the proposed location position sys-
tem based on watermark signal.

through the proposed position location algorithm in (22).
Each star in Figure 7, which represents one simulation, will
be driven away randomly from its true position at the orig-
inal of the coordinate. The simulation results indicate that
the accuracy of the proposed location system is within a few
meters. Position-based routing algorithms and transmission
power control can be effectively implemented at this preci-
sion level.
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5. CONCLUSIONS

An OFDM system with overlay watermark for cross-layer
design is proposed in this paper. The multiple roles played
by the overlay watermark are investigated. It is demon-
strated that an extra cross-layer signaling pipe can be created
by modulating the overlay watermarks. New interfaces for
cross-layer design can be established on top of this new sup-
plementary data link. The major benefit of the proposed sys-
tem is the improved network and bandwidth efficiency when
compared to the conventional in-band pilot approach. Inter-
ruption to the physical link due to the cross-layer interaction
can be significantly reduced with the introduction of the sup-
plementary data link. When unique orthogonal Kasami se-
quences are assigned to individual transceivers as identifica-
tions, the location of the transmitter can be easily identified
for position-based routing algorithms. An iterative channel
estimation and data detection algorithm is investigated for
the overlay system. Our analysis and simulations show that
the impact from the overlay watermark to OFDM data de-
tection is minimal.
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